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ABSTRACT An exponential growth and complexity in diverse distribution systems have contributed to
protection coordination challenges. Initially, protection coordination schemes were achieved by means of
conventional techniques; however, the utilisation of such methods is based on trial-and-error principles and
laborious. Consequently, current studies have adopted the utilisation of particle swarm optimization, artificial
intelligence models, and genetic algorithms to optimise overcurrent relay selectivity and operational speed.
Particle swarm optimization, artificial intelligence, and genetic algorithms are optimization techniques that at
times converges prematurely due to poor selection of control parameters and lack of optimal values, which
results in increased computational time. Therefore, this paper presents a comprehensive review of recent
developments in terms of parametric sensitivity analysis, selection of artificial intelligence models based
on data availability, and the likelihood of solving overcurrent relay coordination problems. The reviewed
literature shows that particle swarm optimization performance is greatly influenced by inertia weight and
swarm size, while the number of iterations has insignificant effect. The findings also indicate that crossover
rate, mutation probability, and population size affect genetic algorithms behaviour. Artificial intelligence
models lack sensitivity study for parametric tuning, that is, number of hidden layers, membership functions,
epsilon in support vector machine, and number of fuzzy rules affects the models’ performance.

INDEX TERMS Adaptive neuro-fuzzy inference system, artificial intelligence, artificial neural networks,
control parameters, genetic algorithms, overcurrent relay, particle swarm optimization, power system pro-
tection, protection coordination, selectivity, sensitivity analysis, speed.

ABBREVIATIONS
ABC Artificial Bee Colony.
AC Alternating Current.
AI Artificial Intelligence.
ANN Artificial Neural Network.
ANFIS Adaptive Neuro-Fuzzy Inference System.
CTI Coordination Time Interval.
DE Differential Evolution.
FO Fractional Order.
GA Genetic Algorithms.
IDMT Inverse Definite Minimum Time.
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approving it for publication was Arturo Conde .

IEC International Electrotechnical Commission.
MAPSO Modified Adaptive Particle Swarm

Optimization.
MFs Membership Functions.
OBL Opposition Based Learning.
PSO Particle Swarm Optimization.
PSM Plug Setting Multiplier.
TMS Time Multiplier Setting.

I. INTRODUCTION
During last decades, power systems engineers and researchers
relied on traditional optimization methods for coordinating
overcurrent relay. The drawback of the techniques is that
solutions are based on trial-and-error, and the process is
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laborious as well as time-consuming [1], [2]. Therefore, [3]
and [4] advocated the importance of adopting evolutionary
algorithms to overcome disadvantages presented by tradi-
tional optimization techniques. Authors in [5] also mentioned
the need to utilise meta-heuristic algorithms to eliminate
drawbacks presented by conventional techniques. Particle
Swarm Optimization (PSO) and Genetic Algorithms (GA)
have emerged as efficient and effective techniques for han-
dling protection coordination problems. However, tuning
particle swarm optimization and genetic algorithms control
parameters to attain optimum overcurrent relay settings is a
long-standing problem [6]. A comparative study conducted
in [7] demonstrated that GA algorithm fails to converge
efficiently due to premature convergence caused by loss of
diversity which results in population deteriorating to local
optima.

In order to improve converging speed and succeed prema-
ture convergence of genetic algorithms, the concept of alter-
ing crossover and mutation probability has been employed
in [5], [8]. The significance of choosing crossover and muta-
tion probability in such a way that GA behaviour is robust
and efficient has been documented in research work [7], [8],
[9], [10], [11]. Rojas et al. [8] performed a basic genetic
algorithm sensitivity study where one genetic operator was
varied at a time to analyse and study system behaviour, and
it was discovered that mutation rate, crossover type, and
population size have negligible effect on genetic algorithm
performance while crossover probability has substantial
impact [8]. In [11], author urged that mutation probabil-
ity must accelerates as population diversity increases [11].
Another sensitivity study conducted in [12] and [13] showed
combination of crossover and mutation probabilities yields
optimal global solution [12], [13]. Nevertheless, the best
optimum solution is attained when integrating a lowmutation
probability with a high crossover rate. A review supplying
dynamic method for selecting mutation and crossover proba-
bilities is presented in [9], and a further study in [10] reviewed
the application of GA control parameters, pointing out the
pros and cons of genetic operators whereas in [5], a review
of control parameters was presented stating past, present, and
future methods of assessing genetic algorithms.

In contrast, a study comparing PSO algorithm behaviour
with other meta-heuristic methods shows that PSO algo-
rithms manage to attain global minima with fewer number
of iterations [14]. However, PSO algorithm presented limi-
tations such as failing to fly pass local optima region hence,
not succeeding to reach global optimal solutions. Therefore,
research work in [14] and [15] presented alternative solutions
for improving PSO algorithm performance significantly.
An experimental study [15] established the introduction of
weight term into velocity update equation to enhance parti-
cles’ search capability by stabilising local and global search.
Swarm size and inertia weight are extremely associated with
algorithms’ converging prematurely. Kennedy et al. [16] cat-
egorised velocity equation into three segments for successful

controlling of particles’ previous velocity to current momen-
tum. Reference [17], studied the behaviour of PSO control
parameters, it was discovered that both cognitive and social
components contained in the velocity update equation must
not be greater than 4 [17]. A further study in [18] pre-
sented hypothetical assessment when both cognitive and
social components exceed 4, the particles experienced higher
oscillations. These analysis operates as guidance and helps
to improve swarm search ability and avoid premature con-
vergence [17], [18]. Another work in [19] investigated the
performance of PSO algorithm by using design experiments
for decreasing simulations runs; nonetheless, it does not allow
individual parametric sensitivity analyses thus, not much was
gained from the study [3], [19].

Chui et al. [20] reduced Artificial Neural Network (ANN)
ineffectiveness by introducing radial basis function which is
a training strategy designed to predict time series by adaptive
studying algorithm and response surface methodology. Nev-
ertheless, radial basis function network involves determining
the optimal core parameters and kernel function width. Fur-
ther study in [21] utilised ANN to identify faulty power line
and location of the faulty from the source, thereafter, a back-
tracking algorithmwas adopted to coordinate the primary and
backup relay such that selectivity is maximised [21]. The
findings were compared with other studies of ANNs pre-
sented in [22] and [23] which revealed it performs better with
hybrid algorithm. In [24], adaptive neuro-fuzzy inference
systems (ANFIS) managed to outperform the ANNs due to
its advantageous utilization of hybrid model between neural
network and fuzzy logic. Consequently, this paper intends to
present a parametric sensitivity analysis for particle swarm
optimizer and genetic algorithms, a comprehensive review of
artificial intelligence models, and a comparative evaluation
with respect to convergence speed and fitness values. Table 1
highlights the gaps in the existing research and the contribu-
tions of the proposed paper. The contributions of the paper
are as follows:
a) A comprehensive review of evolutionary algorithms with

respect to parametric sensitivity analysis based on conver-
gence speed and fitness function values.

b) Analysis of overcurrent relay behaviour based on various
literature to evaluate whether protection selectivity and
operational speed is accomplished.

c) To review the application of artificial intelligence models
in overcurrent protection coordination and the concept of
adaptive control parameters.
Selectivity and speed studies are presented in section II.

An overview of protection philosophy is presented in
section III. Section IV provides algorithms that optimises
overcurrent relay coordination. Selectivity and speed analysis
in terms of convergence rate are presented in section V. Arti-
ficial intelligence models for optimizing overcurrent relays
are provided in section VI. Lastly, recommendations for
future studies as well as conclusive remarks, are presented
in section VII and section VIII, respectively.
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TABLE 1. Summary of literature survey.

II. SELECTIVITY AND SPEED STUDIES
The concept of relay selectivity measures system reliability
and effectiveness by ensuring continuous power supply even
in instances when abnormal conditions occur in certain pro-
tected zones. It plays an important role in segregating faulty
section while leaving the healthy part intact and functional for
continual supply of power to end-users. In a study attempting
to investigate the factors affecting selectivity and operational
speed of relays in [25], Sorrentino et al. proved that it is not
possible to achieve selectivity for mesh or ring distribution
network with more than two equivalent power sources due to
identical currents seen by the relay. Author in [26] and [27]
improved protection selectivity as well as speed of opera-
tion by using time grading margins of 0.2 and 0.3 seconds,

respectively. Distribution system constraints such as safety
factor, circuit breaker interrupting time, maximum fault cur-
rents, and load currents were taken into consideration which
resulted in protection miscoordination and longer fault clear-
ing time. According to [28] relay selectivity in a radial
distribution networkmade up of one feeder and unidirectional
power flow can be attained by precise time grading of the
overcurrent relay, whereas other configurations such as ring
and mesh networks, the selectivity is not adequate for system
protection; thus, directional overcurrent relay is favourable
for such systems [28]. In [29], it was explicitly stated that
majority of distribution network adopts time grading method
to achieve selectivity. However, both techniques result in
higher tripping timeswhich have detrimental effects on power
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systems expensive equipment and safety of personnel [28],
[29]. Depending on the type of distribution network setup,
heuristic, hybrid, and artificial intelligence techniques are
preferred to maximise selectivity of relays and speed of oper-
ation since these work in conjunction to optimise protection
on the network. Furthermore, these optimization techniques
mitigate iterative trial and error as well as laborious process
which is utilised in conventional methods [30]. Therefore,
there is a necessity to review optimization techniques for
coordinating overcurrent relays such that maximum selec-
tivity and optimised operational speed is obtained and to
advance converging speed and circumvent premature conver-
gence of some algorithms.

III. OVERVIEW OF PROTECTION PHILOSOPHY
In a power distribution system, the reliability of electrical
protection system is as critical as selectivity, sensitivity, and
speed since these protection characteristic parameters are
dependent such that an increase in one parameter leads to
the other decreasing [3], [30], [31]. For this reason, protec-
tion quality was improved in [32] through the utilisation of
analysis tools to evaluate all protection system characteris-
tics. Similarly, authors in [31] studied energy distribution
redundancy and reliability, sensitivity, speed, and selectivity
is not included in [31]. Nevertheless, the main attributes of
insignificant protection selectivity and speed of overcurrent
protection were not addressed. System disturbances triggered
by unanticipated faults, load transients, and maloperation of
electrical equipment require protection devices to respond
timely, speedily, and selectively [30]. Protective system com-
prises circuit breakers, relays, and other circuit interrupters to
isolate misoperational equipment. Circuit breakers function
to isolate abnormally operating part of the distribution net-
work when triggered by the overcurrent relay, which senses,
localises a fault and issues a trip command to the circuit
breaker for promptly discrimination of faulty section [30],
[33]. Protection system must satisfy the predominate objec-
tives as follows [30], [33], [34]:

• To minimise duration of the fault.
• To protect customers’ apparatus and continual power
supply.

• Reduction of overhaul outages to slightest section of the
system.

• Improvement of system performance, stability, and
reliability.

• Deisolation of defective power lines, transformers, and
other apparatus timeously.

A. OVERCURRENT PROTECTION
Overcurrent relay provides protection against excessive cur-
rent magnitudes in distribution networks due to malfunc-
tioning of the system [30], [34]. These extreme current
magnitudes can be used to signify the existence of faulty
conditions and help activates the operation of protection
devices accordingly, which vary in system complexity and

design requirements [30], [33], [34]. Auxiliary devices such
as current transformers and voltage transformers act as pro-
tection and metering components that measure current and
voltage levels which serves as input signals into overcurrent
relay [34]. The received signals are analysed and compared to
the predetermined values. Distribution networks are typically
safeguarded by overcurrent relays against extreme currents
due to added advantage of being cost-effective and thus pre-
ferred on distribution level in comparison to distance and
differential protection [29].
At times, primary protective devices are bound to maloper-

ation in the distribution network due to breakdown in circuit
breaker trip mechanism, inadequate trip coil voltage, or faulty
protection relay [30]. Consequently, backup protection pro-
vides a second line of defence to avoid catastrophic damage
to the scheme by detecting and clearing abnormalities from
the system. However, in order to enforce sequential operation
of primary and backup protection, optimum protection coor-
dination between relays is essential. Kudkelwar et al. [35]
formulated overcurrent relay operating time mathematically
through the objective function as follows [13].

Min (C) =

∑k

d=1
Wo × SDJ (1)

where C the objective function, k the total number of relays
installed, Wo the weight factor, and SDJ is the functioning
time ofDth main protection at its assigned zone J . The weight
factorWo can be set at approximately one due to its equivalent
shorth line length and weight [35]. With the objective of
maximising protection coordination between upstream and
downstream relay, standard inverse time characteristic curve
is employed in [30]. According to IEC 60255-151:2009 [33],
inverse definite minimum time class for overcurrent protec-
tion scheme adopt the standard inverse characteristic equation
as follows:

Top =

(
0.14

PSM0.02
− 1

)
× TMS (2)

where Top the relay operating time, TMS the time multi-
plier setting, and PSM the plug setting multiplier. It was
stated in [33] that Top values are dependent on utmost fault
current level, IDMT curve type, and the operating time of
downstream relays whereas PSM contains the ratio of max-
imum fault current IF to pick-up current IP [33], [37]. The
overcurrent relay issue trip command when IF ≥ IP but
retain normal operating state if IF < IP [36] under TMS
values ranging between 0.01 < TMS < 1.0 seconds [37].
When maximum fault current IF is equal to pickup current IP,
overcurrent relay prompts the operation of the circuit breaker
to isolate the faulty section. According to [34] IP settings
for phase-to-phase faults can be selected between 50% and
200% in steps of 25% whereas authors in [37] suggested
10% to 70% in steps of 10% is sufficient for earth leakage
faults. Therefore, IP is the product of current transformer
secondary current and current setting. Current setting can be
defined as the adjustment of tappings on the relay coil to
obtain the desired relay pickup current. The more current
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setting the relay has, the greater current the relay needs to
send the trip command [36], [37]. References [31] and [32]
presented two common approaches to compute the pickup
current. The first method stipulates that the pickup current
is twice the maximum load current, or it must be one-third
of the minimum fault current at the nearest busbar [31].
Second method proposes that pickup current must be selected
between 125% of the maximum load current and 2/3 times of
minimum fault current [32].
It is challenging to execute non-linear standard inverse

characteristics like (1) directly due to it exponential expres-
sion in the order of 0.02. It is imperative to indicate that
former researchers and scholars have prevented this inverse
definite minimum time characteristic in their work [38], [39].
Due to this constraint, Amin et al. [40] proposed the exploita-
tion of artificial intelligence-based optimization techniques,
particularly neural networks by using universal function
approximation capabilities. Reference [30] and [40] utilised
evolutionary algorithm and artificial intelligence models,
respectively, to accomplish optimal protection coordination
and assure precise sequential operation of upstream and
downstream relays which is achieved by coordination time
interval (CTI) [30], [31]. Under normal system conditions,
the backup protection is not active until CTI exceeds the
predetermined value [30]. Once the CTI is exceeded, the
backup relay must operate within coordination constraints as
formulated in the following equation [30], [31]:

Tbackup − Tmain ≥ CTI (3)

where Tbackup the backup protection operating time, Tmain
the time of operation for main protection. The backup relay
Tbackup must function within the coordination constraints of
with coordination time interval set between 0.1 seconds and
0.2 seconds for microprocessor-based relay, while electro-
magnetic relay utilises 0.3 seconds to 0.4 seconds [31], [32].

IV. ALGORITHMS TO OPTIMISE OVERCURRENT RELAY
COORDINATION
Scholars have been exploring different algorithms to find
solutions to complex and multi-dimensional problems, and
taking into consideration factors such as problem complexity,
computational strength, time availability, and understand-
ing of function behaviour, an optimization algorithm may
be chosen. Nature is commonly utilised as an inspiration
in establishing and solving sophisticated optimization tech-
niques such as hybrid algorithms which are utilised to
enhance converging behaviour of meta-heuristics.

In this section, algorithms for optimizing overcurrent
relays and their developments are discussed.

A. PARTICLE SWARM OPTIMIZATION
To evaluate distinctive optimization techniques that will
yield superior performance throughout optimization prob-
lems, a statistical approach demanding unfeasibly great
number of simulations may be required, which is not prac-
tical; however, greater certainty can be set on techniques

that constantly achieve improved results than others. Particle
swarm optimization has the capability to utilise its memory
for updating particles’ location which other nature-inspired
algorithms lack this feature. In contrast with other meta-
heuristic algorithms such as ant colony optimization [41]
and firefly algorithm [42], studies have proven PSO robust-
ness and efficiency in attaining optimal solutions [14], [41],
[42]. Nonetheless, PSO at times experiences a condition that
leads it to converge prematurely to local solution due to
incapability of particles to fly from local minima. Poor set-
ting and selection of PSO control parameters may contribute
significantly to unsatisfactory performance and premature
convergence [30]. Additionally, PSO algorithm may be inef-
ficient as it needs higher function evaluations to obtain
optimum solutions in hyperdimensional problems [43]. Con-
sequently, new PSO variants are developed to address
algorithms’ premature convergence and improve converging
speed.

Table 2 depicts some state-of-the-art PSO algorithm vari-
ants. An earlier study modified PSO algorithm to find
solutions to multi-objective [34] and discrete [45] opti-
mization problems. A number of PSO algorithm variations
have been introduced either by incorporating theories of
PSO algorithm with other meta-heuristic techniques or by
developing novel mechanisms. In [46], PSO was coupled
with differential evolution (DE) for constraint handling by
using feasibility principles to obtain best personal solution
of individual particles in the swarm. Furthermore, a study
in [15] introduced the weight expression into velocity update
equation to improve search capability of particles by sta-
bilising search abilities. Reference [16] categorised velocity
update equation into three segments to control the effects
of particles’ past velocity to prevailing speed. In a study
aiming to learn the performance of PSO algorithm parti-
cles [17], it was proposed that acceleration coefficients in
velocity update equation must not exceed 4. A further anal-
ysis in [18] demonstrated that when acceleration coefficients
exceed 4, the particle tends to experience higher oscilla-
tions. The literature reviewed serves as a guide and assists
in enhancing swarm search abilities and avoiding converg-
ing prematurely [17], [18]. Another work in [19] examined
PSO algorithm behaviour using design experiments, this
method decreased the number of runs; nonetheless, it does
not allow analyses of individual parameter, thus not mushwas
discovered [19].

Constraint handling technique problems were highlighted
in [47] as crucial in effective performance of PSO, it was
clearly stated that constraint handling approaches provide
essential information with regards to solution feasibility [47].
Therefore, PSO algorithm modifications are necessary to
handle constrained optimization problems. Reference [6] pro-
posed adaptive constraint handling approach that prefers any
feasible solution over unfeasible ones, and among two feasi-
ble solutions, the one with best objective function values is
favoured. It was observed in [48] that by choosing feasible
solutions only, the algorithm position itself to favour feasible
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TABLE 2. Some state-of-the-art PSO variants.

solutions and the particles moves towards feasible regions
with optimal solution.

The literature highlights PSO algorithm premature con-
vergence and other factors contributing to unsatisfactory
behaviour of the algorithm [14], [41], [42], [43], other
authors [46], [47], [48], [49], [50], [51], [52], [53], [54],
[55], [56], [57], [58] introduce variants to optimise the per-
formance of PSO. However, setting particle swarm optimizer
parameters to yield optimal overcurrent relay settings is a
long-standing problem. The subsequent paragraph presents
an overview of PSO algorithm background and its sensitivity
parameters.

In PSO, individual particle initially transverse through the
multidimensional search space at spontaneous velocity and
its prevailing position in the i-th dimension is indicated by

s(k)i where k is the iteration number, and i the individual
particle. Each particle learns its best position and its own
experience indicated by pbest (k)i , and the whole swarm expe-

rience is expressed by gbest (k). At each iteration, the particle

velocity v(k)i changes with current velocity and position from

the pbest (k)i solution and gbest (k) solution. Therefore, the

v(k)i and s(k)i updated in accordance with the subsequent
equation [59]

v(k+1)
i = v(k)i + c1rand

(k)
1

(
pbest (k)i − s(k)i

)
+ c2rand

(k)
2

(
gbest (k) − s(k)i

)
; i = 1 to N (4)

s(k+1)
i = s(k)i + v(k+1)

i ; i = 1 to N (5)
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FIGURE 1. Particle velocity and position update in a two-dimensional search space [6].

where N the swarm size, rand (k)1 and rand (k)2 are num-
bers produced randomly every k iteration ranging between
0 and 1. Acceleration coefficients c1 and c2, named as
cognitive and social components, separately, are positive
constants [59].
Figure 1 depicts how particles’ velocity, cognitive com-

ponent, and global component affect particles’ search capa-
bilities for best optimal solutions. In [26], the particles’
velocity update equation is grouped into three segments,
the first part of the equation denotes particles’ momentum
which includes the influence of the past velocity on cur-
rent velocity, second segments represent cognitive constant
which indicates particles’ pull velocity toward its individual
pbest while the last segment demonstrates gbest or social
collaboration between particles, as depicted in Fig. 1. Sub-
sequent calculation of particles’ new velocity and position,
pbest (k)i and gbest (k) are updated according to the following
equations:

pbest (k)i =

 s(k)i , if f
(
s(k)i

)
< f

(
pbest (k)i

)
pbest (k)i , if f

(
s(k)i

)
≥ f

(
pbest (k)i

) (6)

gbest (k) =

 s(k)i , if f
(
s(k)i

)
< f

(
gbest (k)

)
gbest (k), if f

(
s(k)i

)
≥ f

(
gbest (k)

) (7)

where f is the fitness function of PSO algorithm. Nor-
mally, the velocity of the particle is constant to the range
[−vmax , vmax] to reduce the likelihood of particles travers-
ing out of feasible search area [59]. It has been observed
that setting higher vmax causes particles to transverse past
optima solution, whereas lower vmax values minimise parti-
cles’ exploitation abilities thus, particles get trapped in local
minima solution [45], [59].

1) PSO CONTROL PARAMETERS
The PSO algorithm discussed in the former section has
control parameters that govern algorithms’ performance and
have an influence on the whole search abilities of the tech-
nique. These parameters include inertia weight, swarm size,
acceleration coefficients, number of iterations, and velocity
clamping-limit, are described as:

• Inertia weight: Due to limitations presented by vmax ,
authors in [15] suggest incorporating weight term into
velocity update equation to improve particles’ explor-
ing capability by balancing the pbest (k)i and gbest (k)

search [15]. The inertia weight w is the scaling factor
associated with the velocity iteration during the last time
step and helps to enhance PSO algorithm converging
rate. In accordance with the alteration proposed in [54],
inertia weight is included into (4) as follows:

v(k+1)
i = wv(k)i + c1rand

(k)
1

(
pbest (k)i − s(k)i

)
+ c2rand

(k)
2

(
gbest (k) − s(k)i

)
; i = 1 to N

(8)

A higher inertia weight value promotes exploration,
whereas a lower value facilitates exploitation which
maximise local search ability of PSO algorithm. An ear-
lier study presented in [15] demonstrated significant
improvement in PSO algorithm performancewith inertia
weight set between 0.9 to 1.2. Presently, researchers
have favoured the use of linearly descending inertia
weight which was original executed in [60], the w value
was regulated between 0.9 to 0.4 of which yields better
results. The subsequent weighting function is employed
in linearly decreasing inertia weight [60]:

w = wmax −
wmax − wmin
itermax

× iter (9)
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where wmax the maximum inertia weight, wmin the
minimum inertia weight, iter is the current iteration,
and itermax the maximum iterations. Reference [59]
conducted a comprehensive sensitivity analysis by eval-
uating inertia weight values between 0.8 − 1.2, and it
was discovered that bigger values facilitate global search
whereas, small values encourage local search [15], [19].

• Acceleration coefficients: The two positive constants,
c1 and c2 related to velocity of traversing particles
into optimum regions and its individual position, these
components regulate search abilities and period taken
to accomplish feasible solutions by individual particles.
Authors in [59] set both c1 and c2 to 2 and observed sub-
stantial advancement in terms of algorithms’ behaviour
whereas, altering c1 and c2 values resulted in particles
moving to infeasible regions [59]. For higher c1 and
c2 parameters, particle transverse pass feasible regions
and at lower values, particles stagnate local solution
due to getting trapped in the local regions before mov-
ing towards optimum solutions [59]. Consequently, c1
and c2 have been set to 2 since the beginning of PSO
algorithm [15], [60].

• Number of iterations: A study conducted in [61]
showed that bigger maximum number of iterations
itermax results in longer computational effort, and it
was observed that the chosen itermax value directly
affects the likelihood of PSO algorithm succeeding to
global solutions [61]. Furthermore, poor selection of
itermax values lead to algorithm converging prematurely.
Smaller itermax values lessen algorithms’ probability of
reaching global solutionwhereas, for larger itermax , con-
vergence speed improves at the expense of computing
time [61], [62].

• Swarm size:Typically, swarm size,N , selection is based
on the optimization problem application and complexity.
It performs an imperative part in the behaviour of PSO
and affects diversity of the population as it controls num-
ber of particles traversing toward optimum space [54],
[58]. Authors in [63] specified that swarm size, N ,
selected between 5 and 10 particles is precise estimate;
however, utilising swarm size with the range 10 and
50 particles is commonly favoured to solve optimiza-
tion complex problems [63]. For larger population size,
particles learn to traverse additional search space and
algorithm improves performance but at computational
efforts [58], [63].

• Velocity clamping limit: [64] explicitly stipulates that
[−vmax , vmax] bounds particles’ velocity with vmax =

δ × (xmax − xmin), where xmax and xmin are design
variables (minimum and maximum), and δ the clamping
constant set at [0.1 − 1.0]. The vmax value regulates
the smoothness of the constraining changes in veloc-
ity [65]. Higher vmax value facilitates global exploration;
nevertheless, very high vmax value leads to particles
flying past global optima which results in premature
convergence [64]. On the contrary, smaller vmax value

promotes local search; however, a very small vmax results
in particles demanding more iterations to obtain global
optimum solution [64], [65].

Tuning control parameters to solve optimization prob-
lems still remains an issue. The aforementioned paragraphs
discuss setting control parameters based on theoretical and
mathematical assumptions, which at time leads to premature
convergence of the algorithm. Harrison et al. [66] utilised
function analysis of variance to compute original PSO control
parameters i.e., inertia weight w, cognitive c1 and social
c2 parameters. It was seen that w provides the greatest
sensitivity, thus the most crucial parameter to be tuned as
it affects the probability of particles’ momentum in reach-
ing global optima. The optimization problem complexity to
be solved serve as a guide to select reasonable parameter
values and by testing the proposed control parameters on a
common benchmark function, as done in [6]. Reference [6]
conducted control parameter sensitivity analysis and intro-
duced the unique adapting control parameters to circumvent
algorithm converging prematurely. As extensively discussed,
some scholars tend to utilise the published values in the
literature while others prefer the use of fine-tuned static val-
ues. Nonetheless, these methods were found inefficient and
ineffective due to control parameters being time dependent.
Consequently, new novel self-adapting and dynamic PSO
approaches are developed and currently favoured to solve
modern optimization problems.

B. DEVELOPMENTS ON PSO CONTROL PARAMETERS
Numerous variances of PSO algorithm based on self-adapting
strategies have been developed using various methods as the
feedback parameter to keep record of algorithms’ condition
and make adjustments in accordance with transient states.
The algorithm advancements have been categorized in the
subsequent subsection.

1) INERTIA WEIGHT ADAPTATION STRATEGIES
A novel self-adaptive mutation with dynamic non-linear
inertia weight was proposed in [67] to improve searching
momentum by using the average particle spacing approach.
The average particle spacing S(t) describes dispersion degree
of the swarm among individual particles as follows [67]:

S (t) =
1
NH

∑N

i=1

√∑D

d

(
xkid − x−k

id

)2
(10)

where H is the diagonal maximum length of the search area,
N and D are swarm size and space dimension, separately.
xkid and x−k

id are coordinate average value of the i-th particle
in k-th iteration, and it was reported that smaller average spac-
ing results in more concentrated swarm and poorer species
diversity [67]. For altering the nonlinear inertia weight w (t)
as swarm diversity transverse, a new nonlinear dynamic
approach based on average particle spacing was adopted as
defined:

w (t) = 1/
(
1 + e−10(S(t)−0.5)

)
(11)
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TABLE 3. Impact of different acceleration coefficient values on PSO performance.

Another effective group fitness variance strategy employed
in [68] was also utilised in [67] to accomplish a self-adaptive
adjustment of global and local search ability.

Nagra et al. [71] presented outstanding advancement in
the performance of PSO algorithm when the self-adaptive
inertia weight with gradient-based local search was utilised
to balance exploitation and exploration capabilities [71].
A ranked-based inertia weight system was proposed in [72]
and [73] to improve converging speed by means allocat-
ing ranks to particle based on its fitness value. However,
the strategy yields more efficient results with the increasing
iterations which may increment computational time. Refer-
ence [73] proposed cosine inertia weight approach in the form
of variable-period cosine function ranging between [0, π]
to meet the multi-stage inertia weight requirements. At the
range [0, π/6], the cosine function preserves a larger value(
≤

√
3/2

)
and traverse slowly whereas the cosine func-

tion declines rapidly at [π/6, 5π/6]. In the range [5π/6, π],

the cosine function keeps a smaller value
(
≤ −

√
3/2

)
and

changes slowly. Due to inconsistence of original cosine func-
tion, an iterative term I (t) was introduced into the cosine
function to modify the period and wcos(t) was rescaled in the
range [wfin,wini] and denoted by the following equation [73]:

wcos (t) =
(wini + wfin)

2
+

(wini − wfin)
2

× cos
(
I (t)π
tmax

)
(12)

I (t + 1) = I (t) + a, I (1) = 0 (13)

a =


a1,

I (t) ≤ tmax
6

a2,
tmax
6

< I (t) ≤
5tmax
6

a3,
tmax
6

< I (t) ≤ tmax

(14)

where a the constant for adjusting wcos (t), the values of a1,
a2, and a3 control the length of each stage in wcos (t). The
requirements of cosine inertia weightwcos (t) limits the phase
(I (t) π/tmax) in the range [0, π ] and (I (t) π/tmax) increases

from 0 to π while t moves from 0 to tmax . Consequently,(
1
6a1

+
2
3a2

+
1
6a3

= 1
)
must be satisfied [73]. It should be

noted that cosine inertia weight approach demonstrated sig-
nificant improvement, but more experiments need to be
performed on practical engineering fields.

2) ACCELERATION COEFFICIENT
Since the beginning of PSO algorithm, the cognitive and
social parameters have been set positive and constant [14],
[35]. As depicted in Table 3, researchers observed the impact
of various acceleration coefficient values on algorithms’
behaviour by changing either cognitive or social compo-
nent and in some instances, both parameters were varied.
Shirazi et al. [69] experimented acceleration coefficient by
means of dynamic change such that when c1 increases, c2
decreases and vice versa. Similarly, Maharana et al. [70]
tested c1 > 0 while setting c2 to zero and conversely.
However, both approaches are time-dependent only and have
proven to be inefficient at times. An approach that con-
siders particles’ evolutionary state was proposed in [16],
it allows evolutionary state to command acceleration coef-
ficient into converging towards the best optimum solution
in the hyperdimensional space. Particles are forced into per-
forming in a predefinedmanner to enhance searching abilities
of the swarm by the acceleration coefficient equations that
follows [6]:

ck1 =



(cmax − cmin) × (itermax − k)
itermax

+cmin if 0 ≤ ESki ≥ 0.5

cmax −
(cmax − cmin) × (itermax − k)

itermax
if

0.5 ≤ ESki ≥ 1.0

(15)

ck2 =



cmax −
(cmax − cmin) × (itermax − k)

itermax
if 0 ≤ ESki ≥ 0.5
(cmax − cmin) × (itermax − k)

itermax
+cmin if 0.5 ≤ ESki ≥ 1.0

(16)
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0 ≤ ESki ≥ 0.5 refers to low evolutionary state and global
search is promoted by permitting more global search at the
beginning and towards the end, local search is facilitated.
Larger evolutionary state value 0.5 ≤ ESki ≥ 1.0 promotes
exploitive search in early iteration stages, allowing particles
to traverse towards global solution and developing gradually,
further exploration is facilitated at later stages of the iterations
with two constants cmin and cmax set at 0 and 4.0, respec-
tively [6]. The self-adapting acceleration coefficient was
validated on benchmark engineering constrained problems
which proven to be effective, it managed to promote conver-
gence speed and overcome premature convergence [27].

C. GENETIC ALGORITHM
Contrary to PSO, Genetic Algorithm (GA) search functions’
solution space by adopting survival of the fittest strategy,
whereas PSO algorithm inspiration emerges from social
behaviour of animal and birds [3], [18]. In GA, mutated
chromosomes improve algorithms’ solution by maintaining
a certain probability of population diversity with a great
percentage of genetic parameter selection to support new
population [30]. Roulette wheel selection approach assigns
selection likelihood to individual chromosomes based on
their fitness function values [74]. The numbers are generated
randomly to correlates cumulative probability for computing
new population selection [15], [74]. This approach presented
drawbacks such as prematurely converging to local optima
due to the supremacy of individual chromosomes that steadily
succeed in the competitiveness and are selected as parents.
The probability Pi (t + 1) for individual chromosome i is
stated in the equation below, where fi(t) the chromosome i
fitness function, and n denotes population size [74].

Pi (t + 1) =
fi(t)

1
n

∑n
j=0 fi(t)

(17)

Due to limitations encountered on roulette wheel approach,
variations such as ranking method, scaling technique, and
tournament selection were developed to permit negativity
and minimization on genetic algorithms [74], [75]. In the
ranking-based selection method, the probability of individual
chromosome Pi is allocated based on the success of indi-
vidual solution i when all the solutions are mapped based
on their fitness values to permit minimisation. Chromosomes
constituting of larger fitness values have a greater likelihood
of succeeding to the subsequent generation. The randomly
generated number in a range [0, 1] contributes to reproduction
of a next population nkeep of optimal solutions. Probability of
individual chromosome Pi can be determined as follows [74],
[75].

Pi =
nkeep − i+ 1∑nkeep

i=1 i
(18)

Similarly, to PSO algorithm, genetic algorithm consists of
control parameters that require tuning such that premature
convergence is avoided, and algorithms’ performance is max-
imised. Eberhart et al. [76] noticed a property that affected

GA algorithm performance that was crossover or recom-
bination. Michalewics [77], on the hand, studied genetic
operators and found that mutation have significant impact on
the algorithm convergence. Population size also plays a role
in behaviour of the algorithm and computational effort [75].

• Crossover: Recombination draws two chromosomes
from the reproduced population sets and employs
crossover. Ahmed [78] proposed sequential constructive
crossover operator that builds offspring from selective
parents based on parents’ structure qualities using better
edges approach. However, the technique presented the
drawback of algorithm not utilizing any local search
method for enhancing quality due to the small pop-
ulation size [78]. A cycle crossover that counts bits
circularly from parents and their current position was
proposed in [79], but the produced offspring had iden-
tical characteristics as parents. Simple or single-point
crossover produces a random number r from a recurring
allocation and generates two new individuals (x ′

i and y
′
i)

corresponding to the equations that follows [76].

x ′
i =

{
xi if i < r
yi otherwise

(19)

y′i =

{
yi if i < r
xi otherwise

(20)

Recombination presents a new neighbourhood for sup-
plemental implementation within the hyperdimension,
which are indicated by either parent assembly [74], [75].
Consequently, the probability of attaining better per-
forming offspring is substantially risen. In [62], it was
seen that higher crossover rate leads to introduction of
new population quickly, whereas very high recombi-
nation likelihood results to structure discarding rapidly
before selection produces improvements [62]. Smaller
recombination probability leads to stagnating search due
to insufficient exploration [62].

• Mutation: Establishes heterogeneousness into the pop-
ulation by extending the search space for genetic
algorithm to assess andmitigate faster convergence prior
to whole search area exploration [74], [75]. An incre-
mental in mutation probability leads to population
discovering beyond current search region of variable
area which may results in impairment of population
by changing surviving feasible solutions. Therefore,
smaller mutation probability advocated [77]. Uniform
mutation chooses one variable j randomly and equate
it into a constant number U (ai, bi) where ai and bi are
lower and upper bound, separately [77].

x ′
i =

{
U (ai, bi) if i < j
xi otherwise

(21)

• Population size: As stated in [75], the group of chro-
mosomes known as population affects GA algorithm
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behaviour. It was explicitly asserted that small popula-
tion size results in algorithm performing poorly due to
inadequate trail size for exploring hyperplane [75]. Con-
trarily, larger population size prevents algorithm from
converging prematurely by permitting more particles to
occupy search space but at computational expense [75],
[76]. According to [81], any values between 10-50 is a
precise choice however, in other study [80], any value
between 25-250 produces efficient solutions.

1) DEVELOPMENTS ON GA CONTROL PARAMETERS
In 2019, Hassanat et al. [9] undertook a comprehensive
study to review GA parameter selection and proposed the
change of crossover andmutation rate dynamically. The study
adopted a deterministic method to decrease crossover prob-
ability from 100% to 0% and increase mutation probability
linearly from 0% to 100%, and vice versa. However, the
approach lacks diversity, operates on smaller population size
only, and requires larger number of mutations. On the other
hand, Akter et al. [82] suggested a new crossover operator
made up of two crossover points selection and new offspring
reproduction by comparing cost between two parents; the
approach needs to be validated through benchmark problems
and compared with other adaptive as well as self-adaptive
methods. A further study in [83] detailed improvements in
genetic algorithms and proposed adaptive GA by modifying
important genetic operators, that is, crossover and mutation
probabilities. The adaptive crossover probability continu-
ously adjusts the probability with respect to fitness function
value of individuals in the population, it adapts such that for
individuals made up of smallest and largest fitness functions,
the crossover operates with specific probability to accom-
modate changes. The crossover probability Pc is adjusted
according to the following equation:

Pc =


k1

fmax − fc
fmax − fmin

, if fc ̸= fmax , fmin

k2, if f c = fmin
k3, if fc = fmax

(22)

where Pc the crossover probability, fc consists of higher fit-
ness in the first two parents of crossover operation, fmax and
fmin are maximum and minimum fitness, respectively. k1, k2,
k3 are constants ranging between 0 - 1 and k2 > k3.
In another study [84], it was empirically depicted that by

generating mutation probability based on chromosome rank
in the population, quicker convergence was obtained. Besides
population size, mutation probability plays a significant role
in general algorithms’ performance.

The motivation for implementing a rank-based adaptive
mutation was to overcome insufficient genetic information
in the initial population and loss of such information dur-
ing optimization process. It assigns the fittest chromosome
a rank N in a population of N individuals which ranges
between [1,N ] depending on their fitness function values.
Mutation probability Pm adapts the rank of chromosomes r as

follows:

Pm = pmax

(
1 −

r − 1
N − 1

)
(23)

The best chromosome has zero mutation probability and
the poorer consists of the maximum probability pmax , mean-
ing Pm distributes linearly between 0 and pmax . Nevertheless,
if one or more chromosomes obtain identical fitness, ranks
are allocated randomly to them, and the mutation probability
remains unaffected by the asymmetry of fitness distribu-
tion [84]. By applying multi-population with self-adaptive
mutation scheme [85], GA algorithm overcomes premature
convergence when coupled with overlapping and subpop-
ulation convergence. Overlapping evaluated between two
subpopulations which are determined by the comparison of
finest solutions distance of the subpopulation, and if the
search radius of the best individuals of subpopulation is less
than the threshold value, then individuals associated with
subpopulation are removed. Subsequent overlapping search,
the overall subpopulations experience convergence process to
evaluate converging robustness.

Another adaptive mechanism to set mutation probability
dynamically is proposed in [86], it controls the utilisation
of population entropy toward the end of epoch (consecutive
generations number) by computing the variation of the cur-
rent entropy from the preceding k + 1 epoch Hk−1 denoted
as 1H k = Hk − Hk−1. A comparison between the change
1Hk and the one evaluated in the previous epoch 1H k−1 =

Hk−1−Hk−2 is performed in such a way that when the change
in entropic decreases at least by factor ε, loss of diversity
is signalized which then triggers the mutation probability
by means of including a constant factor (α). Otherwise, the
mutation probability Pm is reduced by the subtraction of the
constant factor α value, Pm value prevents overshooting by
keeping the value on the interval of [PmLB,PmUP]; where the
lower bound is set at 0.001 and the upper bound set at 0.1 [86].
In [87], mutation probability was modified based on stochas-
tic Manhattan learning algorithm, whereas in [88] Pm was
changed by means of fitness frequency distribution. Lastly,
[89] utilised the entropy value for modification of mutation
operator instead mutation probability values, as reviewed in
the aforementioned subsection.

V. SELECTIVITY AND SPEED ANALYSIS
In an attempt to discover control parameters that influence
overcurrent relay selectivity and operational speed, a sensi-
tivity analysis of GA and PSO algorithms was performed
in [30]. With a swarm size ranging between 10 to 500 par-
ticles, inertia weight set at 0.9, acceleration coefficient set at
2 and maximum velocity set at 50, it was observed that an
increase in swarm size caused PSO algorithm performance
to be more efficient but at computational time expense [30].
Authors in [59] utilised swarm size set between 20 and
160 particle and noticed that swarm size have minimal effects
on the performance of particle swarm optimizer. Another
study in [63] proposed that choosing swarm size must be
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done based on variables number. Nevertheless, the response
of overcurrent relay with respect to smaller swarm size was
unsatisfactory, the relays took long to operates which resulted
in violation of protection principle to discriminate faults
speedily. A comparative study conducted in [90] showed
that GA converges quicker than PSO algorithm meaning the
relay was more selective and operated speedily when config-
ured with GA algorithm; however, the contributary factors to
PSO algorithm poor convergence were not clearly indicated,
as [30] suspected inertia weight. It was seen that larger inertia
weight 0.8 – 1.2 was unsuccessful in optimizing protection
coordination hence, selectivity and operational speed were
neglected [30] which opposes the study conducted in [59] that
found inertia weight in this range facilitates global search.
Poor selectivity and speed are evident that PSO converged
prematurely due to larger inertia weight and failed to fulfill
its goal of reducing iteration number and improving particles’
exploration and exploitation abilities. Furthermore, a decreas-
ing inertia weight 0.9 – 0.4 permits particles to transition
from explorationmode to exploitativemode to produce global
solutions, as claimed by [91] and [92].
Parveen [93] proposed a new hybrid optimization tech-

nique particle swarm optimization gravitational search
algorithm to coordinate relays, both GA and PSO algo-
rithms were utilised for comparison purposes which showed
the latter yields infeasible results. The hybrid algorithm
showed its superiority by obtaining more sensitive time mul-
tiplier setting values which signifies speed relay operation
and protection selectivity [93]. However, control parameters
impact in algorithms’ performance and the relay selectiv-
ity as well as operational speed was not considered [93].
A detailed sensitivity analysis is presented in [6] considers
the effect of velocity clamping-limit on the PSO algorithm
behaviour, it studied distinct clamping constants [0.0, 1.0],
taking into consideration local search enhancer, velocity
clamping-limit decreasing technique, active penalty scheme,
and reinitialization methods. The attained results revealed
that the clamping-limits have least effect on the algorithms’
behaviour which might be due to the problems’ nature
as the velocity is normally set to range dynamically [6].
Contrary to [6], Barrera et al. [94] experimented differ-
ent polynomial functions that lessen maximum velocity and
developed a parabola function to positions particles near a
localized search was proven successfully. The number of iter-
ation selection is problem-nature dependent, and complexity
dependent as larger values increase computational time, while
smaller value reduces the probability of obtaining global
solution [30]. It was reported that protection relay remained
selective throughout the variation of iterations and the oper-
ational speed was minimised [30], the overall overcurrent
relay response showed that larger iterations fail to enhance
PSO performance due to algorithms’ ability to regulate search
period and not particles movement in search area [30].
The genetic operators, i.e., crossover and mutation proba-

bility displayed significant impact on the performance of GA
algorithm [30], the fitness value increased proportionately

to crossover and mutation probability. The findings demon-
strated that an increase in crossover and mutation probability
resulted in overcurrent relays response time was increased
and the CTI was exceeded on other relays. With crossover
probability set at 30%, the yield time multiplier setting was
2.30 seconds which was optimal value and selectivity was
maximised [30]. A crossover probability of 80% obtained
optimum time multiplier value of 4.98 seconds which indi-
cated slower response of overcurrent relay. In a subsequent
study on the linearly increasing crossover probabilities [0.3,
0.9], Bikirli and Kut [80] reported that a higher crossover
value (0.9) leads to dominant individuals with best fitness
function values getting lost in the hyperplane space. Further
experiments conducted in [30] utilised a uniform single-point
crossover value of 0.3 while varying mutation probability
from 0.02 – 0.3 to observe the behaviour of GA algorithm
with respect to overcurrent selectivity and speed of operation.
A behaviour similarly to increasing the crossover probability
was observed, increasing mutation rate improved algorithm
fitness and aids to avoid premature convergence by gen-
erating distinct chromosomes. It introduced diversity and
preservation which are predominately the primary purpose
of mutation, and the relays were more selective and oper-
ated promptly when required. Another genetic operator that
influences the behaviour GA algorithm is population size as
alluded in aforementioned section. A sensitivity analysis per-
formed in [30] set population size at 10 – 500 particles, it was
proven through plots that larger population size results in GA
algorithm performing robustly and efficient at computational
efforts expense, which agrees with [80]. Overcurrent relays
operated speedily when population size was set at 500 and
when the population was set at 10, the relays took longer
to operate with CTI higher than the stipulated value which
violated one of protection philosophies to discriminate fault
promptly [30].

Both PSO and GA algorithms parameters were analysed
and reviewed in terms of their selection influence on the
behaviour of overcurrent relay selectivity and speed. From
analysis of PSO algorithm, it can be seen that parameters
such as swarm size, inertia weight, acceleration coefficient,
and number of iterations influences the performance of the
algorithm. Therefore, selection of the operating parameters
plays an essential role in the response of overcurrent relays.
Sensitivity analysis of GA algorithm revealed that crossover
rate, mutation probability and population size possess a direct
influence on the behaviour of genetic algorithms. Slower
convergence and higher fitness function was experienced
when larger crossover, mutation, and population size were
chosen whereas smaller values yielded faster convergence
and optimised fitness function.

Selectivity and speed analysis can be substantiated by
the performance comparison of GA with PSO algorithm.
A comparative study conducted in [95] highlighted that GA
algorithm presents slower convergence behaviour than PSO
algorithm. Consequently, the authors introduced a hybrid
optimization algorithm by combining PSO and GA by
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studying the results of one algorithm as an input for the
other. An observation of interest in [30] showed that PSO
convergence speed was slightly faster than GA; however,
GA algorithm fitness curves were smoother due to fewer
alterations and efficient exploitation at the beginning of the
search.

The experimental work [96] proved that PSO yields global
best solution with at least 100 particles which agrees with
the sensitivity study in [30]. Furthermore, Beielstein et al.
[19] investigated the behaviour of PSO with GA algorithm
and found that PSO yields best fitness in fewer iterations and
overall performed efficient and effective.

Although PSO algorithm converging prematurely and
reliance on the preliminary control parameter settings prob-
lems were addressed in earlier sections, the algorithm
performance can be further improved through hybridization
with other algorithms. Eberhart and Kennedy [16], [101] con-
ducted the first experiment to train Artificial Neural Network
(ANN) using PSO algorithm, which successfully feedfor-
ward multilayer perceptron ANN to arrange Fisher’s Iris
dataset. Authors in [102] utilised an ANN with 60 input,
12 hidden nodes, and 2 input nodes to train a feedforward
multilayer perceptron, which resulted in successful applica-
tion of PSO to train ANN with minimal error and maximised
performance. ANNs are used to solve protection problems
in [103] and a nonlinear signal transformation-based ANN
was suggested to optimize differential protection scheme.
A significant percentage error was encountered in [104] when
the ANN was integrated with the discrete wavelet transform
algorithm, the error was a result of the quantity of transient
data utilised to train ANN algorithm.

Baran et al. [105] solved overcurrent coordination prob-
lem through ANNs for smart distribution systems, the work
was further modified in [106] to maximise the effectiveness
of the artificial intelligence protection strategy. In [107],
Opposition Based Learning (OBL) is hybridized to enhance
cuckoo optimization techniques known as CH-EOBCCS, the
algorithm updates the population by means of OBL strat-
egy with chaotic type of cuckoo search technique. However,
a further hybridization [108] OBL with GSA (OBL-GSA)
outperformed traditional methods and successfully solved
overcurrent relay problem. A modified form of class top-
per optimization with the concept of OBL and Fractional
Order (FO) was introduced in [28] to enhance exploitation
and exploration capabilities, which demonstrated it superi-
ority through optimum selectivity and optimised operational
speed of overcurrent relays. Nevertheless, an incremental in
computational effort and complexity was observed, another
observation of interest was the failure of the algorithm to
coordinate small distribution network [28]. Some of the
favoured algorithms are tabulated in Table 4 with their merits/
demerits.

A comprehensive review and analysis of optimization tech-
niques with respect to relay selectivity and speed revealed the
following:

• The tuning of GA genetic operators, i.e., population
size, crossover rate, and mutation probability have the
substantial effect on the algorithms’ performance and
overall response of overcurrent relays. Parametric sensi-
tivity revealed that varying one parameter while keeping
the other constant helps to identify operators responsible
for the model failure.

• Similarly, PSO algorithm sensitivity analysis revealed
that inertia weight and swarm size have greater effect
on the algorithms’ performance, whereas number of iter-
ations presents an insignificant impact on convergence
speed and fitness function.

• A comparative review between PSO and GA algorithm
showed that PSO managed to perform efficiently and
effectively, the maximised selectivity and optimised
speed were attained. Although optimal PSO perfor-
mance was obtained, the algorithm is sensitive and
depends on initial settings.

VI. ARTIFICIAL INTELLIGENCE MODELS FOR OPTIMIZING
OVERCURRENT RELAY
In this section, the literature of preceding case studies are
analysed for appropriate selection of artificial intelligence
models based on data accessibility and the possibility of
solving optimization problem.

A. ARTIFICIAL NEURAL NETWORK
In ANNs, transfer functions determine the connection
between the input and output nodes in a system by incor-
porating a non-linearity level and exploiting ANNs merits
of insensitivity to noise data, which leads to excellent capa-
bility for generalization [109]. Reference [20] trained ANN
by using multi-layer feedforward back propagation neural
network to decrease the predictable percentage error between
virtual and target parameters through searching for the great-
est compilation of relative weights [20]. The mechanism
tends to be extensively favoured as it presents effective func-
tion and has the capability of learning in the user absence.
However, in certain circumstances, it results in increased
computational time due to an intrinsic failure to compre-
hend the output produced by ANN algorithm [20], [109].
Chui et al. [110] reduced this optimization ineffectiveness by
introducing radial basis function which is a training strategy
designed to predict time series by adaptive studying algorithm
and response surfacemethodology [110]. Nevertheless, radial
basis function network involves determining the optimal core
parameters and kernel function width [110].

Backpropagation learning trains the weight of ANNs based
on error probability attained in previous iterations, but to
accomplish faster and efficient fine-tuning, algorithms of the
second order need to be exploited for instructions [111].
Consequently, Levenberg Marquardt algorithm aids in tuning
of backpropagation neural network of smaller and medium
sized configurations as it improves convergence rate [111].
In another work [112], Levenberg Marquardt algorithm

VOLUME 12, 2024 53217



S. N. Langazane, A. K. Saha: Comparative Review of Current Optimization Algorithms

TABLE 4. Selected state-of-the-art algorithm for the comparative study.

was utilised to teach multilayer perceptron and optimized
structure was obtained which agrees with work in [113].
Karupiah et al. [114], further adopted the utilization of Lev-
enberg Marquardt ANNs for relay coordination problem and
recommended a new efficient relay operational speed with
capabilities of forecasting the likelihood of protection misco-
ordination in the distribution network; however, the proposed
solution was not validated experimentally. A typical architec-
ture of ANN, as can be seen in Fig. 2, comprises input neurons
(x1 . . . .xn) with given respective weights (W1 . . . .Wn) and the
addition of bias (b) to all inputs [109]. Activation function (F)

determines the association between the weighted input nodes
and neural network output by incorporating non-linearity
level required in majority of ANN applications [109].
A further study in [21] utilised ANN to identify faulty

power lines and location of the fault from the source,
thereafter, a backtracking method was adopted to provide
coordination between primary and secondary relay such that
selectivity is maximised [21]. The findings were associated
with other studies of ANNs studied in [22] and [23] which
revealed it performs better with the hybrid algorithm. Ref-
erence [115] hybridised feedforward neural network with
support vector machine to detect faults and estimate fault
location, respectively. Improved findings were demonstrated,
and the protection settings managed to adapt to system
changes, unlike the traditional ANN that stagnates to changes.
A study [116] attempting to estimate protection miscoordina-
tion time of relay operations utilised ANN, which managed
to obtain minimal solution for medium size of radial system;
however, miscoordination was produced.

B. ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM
To achieve optimal protection settings performance, [24]
developed adaptive neural-fuzzy inference system (ANFIS)
structure generating adaptive Ip and TMS parameters.
It produces suitable input/output mapping and membership
functions (MFs) based on fuzzy If-Then rules to provide
input/output pairs [24], as can be seen in Fig. 3. The ANFIS
technique was implemented on the normal inverse over-
current relay characteristics, and further experiments are
required to prove algorithms’ effectiveness as well as its supe-
riority in comparison with other competitive algorithms [24].
In ANFIS, every node i is equivalent with node function
O1
i = µAi (x), where x the input to node i and Ai denotes

the linguistic label related to node function.µAi (x)maintains
interval 0 ≤ µAi (x) ≤ 1 irrespective of bell function (24) or
Gaussian function (25).

µAi (x) =
1

1 +

[(
x−ci
ai

)2]
bi

(24)

µAi (x) = exp

[
−

(
x − ci
ai

)2
]

(25)

where ai, bi, and ci are parameter sets that adjust accordingly
with varying bell-shaped function thus displaying different
forms of MFs on Ai label. A circle node wi = µAi (x) µBi (y)
signifies the firing strength of a particular rule and square
node i with a function O4

i = w̄i (pix + qiy+ ri) where wi
the output of previous layer and pi, qi, and ri are consequent
parameter set. An improvement in performance was achieved
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FIGURE 2. Typical ANN architecture for determining optimised TMS and Fault location.

when ANFIS model used seven numbers of Gaussian-type
MFs andmore precise findings were obtained using five num-
bers of triangular-type MFs [24]. It was observed that ANFIS
relays yield more precise results under varying load currents
and TMS values. Nevertheless, the use of least-squares esti-
mation in training leads to complex information extraction in
ANFIS relays in comparison to simple and straightforward
fuzzy logic overcurrent relays.

In [117], an ANFIS architecture was included into the
development of protective relay model and the structure of
individual relay was associated with the system state. Conse-
quently, the protective relay demonstrated better performance
due to less complicated selection of network and the amount
of topological state was extremely slightest. Nevertheless,
the approach utilised a single inverse relay characteristics
and other characteristic curves were not taken into consid-
eration [117]. Further study [23] suggested fine tuning of
membership-functions due to highly non-linear mapping and
self-adaptive nature of tuning MFs of ANFIS. The following
was drawn from different literature reviewed:

The model architecture, quantity of If-Then rules, data
processing speed, and the anticipated output are dependent
on the quantity of inputs for the model.

Membership function plays an essential role in model per-
formance; however, the absence of a standard technique for
selection of suitable membership function results in stagnant
performance.

Adaptive neuro-fuzzy inference systems managed to out-
perform the artificial neural network due to its advantageous
utilization of hybrid model between neural network and fuzzy
logic [24].

VII. RECOMMENDATIONS FOR FUTURE STUDIES
Optimising overcurrent relay selectivity and speed by means
of optimization techniques has demonstrated greater progress
in recent research and implementation; however, the chal-
lenge of algorithms’ converging prematurely still remains.

The poor parametric selection and absence of models to
serve as a guide for choosing critical parameters contribute
significantly to unsatisfactory performance. Some of the rec-
ommendations for future studies to tackle these challenges
are as follows:

• The problems of protection coordination in modern
distribution networks are tackled adequately by multi-
ple meta-heuristic techniques, particularly evolutionary
algorithms with major improvements such as adaptive
inertia weight, crossover, mutation, and variation accel-
eration coefficients. Nonetheless, it is worth determining
a standard range for coefficients such that divergence
risks are eliminated. Furthermore, the hybridization of
metaheuristic methods with other algorithms improves
selectivity and speed but the likelihood of prema-
ture convergence remnants which leads to stagnant
behaviour of the algorithm. To mitigate stagnating per-
formance, the selection of control parameters must be
standardised based on problem complexity and a com-
prehensive sensitivity analysis needs to be conducted.

• In artificial intelligence models, the selection of input
variables plays an essential role in determining the
models’ performance and precision of outcomes. Conse-
quently, it is commended that more research interest into
discovering optimum input variable combination. Sim-
ilarly, the filtration of data during pre-processing phase
needs to be reliable and more accurate for subsequent
utilisation as input.

• Another observation of interest, artificial intelligence
model parameters, that is, number of hidden lay-
ers, membership functions, epsilon in support vector
machine, and number of fuzzy rules affects the mod-
els’ performance and the obtained results. However,
these parameters lack optimal values and are varied in
different case studies which have drawbacks such as
longer computation time. It is advisable to perform a
sensitivity study for parametric tuning using respective
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FIGURE 3. Flow diagram depicting adaptive relaying using ANFIS.

algorithms and eliminate the utilisation of a trial-and-
error approach.

• Majority of literature reviewed [24], [114], [115] and
etc, adopt a maximum of two artificial intelligence
models and performs a comparative study between two
models which fails to prove models’ robustness and
effectiveness in optimizing overcurrent relay coordina-
tion. Therefore, it is advocated to employ more than two
various artificial intelligence models in a case study for
more accurate results.

• Future studies to entail the effects of renewable energy
sources on overcurrent relay coordination problems.
There is a lack of research papers focusing on renewable
energy association with overcurrent relay selectivity and
sensitivity studies.

VIII. CONCLUSION
The objective of this paper was to review optimization
techniques that maximize overcurrent relay selectivity and
operational speed. Due to the disadvantages of traditional
methods, evolutionary and artificial intelligence techniques
are favoured to solve overcurrent relay coordination prob-
lems in distribution networks. However, literature revealed
that tuning control parameters to yield optimum overcurrent
relay settings is a long-standing problem. The comparative
study performed in this paper found that control parameters
definitely influence algorithms’ behaviour which ultimately
affects overcurrent relay discrimination time. The varying
of one parameter at a time while keeping others constant

was useful in identifying parameters contributing to poor
protection settings.

A theoretical review conducted presented numerous vari-
ations of PSO algorithm based on self-adapting strategies
by means of various methods as the feedback parameter to
keep track of algorithms’ condition and make adjustments
in accordance with transient states. Inertia weight adaptation
strategies was presented to accomplish self-adaptive tuning
of global search capabilities, but the approach lacks practical
experiments to prove its effectiveness. Similarly, acceleration
coefficient was experimented by means of dynamic change
which is time-dependent and proven to be inefficient at times.

There are developments in terms of tuning GA con-
trol parameters, adaptive crossover probability continuously
adjusted likelihoods with respect to fitness function value of
individuals in the population. Insufficient genetic informa-
tion in the initial population and loss of such information
during optimization process was mitigated by implementing
a rank-based adaptive mutation. The comparison of PSO
and GA algorithm depicts that genetic algorithm converges
slower than particle swarm optimizer. This means particle
swarm optimizer maximised overcurrent relay settings and
achieved optimum protection coordination in distribution net-
works. Although optimal PSO performance was obtained, the
algorithm is sensitive and depends on initial settings.

Artificial intelligence models have emerged as faster, most
accurate, and more efficient solutions for protection coor-
dination problems. Adaptive neuro-fuzzy inference systems
managed to outperform the artificial neural network due
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to its advantageous utilization of hybrid model between
neural network and fuzzy logic. Nonetheless, ANN and
ANFIS performed efficiently in comparison to both evolu-
tionary algorithms, that is, particle swarm optimization and
genetic algorithms. Challenges currently faced in the research
domain and recommendations were detailed with a main
focus on optimization techniques for maximising overcurrent
relay selectivity and speed.
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