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A B S T R A C T

This study introduces a secure, adaptable, and decentralized learning framework empowered
by blockchain technology to enhance smart grid security and efficiency. Security is achieved
through blockchain’s ledger, ensuring data integrity, privacy, and resilience. Adaptability refers
to the framework’s ability to adjust to changing conditions, supporting multiple learning
paradigms. Decentralization enhances fault tolerance by distributing control across nodes.
Our framework excels in scalability, data-exchange security, and rapid response times, aim-
ing to establish an intelligent blockchain-based smart grid supporting centralized learning
(CL), federated learning (FL), and active federated learning (AFL). We present an innovative
blockchain-based architecture customized to optimize information sharing and security within
the blockchain. Our solution addresses various learning paradigm requirements by: (i) Selecting
reliable entities for participation based on high-quality training data models; (ii) Acquiring
a reliable subset of data for CL and AFL, balancing learning performance, latency, and cost;
(iii) Adjusting blockchain configuration to align with specific learning paradigm requirements.
Results from real-world datasets demonstrate superior performance compared to existing
solutions. Our framework achieves high learning performance while minimizing latency and
blockchain costs.

. Introduction

The landscape of autonomous systems is undergoing a profound transformation driven by technologies such as the Internet of
hings (IoT), distributed learning, and blockchain. The key to this shift lies in the assimilation of data from diverse smart sensors
nd/or IoT devices, seamless integration, meticulous processing, and implementation of robust security measures across distributed
evices. This convergence has the potential to revolutionize the services offered by future smart cities.

Smart grids, a recent emergence, necessitate extensive data collection from various IoT devices across various locations. This
ata is crucial for comprehensive monitoring and management of intelligent services but presents significant challenges that must
e addressed for optimal service delivery. Notably, real-time data acquisition from the Advanced Metering Infrastructure (AMI) poses
hallenges in smart grids [1], demanding efficient storage, thorough analysis, and seamless exchange to enhance the management,
ontrol, and efficiency of electrical grids. Furthermore, it is imperative to address security and privacy concerns. Safeguarding data
ntegrity and user privacy during data processing and transmission, especially for secure remote access to valuable information like
istorical power consumption data, is essential for maintaining data trustworthiness.
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Intelligent services in smart grids, including demand response, Distributed Energy Resource (DER) management, and predictive
maintenance, emphasize the need to address challenges related to data-intensive collection and processing, communication networks,
and computational intelligence. By effectively addressing these challenges, we can enable seamless integration, comprehensive data
utilization, and delivery of reliable, high-quality services. To address these challenges, leveraging distributed learning and blockchain
technology pivotal. In this paper, we harness local resources distributed across various entities to collectively undertake specific
learning tasks, such as Federated Learning (FL), distributed inference [2], and multi-agent reinforcement learning. Specifically,
ecurity is ensured by leveraging the decentralized ledger of blockchain technology, which guarantees data integrity and privacy
y preventing unauthorized access and ensuring that data and models exchanged between entities remain tamper-proof [3]. This
rovides a secure environment for the implementation of various learning paradigms on the blockchain, including Centralized
earning (CL), FL, and Active Federated Learning (AFL) [4]. Furthermore, adaptability is achieved through the framework’s ability

to dynamically adjust to changing network conditions. The system can seamlessly switch between different learning paradigms
(CL, FL, AFL) depending on the grid’s requirements, such as scalability, resource availability, and data privacy concerns. Also, the
decentralized nature of the blockchain allows for decentralization, meaning control is distributed across multiple nodes rather than
relying on a central authority. This decentralization enhances the system’s fault tolerance, as failures in individual nodes do not
compromise the overall functionality or security of the smart grid network.

In summary, our main contributions can be categorized as follows:

1. SDL Architecture: We introduce a secure, distributed learning (SDL) architecture designed for large-scale smart grids. This
framework combines blockchain technology and distributed learning to facilitate seamless data and model sharing among
various entities.

2. Entities’ Interaction: We explore three distinct modes for participating entities to utilize blockchain-shared information for
distributed learning, including data sharing, model sharing, and a hybrid approach. Furthermore, we analyze the effects of
each operational mode on learning performance, network cost, and latency.

3. Blockchain Configuration Optimization: We propose a reconfigurable blockchain configuration scheme that adapts to various
learning paradigms, effectively balancing security, latency and cost considerations. Specifically, we formulate a novel
optimization problem applicable to various learning paradigms, considering aspects such as learning quality, latency, cost,
security level, and data characteristics within different entities. We introduce an analytical solution for this problem, achieved
through its decomposition into two suboptimizations. Remarkably, these two subproblems exhibit manageable complexity,
and their analytical proofs confirm convergence to the optimal solution of the original problem.

4. Performance Evaluation: Our findings demonstrate the effectiveness of the proposed framework across a variety of real-world
datasets. Moreover, the framework’s adaptability and effectiveness are affirmed through its successful application in scenarios
like power consumption prediction.

In the following sections, we provide an overview of related work in Section 2, introduce the proposed SDL architecture and
istributed learning paradigms in Section 3, outline the performance metrics and the problem formulated in Section 4, present

the analytical solution for the formulated node, data, and blockchain configuration problem in Section 5, discuss the performance
evaluation of the proposed framework in Section 6, and conclude the paper while highlighting future research directions in Section 7.

2. Related work

Blockchain technology has found applications in various domains of IoT systems, including autonomous vehicles, smart grid
energy management, healthcare data sharing, and Internet of Drones (IoD) [5]. In the context of smart grids, blockchain networks
erve multiple purposes, such as enabling peer-to-peer (P2P) energy trading [6], energy prediction [7], overseeing Distributed Energy
esources (DER), and AMI, as well as managing distributed energy resources. Various types of blockchain platforms, including

public, consortium, and private blockchains, have been proposed for integration into smart grid systems [8]. Public blockchains
xcel in secure and distributed data sharing, while private or permissioned blockchains are more effective in contexts requiring
reater control and privacy. Consortium and private blockchains, characterized by trusted entities, offer advantages such as reduced
omputational complexity and faster transaction approvals.

Extensive research has been conducted within the literature, covering diverse aspects related to blockchain frameworks, smart
contracts, and consensus algorithms [9]. For instance, in [10], a hierarchical blockchain architecture was demonstrated as a solution
o enhance the security of distributed energy trading within microgrids, mitigating potential data manipulation attacks. Another
roposal, outlined in [11], introduced an edge blockchain architecture to address data access control in the context of smart grid data.

This framework was designed specifically for lightweight IoT devices, effectively offloading the computational burdens of end users
to edge servers within a consortium blockchain structure. Authors in [12] introduced a three-layer smart grid data collection method
mploying edge computing and blockchain. Data from smart meters was initially processed locally on a dedicated edge server,

followed by global collection, and data is sent to the blockchain to maintain aggregated data privacy, with exclusive access by the
control center. A recent study in [13] proposed an optimization approach for blockchain-based IIoT systems, reducing inefficiencies
and bottlenecks through improved resource allocation and decision-making. The algorithm outperforms traditional methods, offering
a more scalable and efficient solution for industrial applications, relevant to blockchain optimization in IIoT contexts.

In [8], a decentralized blockchain-based P2P energy marketplace is proposed, addressing privacy, trust, and governance issues.
he marketplace utilizes a private permissioned blockchain, Hyperledger Fabric (HF), and its smart contracts. It incorporates a
egulator to oversee operations and ensures data privacy through HF’s private data collections, while maintaining transaction
2 



A.A. Abdellatif et al.

F

s

b
o
m
f

(

v

s
c
r
l
B
T
s
D
a
G

c
m

Computers and Electrical Engineering 123 (2025) 110012 
integrity and auditability. In [14], a framework for P2P energy trading within and across microgrids was presented. This framework
utilized FL to predict energy demand while upholding trust and privacy among all participants through the utilization of blockchain
technology. Authors in [15] introduced a decentralized frequency control system for an islanded microgrid using blockchain and
L fractional order recurrent neural network. It employed a self-adaptive proportional–integral–derivative controller to address

uncertainties in power generation during prosumer participation in islanded microgrid trading. [16] presented a decentralized FL
cheme, named blockchain-based clustered FL, for non-intrusive load monitoring. This approach combined blockchain mechanisms

with clustered FL, encouraging eligible clients to join FL through rewards based on data size and model performance. [17] utilized a
permissioned energy blockchain to establish secure charging services for electric vehicles (EVs). This approach included a reputation-
ased delegated Byzantine fault tolerance consensus method and optimal smart contract design to meet EV requirements and
perator objectives. In [7], the authors proposed a privacy-preserving, communication-efficient FL-based energy predictor for net-
etering systems. Using a real power consumption/generation dataset, they developed a hybrid deep learning model for accurate

uture predictions and an Inner-Product Functional Encryption (IPFE) scheme for secure data aggregation during FL training,
ensuring customer privacy by encrypting model parameters.

Notably, none of the existing studies have optimized blockchain behavior to support secure and scalable distributed learning in
large-scale smart grids. This paper is the first to address this research gap by providing a solution specifically tailored to this challenge
while ensuring the security of various distributed learning paradigms. A preliminary version of this study was presented in [18],
which introduced a distributed architecture for secure data and model exchange among different microgrids. Although [18] offers a
heuristic approach to reducing costs within the proposed architecture, it does not consider the optimal trade-off between security,
latency, and cost. In this paper, we extend the work in [18] by: (i) mathematically analyzing the trade-offs between security, latency,
and cost across various learning paradigms; (ii) formulating a novel optimization problem that accounts for learning quality, latency,
cost, security level, and data characteristics within different microgrids; (iii) proposing an analytical solution to this problem; and
iv) enhancing the performance evaluation of the proposed framework, including a comparison with state-of-the-art solutions.

3. SDL architecture and distributed learning paradigms

This section introduces the SDL system architecture and outlines various distributed learning paradigms it can support for a
ariety of smart grid services.

3.1. SDL architecture

Real-time smart grid data access is crucial for effective monitoring and fault detection. However, sharing sensitive data among
entities raises security and privacy concerns. To address this, we propose a scalable architecture with a main blockchain and multiple
ide chains (microchains), as shown in Fig. 1. While adaptable to various IoT applications, this paper focuses on the smart grid as a
ase study. In particular, our SDL architecture enhances accessibility and data sharing between different smart grid entities, ensuring
eliable smart grid services while safeguarding against cybersecurity threats. The architecture leverages blockchain to enable a
imited number of authorized entities to securely access the shared data by incorporating access control rules into smart contracts.
lockchain’s stability and decentralization align well with the SDL architecture, making it a suitable choice for secure data sharing.
he design of the micro-chain allows each microgrid operator to verify the authenticity and integrity of acquired information before
haring it within the main chain. This architecture facilitates secure data exchange and storage for power consumers, prosumers,
ERs, energy storage, and microgrid operators. The main chain is owned by the government and supports secure access, processing,
nd exchange of information between main-grid entities, including microgrid operators, distributed network operators, and the
eneral Electricity Corporation.

The security of this architecture relies on the collective resources of entities validating each transaction through a consensus
mechanism like Delegated Proof of Stake (DPoS) [19]. Cyber attack would need to overcome the collective resources of all these
entities to compromise data integrity. Moreover, integrating multi-signature protocols requires multiple independent verifications
from distinct parties, adding an extra layer of security by ensuring that no single entity can unilaterally approve a transaction. This
further strengthens data integrity and resilience against unauthorized access.

The SDL system involves entities taking on roles as data/model senders, Blockchain Manager (BM), and verifiers. This setup
follows the traditional DPoS consensus algorithm [20]. Furthermore, it allows collaboration among smart grid entities, including
onsumers, DERs, and network operators, using interconnected side chains to distribute the workload between the main-chain and
icro-chains, securing data exchange while confining the impact of potential attacks to specific micro-chains.

3.2. Distributed learning paradigms

The introduced SDL architecture accommodates various distributed learning paradigms, enabling participating entities to
continuously learn online by sharing data, models, or both through information exchanged via blockchain. Each learning paradigm
offers a unique balance between learning performance and network load. For instance, achieving high learning accuracy often
necessitates extensive datasets, which, in turn, involves sharing a substantial volume of data to train complex models. However,
this approach can be constrained by network costs and data privacy concerns. On the contrary, sharing pre-trained models can help
preserve data privacy but might have a detrimental effect on learning accuracy, especially with non-Independent and Identically
Distributed (non-IID) data [21]. In Fig. 2, we outline three types of information that can be exchanged in SDL and the associated
blockchain modes, each with different blockchain demand and security levels, including:
3 
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Fig. 1. Proposed SDL system architecture for large-scale smart grids.

Fig. 2. Blockchain modes based on the type of exchanged information and required security level.

1. Mode I: Exchanging acquired local data through Centralized Learning (CL);
2. Mode II: Exchanging learning models through Federated Learning (FL);
3. Mode III: Exchanging both models and small portions of data through Active Federated Learning (AFL).

Compared to CL, FL provides the added benefit of preserving data privacy, making it suitable for contexts with sensitive or
legally protected data, such as users’ power consumption in a smart grid. FL holds great promise for improving learning quality
while maintaining data privacy, but it requires precise design and implementation to achieve high model accuracy, especially with
non-IID data. In contrast to traditional FL, the proposed AFL paradigm allows limited data exchange among participating entities,
aiming to alleviate data distribution imbalances and accelerate the learning process. This approach enhances overall FL performance.

The SDL system enables various entities within micro-chains and the main chain to exchange data and models while considering
different security levels and costs. For example, during FL setup, sharing local models reduces blockchain costs, particularly in a
less restrictive blockchain structure with fewer verifiers. In contrast, CL requires a fully-restricted blockchain with the maximum
number of verifiers to ensure higher security, which increases costs. The number of verifiers directly impacts both security and cost,
with more verifiers enhancing security but raising costs [20]. Furthermore, we highlight that a traditional proof-of-work (PoW)
consensus algorithm can be used in CL to support higher security, while FL and AFL benefit from lightweight consensus algorithms,
such as proof-of-authority, to enhance scalability and reduce computational overhead. Also, smart contracts can be customized for
each paradigm: in CL, they enforce data access protocols and ensure integrity, whereas in FL and AFL, they enable dynamic node
selection and flexible validation of data models.

4. Learning process characterization and problem formulation

This section presents the main performance metrics considered in this work and formulates optimization problem related to
blockchain configuration with node and data selection.

4.1. Performance metrics

In our case study, we consider a permissioned blockchain platform that utilizes a DPoS consensus algorithm, which requires
pre-selected verifiers for the consensus process with moderate cost. Additionally, we implement the Blockchain Manager (BM)
concept, allowing any entity within the architecture to assume the role of BM for managing blockchain configurations. The BM’s
4 



A.A. Abdellatif et al.

a
c

l

n

r

b

c

t

Computers and Electrical Engineering 123 (2025) 110012 
responsibilities include collecting transactions, sending unverified blocks to verifiers, updating blockchain configurations based on
requested modes, and finalizing the block verification process. The flexibility of blockchain modes is essential to strike the right
balance between data quality, security, and cost in alignment with the CL paradigm’s requirements.

We consider data to be both readings and extracted features from IoT devices or MEN. We represent the set of MEN used for
data acquisition as 𝑁 , with 𝑥𝑛 denoting the amount of data or samples acquired from MEN 𝑛 ∈ 𝑁 . Each data sample 𝑗 is denoted
s (𝑑𝑗 , 𝑦𝑗 ), where 𝑑𝑗 is the data observed by MEN, 𝑦𝑗 is the associated class or label, with 𝑦𝑗 ∈ , and  is the set of all possible
lasses.

For selecting the most representative nodes and data for training a machine learning (ML) model, we assess their impact on
learning performance. Consequently, in the following sections, we analytically present key performance metrics that influence model
earning, including node reliability, learning error, latency, and associated costs.

4.1.1. Nodes’ reliability
In a collaborative learning setup, the learning model (LM) can still be generated by the Requester even if one or more participant

odes have responded with their data or local models before the deadline. Thus, the total reliability obtained at the Requester can
be defined as [22]:

𝑅𝑡 = 1 −
𝑁̃
∏

𝑖=1

(

1 − 𝑅𝑖
)

= 1 −
𝑁̃
∏

𝑖=1

(

1 − 𝑟𝑚𝑖 ⋅𝐷𝑞
𝑖
)

, (1)

where 𝑅𝑖 is the reliability of node 𝑖, and there are a total of 𝑁̃ selected nodes. The node’s reliability is assessed based on two quality
metrics: the normalized model reliability 𝑟𝑚𝑖 and the data quality indicator 𝐷𝑞

𝑖 . The model reliability is a function of the number of
epochs 𝑒 executed at a specific node. Based on our experiments and survey of various measurements [4,23], we find that the model
reliability of most LMs empirically follows a logarithmic law, i.e.,

𝑟𝑚𝑖 = 𝑐1 log(𝑐2 + 𝑐3 ⋅ 𝑒𝑖), (2)

where the coefficients 𝑐1 − 𝑐3 depend on the ML model and dataset being used. It is important to note that for CL, the model’s
eliability is always 1 (𝑟𝑚𝑖 = 1) because the performance of CL depends solely on the acquired data from different nodes.

To define data quality, we utilize the Kullback–Leibler divergence (KLD) to measure data diversity. KLD quantifies the difference
etween the data distribution at a participant node 𝐻𝑖 and the global data distribution 𝑄 of all nodes [21], defined as:

𝐷𝐾 𝐿(𝐻𝑖 ||𝑄) =
𝐽
∑

𝑗=1
𝐻𝑖(𝑙𝑗 ) log

𝐻𝑖(𝑙𝑗 )
𝑄(𝑙𝑗 )

, (3)

where ∑𝐽
𝑗=1𝐻𝑖(𝑙𝑗 ) = 1 and ∑𝐽

𝑗=1𝑄(𝑙𝑗 ) = 1, as well as 𝐻𝑖(𝑙𝑗 ) > 0 and 𝑄(𝑙𝑗 ) > 0, for any 𝑙𝑗 ∈ , such that  =
{

𝑙1, 𝑙2,… , 𝐿} is the set
of all possible classes in the global virtual dataset (i.e., includes all data classes available at all nodes). A KLD of zero indicates that
all data classes are available and uniformly distributed at this node, i.e., the local data at this node are IID. Thus, the data quality
indicator is defined as:

𝐷𝑞
𝑖 = 1 − 𝐷̃𝐾 𝐿(𝐻𝑖 ||𝑄). (4)

where 𝐷̃𝐾 𝐿(𝐻𝑖 ||𝑄) is the normalized KLD indicator.

4.1.2. Learning quality
The relationship between the average size 𝑋 of a local dataset and the learning quality is empirically predictable [24,25]. Learning

quality 𝑞 is a critical metric for assessing the performance of LMs. For most LMs, learning quality is represented by a logarithmic
relationship, i.e., 𝑞 ∝ log(𝑐4 + 𝑐5 ⋅ 𝑋), where 𝑐4 and 𝑐5 are constants dependent on model architecture and dataset, and 𝑋 is the
number of acquired data samples for training. This relationship holds for CL paradigm, while for other paradigms like FL and AFL
paradigms, additional factors affect learning quality including the number of communication rounds, number of nodes participating
in the training, class distribution of local datasets (i.e., the similarity of the local datasets), and local dataset sizes [26].

4.1.3. Latency
Latency measures the time taken for block verification within the blockchain. It encompasses four main steps: (i) unverified

block transmission from the BM to the verifiers, (ii) block verification time, (iii) broadcasting verification results and comparing
them among different verifiers, and (iv) transmission of verification feedback from the verifiers to the BM. Hence, the block latency
𝑇 can be defined, according to [20], as

𝑇 = 𝐵
𝑟𝑑

+ max
𝑖∈{𝑣,…,𝑀}

(

𝑎
𝐴𝑖

)

+ 𝜓 ⋅ 𝐵 ⋅ 𝑚 + 𝑂
𝑟𝑢
, (5)

where 𝐵 is the block size, 𝑎 is the required computational resources for block verification task, 𝐴𝑖 is the amount of available
omputational resources at verifier 𝑖, 𝑂 is the verification feedback size, and 𝑟𝑑 and 𝑟𝑢 are, respectively, the downlink and the

uplink transmission rate, from the BM to the verifiers and vice versa. In (5), 𝜓 is a predefined parameter that can be defined using
he statistics from previous block verification processes (as detailed in [20]). It is worth noting that the time required for block

verification can exhibit variations, primarily influenced by factors such as the choice of blockchain implementation framework, the
endorsement/validation policy used, and the consensus algorithm used [27].
5 
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4.1.4. Learning cost
The learning cost is the total of operational and communication expenses incurred by both computing nodes and selected data

nodes, defined as:

𝐶 =
𝑁
∑

𝑛=1
𝜆𝑛 ⋅ 𝑥𝑛 ⋅ 𝑐𝑛 +

( 𝑁
∑

𝑛=1
𝜆𝑛 ⋅

𝑥𝑛
𝐵

) 𝑚
∑

𝑖=1
𝑐𝑖, (6)

where 𝑐𝑛 is incentive cost paid to a node 𝑛 to participate in the learning process, 𝑥𝑛 is the amount of acquired data from node 𝑛,
nd 𝑐𝑖 is required cost per block for verifier 𝑖 to participate in the verification process [22]. We emphasize that in the context of the

FL paradigm, 𝑥𝑛 specifically refers to the size of the exchanged model.

4.1.5. Security level
The security level is a key metric for assessing blockchain security. It is defined as a function of network scale, such that

𝑆 = 𝜅 ⋅ 𝑚𝜃 , where 𝜅 is a constant given by the system and 𝜃 ≥ 2 is a coefficient representing network scale [20]. However,
evaluating the security level of a blockchain involves considering various factors, including the consensus algorithm’s inherent
security properties, the total hash power dedicated to network security, and the number of nodes in the network.

4.2. Node, data, and blockchain configuration optimization

To address the challenge of finding an optimal balance between learning quality, latency, cost, and security, we propose a
reconfigurable framework that for optimizing nodes, data and blockchain configuration. This framework aims to support different
earning paradigms, ensuring the selection of the most representative nodes for collaborative learning, determining the amount of
ata or models to be shared, and optimizing the number of verifiers. This customization allows the blockchain to be tailored to
he specific requirements of each learning paradigm while considering available resources. Hence, our framework is built on two
undamental premises:

1. The performance of LMs is highly dependent on the quantity and distribution of acquired data or models from different nodes.

2. It is important to carefully select the blockchain configuration, specifically regarding the number of selected nodes and
verifiers. This ensures that an optimal trade-off among security, latency, and cost is maintained.

In light of these consideration, our framework aims to support various learning paradigms by: (i) Selecting a set of notes that
best represents the collaborative learning process, (ii) Determining the minimum amount of information to be shared based on
the specific learning paradigm, and (iii) Optimizing the number of verifiers. Given these requirements, we formulate a general
optimization problem that considers the data characteristics of different nodes while accounting for learning quality, latency, cost,
nd security level. The primary objective of this optimization problem is to select the optimal set of notes 𝑁̃ , where 𝑁̃ ∈  , to
articipate in the learning process, the number of verifiers, and the amount of data 𝑥𝑛 to be acquired from these nodes to minimize
earning error. Thus, the node, data, and blockchain optimization problem is formulated as follows:

𝐏 ∶ min
𝜆𝑛 ,𝑥𝑛 ,𝑚

𝜖(𝑝) (7)

such that:
( 𝑁
∑

𝑛=1
𝜆𝑛 ⋅

𝑥𝑛
𝐵

)

𝑇 ≤ 𝑇𝑚𝑎𝑥, (8)

𝑁
∑

𝑛=1
𝜆𝑛𝑥𝑛𝑐𝑛 +

( 𝑁
∑

𝑛=1
𝜆𝑛
𝑥𝑛
𝐵

) 𝑚
∑

𝑖=1
𝑐𝑖 ≤ 𝐶𝑚𝑎𝑥, (9)

𝑆𝑚𝑖𝑛(𝑝) ≤ 𝜅 ⋅ 𝑚𝜃 , (10)
𝑣 ≤ 𝑚 ≤𝑀 , (11)
𝑁
∑

𝑛=1
𝜆𝑛 ≤ 𝑁 , (12)

𝜆𝑛 ∈ {0, 1}, ∀𝑛 ∈ 𝑁 (13)

where 𝜆𝑛 is the node selection indicator, such that 𝜆𝑛 = 1 when node 𝑛 is selected to participate in the learning process. Hence,
̃ =

∑𝑁
𝑛=1 𝜆𝑛 is the number of selected nodes. The constraint in (8) ensures that the obtained latency is within the specified target

elay deadline 𝑇𝑚𝑎𝑥, and the constraint in (9) limits the total learning cost to not exceed the maximum cost 𝐶𝑚𝑎𝑥. The constraints
n (10) and (11) guarantee that a minimum security level 𝑆𝑚𝑖𝑛(𝑝), which varies depending on the learning mode 𝑝. The number of
hosen verifiers is denoted as 𝑚, with its upper and lower bounds being 𝑀 and 𝑣, respectively. The constraints in (12) and (13)

ensure that the number of selected nodes does not exceed the total number of available nodes.
The unknowns in (7) are the 𝜆𝑛’s, 𝑥𝑛’s, and 𝑚 indicating node selection, the amount of data or models to be acquired from each

elected node, and the number of selected verifiers, respectively. It is worth noting that the variable 𝑥𝑛 takes on different meanings
ased on the specific learning paradigm:

• For CL, 𝑥 represents the size of acquired raw data.
𝑛
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• For FL, 𝑥𝑛 denotes the size of exchanged models.
• For AFL, 𝑥𝑛 encompasses both the size of acquired raw data and the size of exchanged models.

The formulated problem P is a combinatorial optimization problem, since it includes a large number of binary variables 𝜆𝑛, equal
to the number of available nodes, in addition to integer variables 𝑥𝑛’s and 𝑚, which makes it hard to be solved using conventional
optimization methods. In the following Lemma, we first prove that this problem is NP hard. In the next section, we propose an
Optimal Node, Data, and Blockchain Configuration (ONDB) approach to solve this problem.

Lemma 1. The node and data selection problem formulated in (7)–(13), is NP-hard
The expressed node and data selection problem is a reduction from the Knapsack problem; a combinatorial optimization problem

hat aims at selecting a subset of items 𝑆 ⊆ {1, 2,… , 𝑛} from a group of 𝑛 items with size 𝑠1, 𝑠2,… , 𝑠𝑛, values 𝑣1, 𝑣2,… , 𝑣𝑛, capacity 𝐵,
and maximum total value 𝑉 , such that ∑𝑖∈𝑆 𝑠𝑖 ≤ 𝐵 and ∑

𝑖∈𝑆 𝑣𝑖 ≥ 𝑉 . The knapsack is an NP-complete problem, and the formulated
optimization problem in (7)–(13) maps to any given instance of the knapsack problem. Indeed, the objective of the formulated
problem P is to select a subset  of 𝑁̃ nodes from the total 𝑁 available nodes, and the amounts of data 𝑥𝑛 to be acquired from
hese nodes. Therefore, the decisions are related to , which is a vector of 𝑁̃ elements that maps the 𝑠𝑖 variables in the knapsack
roblem. A node 𝑛 is selected if and only if 𝜆𝑛 = 1. By mapping the associated learning cost of the selected nodes into the size
erm in the knapsack problem, and mapping the term value in the knapsack problem to the opposite of the latency, the formulated
ptimization problem can be transformed into a special case of an NP-hard problem, which proves our Lemma.

It is important to note that the formulated problem in P is solved when training is required, typically during the initial deployment
of the LM or in rare situations when significant network changes necessitate retraining.

5. Optimal node, data, and blockchain configuration solution

This section presents our approach to tackle the NP-hard problem outlined in P. We decompose the problem into two sub-
problems, each dependent on specific decision variables. By solving these sub-problems independently and iteratively, the optimal
solution for the original problem is maintained.

5.1. Optimization decomposition

To effectively break down the problem into two manageable sub-problems, we categorize the optimization variables in P into two
groups: (i) node selection variables 𝜆𝑛, and (ii) data and blockchain variables (𝑥𝑛 and 𝑚). This approach enables the decomposition
of the original problem into a node selection sub-problem, and data selection with blockchain configuration sub-problem.

Lemma 2. The optimization problem presented in P can be decomposed into the following two sub-optimization problems. Solving these
sub-problems individually maintains the optimal solution.

𝐒𝐏𝟏 ∶ min
𝜆𝑛

𝜖(𝑝) (14)

subject to (8), (9), (12), (13),

and

𝐒𝐏𝟐 ∶ min
𝑥𝑛 ,𝑚

𝜖(𝑝) (15)

subject to (8), (9), (10), (11).

This lemma asserts that the optimization problem in P can be decomposed into two sub-problems, and solving these sub-problems
individually yields the optimal solution. The learning error 𝜖(𝑝) is primarily influenced by the distribution and the size of the training
dataset (in CL and AFL), and the number of global iterations (in FL and AFL). To minimize this error, achieving a balanced dataset
is crucial, as demonstrated and formally proved in [28] and experimentally presented in Section 4.1.2. Therefore, selecting the
minimum number of nodes that contain samples from all data classes ensures the lowest error. By choosing nodes with the highest
reliability while respecting cost and time constraints, we can always guarantee the minimum 𝜖(𝑝).

Proposition 1. Optimal values of 𝜆𝑛 can be obtained by independently solving the sub-optimization problem in SP1 for any values of 𝑥𝑛
nd 𝑚.

For the amount of exchanged data in blockchain, the learning error is consistently a decreasing function of the acquired data size
in CL and AFL), and the number of global iterations (in FL and AFL). Hence, for any optimal 𝜆𝑛, selecting the minimum number
f verifiers that meet security constraints in (10), (11), and maximum number of data samples or global iterations to satisfy time

and cost constraints in (8) and (9), respectively, will maintain the minimum error.

Proposition 2. Optimal values of 𝑥𝑛 and 𝑚 can be obtained by independently solving the sub-optimization problem in SP2 for any values
f 𝜆𝑛.

Proposition 1 and Proposition 2 provides the basis for the validity of Lemma 2. This decomposition simplifies the original problem
significantly and facilitates its analysis and implementation across various ML models and datasets.
7 
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5.2. Node selection optimization

In SP1, where the objective is to minimize the learning error 𝜖, an efficient approach is needed to solve the node selection
roblem. To do this, we reformulate objective function as follows:

𝑍 = max
𝜆𝑛

𝑅𝑡

= min
𝜆𝑛

𝑁̃
∏

𝑖=1

(

1 − 𝑟𝑚𝑖 ⋅𝐷𝑞
𝑖
)

,

= max
𝜆𝑛

⎛

⎜

⎜

⎝

𝑁̃
∏

𝑖=1
𝑟𝑚𝑖 ⋅𝐷𝑞

𝑖

⎞

⎟

⎟

⎠

, (16)

This reformulation means that to minimize 𝜖(𝑝) for any learning paradigm 𝑝, we should selected nodes with the maximum reliability
while adhering to the constraints in SP1. In other words, the nodes with the highest model reliability 𝑟𝑚𝑖 and data quality 𝐷𝑞

𝑖 should
be chosen.

To maximize model reliability 𝑟𝑚𝑖 , we should select nodes with the maximum number of epochs 𝑒𝑛 according to (2). Similarly,
to maximize data quality at the Requester 𝐷𝑞

𝑟 , nodes with the maximum number of new classes and the minimum KLD should be
rioritized according to (4).

In order to maximize 𝐷𝑞
𝑟 , (and therefore, minimize KLD), we should select nodes that collectively possess all data classes, as

specified in (3). Thus, the optimization problem in SP1 can be solved by selecting the minimum number of nodes with maximum
umber of epochs 𝑒𝑛, the highest number of new data classes 𝑘̃𝑛, and the lowest learning cost 𝑐𝑛. To accomplish this, a weighting

coefficient 𝛿𝑛 for each node 𝑛 is introduced. This coefficient allows nodes with the highest weights to be selected, taking into account
the new information that will be gained by selecting a particular node, i.e., the new data classes that will be included. The weighting
oefficient 𝛿𝑛 is defined as:

𝛿𝑛 = 𝑟𝑚𝑛 ⋅𝐷𝑞
𝑟 ⋅

𝐶𝑚𝑎𝑥

𝐶𝑛
. (17)

By using this weighting coefficient, the node selection procedure, at each iteration, selects nodes with the highest weights. This
helps maximize the number of acquired data classes and ensures that nodes with the lowest learning cost are chosen, this satisfying
the constraints in (9). When a node with the maximum weight is selected, the weights of the remaining nodes are updating based
on their data classes and those already selected.

5.3. Data selection with blockchain configuration optimization

Following the selection of the best nodes in SP1, we now proceed to determine the optimal amount of data to be acquired from
these nodes and the number of verifiers needed for validation. This involves solving the optimization problem in SP2, for which we
offer a closed-form solution.

First, to minimize latency and cost in SP2, we select the minimum number of verifiers 𝑚, that satisfies the constraint in (10).
This is done using the following equation:

𝑚 =
(𝑆
𝜅

)

1
𝜃 . (18)

Second, to minimize the objective function in SP2, we aim to maximize the size of the total acquired data, denoted as 𝑋. This data
can be raw data in the CL/AFL setup or shared models in the FL/AFL setup. The formula for 𝑋 is as follows:

𝑋 =
𝑁
∑

𝑛=1
𝜆𝑛𝑥𝑛 =

𝑁
∑

𝑛=1
𝜆𝑛

(

𝑥𝑛𝑟 + 𝐼 ⋅ |𝑊 |

)

, (19)

where 𝑥𝑛𝑟 is the amount of collected raw data from node 𝑛, 𝐼 is the number of global iterations in FL/AFL, and |𝑊 | is the size of the
shared learning model in FL/AFL. Constraints in (8) and (9) must also be satisfied while maximizing 𝑋. To determine the maximum
values of acquired data, denoted as 𝑋𝑡, according to the time constraint in (8), the following relationship is used:

𝑇𝑚𝑎𝑥 = 𝑋𝑡

𝐵
⋅ 𝑇 =

( 𝑁
∑

𝑛=1
𝜆𝑛 ⋅

𝑥𝑛
𝐵

)

𝑇 ,

𝑋𝑡 =
𝑇𝑚𝑎𝑥 ⋅ 𝐵

𝑇
. (20)

To satisfy the constraint in (9), the maximum value of acquired data, denoted as 𝑋𝑐 , can be derived as:

𝐶𝑚𝑎𝑥 = 𝑋𝑐 ⋅ 𝑐𝑛 +
𝑋𝑐

𝐵

𝑚
∑

𝑖=1
𝑐𝑖,

𝑋𝑐 =
𝐶𝑚𝑎𝑥
∑𝑚 . (21)
𝑐𝑛 + 𝑖=1 𝑐𝑖∕𝐵
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From (20) and (21), the optimal amount of data to be acquired from all nodes is:
𝑋 = min

{

𝑋𝑐 , 𝑋𝑡} . (22)

In the case of FL, 𝑥𝑛𝑟 = 0, hence

𝑥𝐹 𝐿𝑛 = 𝐼 ⋅ |𝑊 | = 𝑋
𝑁̃
. (23)

In the CL and AFL cases, the aim is to collect an equal amount of data for each data class from all selected nodes. Hence, the amount
of data to be collected from a selected node 𝑛 in the CL case is:

𝑥𝐶 𝐿𝑛 =
∑

𝑙𝑛

𝑋
𝐿 ⋅ 𝑛̃𝑙

, (24)

where 𝐿 represents the total number of data classes across all nodes, and 𝑛̃𝑙 is the number of selected nodes that have class 𝑙. In
the AFL case, only a portion of the missing data classes is exchanged between participating nodes to ensure a balanced dataset. It
is assumed that if 𝑙 classes are missing, the amount of raw data shared through the blockchain will be 𝑙 ⋅ 𝑥̄. The amount of data to
be collected from a selected node 𝑛 in the AFL scenario is determined based on whether 𝑛 is in the set of selected nodes 𝑆 that will
initially share the missing data:

𝑥𝐴𝐹 𝐿𝑛 =

⎧

⎪

⎨

⎪

⎩

𝑋−𝑙⋅𝑥̄
𝑁̃ + 𝑙 ⋅ 𝑥̄, if 𝑛 ∈  ,

𝑋−𝑙⋅𝑥̄
𝑁̃ , if 𝑛 ∉  ,

(25)

where  is the set of selected nodes that will initially share the missing data.

5.4. Optimal node, data, and blockchain configuration (ONDB)

In this subsection, we present the complete procedure for solving the formulated node, data, and blockchain configuration
problem, referred to as the Optimal Node, Data, and Blockchain Configuration (ONDB) algorithm. Initially, we assume that the
selected data amount 𝑥𝑛 and the number of verifiers 𝑚 are arbitrary and consistent across all nodes, i.e., 𝑥∗𝑛 = 𝑥, ∀𝑛 ∈ 𝑁 . First,
we solve the problem in SP1 to determine the optimal nodes participating in the learning process. Following that, we solve the
problem in SP2 to obtain the optimal values for 𝑥𝑛 and 𝑚. Upon solving the problem in SP2, we repeat the node selection procedure
to determine the actual values of 𝜆𝑛 based on the obtained 𝑥𝑛 and 𝑚. We highlight that the node and data selection process in ONDB
is automated, based on the reliability of nodes and the quality of data, while also considering cost and time constraints. The main
steps of the proposed ONDS algorithm are outlined in Algorithm 1.

Finally, we prove that the proposed ONDB algorithm has a linear worst-case time complexity.

Property 1. ONDB algorithm has a worst-case computational complexity of (𝑁).
Using the optimization decomposition strategy, the proposed ONDB algorithm has only one loop, which runs at most 𝑁 times. As

or the amounts of data to be acquired from the selected nodes, 𝑥𝑛 in Line 2, they can be pre-computed according to the considered
earning, as shown in Section 5.3; thus, they do not influence the overall complexity.

It is also worth highlighting that Property 1 depicts the worst-case complexity, and the algorithm often performs even more
efficiently in practice, thanks to the constraints defined in (8) and (9). Also, the ONDB algorithm is executed at most two times;
once for initial values of 𝑥𝑛 and 𝑚∗, and once for their optimized values.

6. Performance evaluation

In this section, we first present the simulation environment used to obtain our results. We will then proceed to evaluate the
performance of the ONDB framework in comparison to state-of-the-art techniques. Our primary focus will be on assessing the
performance of various learning paradigms and examining the impact of blockchain on this performance.

6.1. Simulation environment

For our performance evaluation, we used two datasets: energy consumption and MNIST. The energy consumption dataset, published
by the energy company UK Power Networks in London [29], consists of fine-grained energy consumption readings from 5567 smart

eters. These readings were reported every half-hour between November 2012 and February 2014. In the case of the FL and AFL
etups, this dataset was divided among 5 separate entities to maintain a non-IID data distribution.

The MNIST dataset1 is a well-known collection of handwritten digits, commonly used for training and testing various supervised
L algorithms. Each image in this dataset represents a handwritten digit, with pixel values corresponding to image fields, and labels

ndicating the digit types (ranging from 0 to 9). In the FL and AFL setups, this dataset was divided among ten separate entities, with
ach entity assigned 500 images from two different classes (as shown in Table 1). We employed the deep learning model described

in [30] for training and testing, with batch size, local epochs, and learning rate set to 10, 5, and 0.01, respectively.

1 https://www.kaggle.com/oddrationale/mnist-in-csv
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Algorithm 1 Optimal Node, Data, and Blockchain Configuration (ONDB) Algorithm.
1: Input: 𝑝, 𝑇 𝑚𝑎𝑥, 𝜏𝑛, 𝐶𝑚𝑎𝑥, 𝐶𝑛, 𝑘𝑛, 𝑥∗𝑛 = 𝑥, 𝑚∗ = 𝑚, 𝑡 = 0, 𝜆𝑛(𝑡) = 0.
2: Given 𝑥∗𝑛, calculate weighting coefficient 𝛿𝑛 for the available nodes.
3: Rank all nodes in descending order based on their weights 𝛿𝑛.
4: while 𝑛 ≤ 𝑁 do
5: Select and add a node with maximum weight to the selected set ̃ .
6: if constraints (8) and (9) are satisfied. then
7: Set 𝜆𝑛(𝑡 + 1) = 1, for the selected node 𝑛.
8: Identify new classes that will be considered from this node 𝑘̃𝑛.
9: Update weighting coefficients 𝛿𝑛 for the remaining nodes, based on the selected ones.

10: Go to step 4.
11: else
12: Break while loop. ⊳ 𝜆𝑛(𝑡 + 1) are obtained.
13: end if
14: end while
15: if 𝜆𝑛(𝑡 + 1) = 𝜆𝑛(𝑡) then
16: Break ⊳ 𝜆𝑛, 𝑥∗𝑛, 𝑚∗ are obtained.
17: else
18: if 𝑝 = CL then
19: 𝑥∗𝑛 = 𝑥𝐶 𝐿𝑛 ; calculate 𝑥𝐶 𝐿𝑛 using (24).
20: Calculate 𝑚∗ using (18).
21: else if 𝑝 = FL then
22: 𝑥∗𝑛 = 𝑥𝐹 𝐿𝑛 ; calculate 𝑥𝐹 𝐿𝑛 using (23).
23: Calculate 𝑚∗ using (18).
24: else
25: 𝑥∗𝑛 = 𝑥𝐴𝐹 𝐿𝑛 ; calculate 𝑥𝐴𝐹 𝐿𝑛 using (25).
26: Calculate 𝑚∗ using (18).
27: end if
28: end if
29: Go to step 3.
30: return 𝜆𝑛, 𝑥∗𝑛, and 𝑚∗.

Table 1
Classes distribution of MNIST dataset at different entities.
Entity 1 2 3 4 5 6 7 8 9 10

Class 2,1 6,8 5,6 1,3 7,2 3,4 9,8 2,7 8,4 0,5

6.2. Results

We begin by examining the impact of the exchanged data size on the performance of different learning paradigms. Figs. 3, 4,
and 5 illustrate how the Root Mean Square Error (RMSE) changes when predicting energy consumption one day ahead using CL.

he results provide insights into how the RMSE varies with dataset size, considering energy consumption dataset. We also explore
ariations in data distribution, considering both IID and non-IID scenarios. As depicted, CL achieves better performance as the
ataset size increases, especially in the case of IID data (see Fig. 3). However, this improvement comes at the cost of sharing a
ubstantial amount of data while adhering to strict security constraints via the blockchain. This, in turn, leads to increased network
oad, latency, and costs.

To address these limitations, FL was introduced to reduce the network load by sharing only the local models. However, this
reduction in network load is accompanied by a decrease in learning performance. As shown in Fig. 4, FL with non-IID data
distribution only converges to the performance level of CL with non-IID data after 15 communication rounds, still falling short
f the performance of CL with IID data.

To achieve convergence with the best performance, matching that of CL with IID data, AFL was introduced. As demonstrated
in Fig. 4, AFL strikes a balance between learning performance and network load. It achieves this balance by exchanging a small
portion of local datasets to maintain near-balanced datasets across various entities, significantly reducing the network load compared
o CL. Similar behavior was observed when using the MNIST dataset, as depicted in Fig. 5. This figure illustrates the variations

in classification accuracy with respect to the number of communication rounds while examining the impact of sharing different
proportions of local data, specifically 10%, 20%, and 30%. As depicted, sharing data among different entities leads to a substantial
mprovement in classification accuracy compared to cases where data sharing was not employed, such as the conventional FL scheme.
or example, when employing 10% data sharing, the required communication rounds to achieve an 80% accuracy level decreased
10 
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Fig. 3. The obtained RMSE with increasing dataset size, while considering the CL setup and energy consumption dataset.

Fig. 4. RMSE variations with increasing communication rounds, while considering the energy consumption dataset along with FL and AFL setup. The dataset
ize is set to 10,000 readings.

Fig. 5. The variations of classification accuracy as a function of the communication rounds and different shared data length (SDL), using MNIST dataset.

by 60%. This result is obtained because the introduction of new data at different entities helps mitigate the effects of non-IID data
distribution and brings each entity closer to a more uniform data distribution.

The second aspect we investigate is how the proposed ONDB solution influences the performance of FL and AFL. In Fig. 6,
we compare ONDB with state-of-the-art solutions, referred to as Fixed Node Selection (FNS) [26] and Select All (SA). The latter
epresents the conventional FL scheme, which involves all participating nodes in the learning process. The FNS scheme corresponds
o the conventional FL scheme with a fixed number of entities selected for participation based on communication (or delay)
erformance, where nodes with minimum communication delay are chosen. As depicted in Fig. 6, within the FL setup, ONDB

outperforms both the FNS and SA schemes. This superior performance can be attributed to ONDB’s capability to judiciously select
the optimal number of entities with the highest model and data quality, effectively reducing the impact of non-IID data distribution
n FL performance while achieving rapid convergence. In contrast, FNS and SA either disregard the importance of model and
ata quality or involve a larger number of entities, resulting in performance degradation and necessitating an extensive number of

communication rounds to reach peak performance.
Interestingly, the performance of the previously mentioned selection schemes exhibits variations in the context of the AFL setup

(see Fig. 6). Thanks to the proposed AFL scheme, which facilitates the exchange of a small portion of data among participating
ntities to address the non-IID data challenge, both FNS and SA experience significant performance improvements.
11 



A.A. Abdellatif et al.

i

b

s

t
a
m

Computers and Electrical Engineering 123 (2025) 110012 
Fig. 6. RMSE variations versus communication rounds for energy consumption dataset, while considering FL and AFL with different node selection schemes.

Fig. 7. RMSE variations versus communication rounds for energy consumption dataset, while considering FL and AFL with different node selection schemes.

In the AFL setting, involving a greater number of participating entities, as in FNS, can lead to performance enhancement, as the
mpact of non-IID data becomes less pronounced. However, this improvement is counterbalanced by increased costs and a higher

blockchain network load and latency (see Fig. 7). On the other hand, SA schemes necessitate a substantial number of communication
rounds to reach peak performance. On the contrary, ONDB obtains an optimal balance between learning performance, cost, and
lockchain load. As shown in Fig. 7, ONDB solution could rapidly converge to the desired learning performance with the minimum

cost. It achieves this by selecting the optimal number of entities that leads to the best performance and lowest cost. This number
of selected entities is also significantly fewer than the number of entities chosen in FNS and SA. In Fig. 7, we assume a blockchain
haring cost of 0.05 per block.

Finally, we highlight that the proposed ONDB solution maintains stable performance and cost efficiency as the number of
communication rounds and data requirements increase, validating its scalability. For instance, as shown in Fig. 6, ONDB achieves
he best FL performance in only 15 communication rounds, whereas FNS and SA require significantly more rounds to approach
 similar level of performance. This is further confirmed in Fig. 7, where ONDB converges to the best learning performance with
inimal cost. This results in a cost reduction of approximately 71% compared to SA, highlighting ONDB’s efficiency in selecting the

optimal number of nodes. Accordingly, our results highlight ONDB’s robustness and scalability in meeting the demands of large-scale
smart grid deployments.

7. Conclusions

This paper introduces a scalable and Reconfigurable framework for secure, distributed collaborative learning using blockchains.
The synergistic combination of distributed learning and blockchain technology presents a promising path to address the performance
and security challenges in smart grids. By promoting collective efforts and ensuring data integrity, we can facilitate a more efficient
and secure exchange of knowledge and insights among diverse smart grids’ entities. The proposed SDL system integrates efficient
distributed learning paradigms and pegged sidechains architecture to enable data and model exchange among various smart grid’s
entities. Different blockchain modes have been defined to meet the requirements of different services within the smart grid. The
results indicate that the SDL system fulfills diverse QoS requirements while ensuring security and privacy.
12 
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Future work can include the exploration of various blockchain configuration parameters, such as block size, number of
ransactions per block, and transaction size, on learning performance. Optimizing these parameters may play a crucial role in
chieving a balance between security, performance, and cost. For instance, adjusting block/transaction size can enhance the
lockchain’s behavior with different learning paradigms.
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