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Summary

This paper utilizes a static var compensator in coordination with an intelligent

online controller, to enhance the oscillation damping of the power system at

various operating conditions and communication delays. For system identifica-

tion, a linear identifier is used that ensures a low computational burden and

facilitates its real-time implementation. This identifier accurately estimates the

system's local linear model using local measurements and continuously

updates its parameters in real time to account for system's changing opera-

tional states. The learning rate of the identifier is also adaptively adjusted such

that the stability of the learning algorithm and optimal speed of convergence

are guaranteed. The location of the controller is selected based upon the con-

trollability and bus voltage participation factors, and an effective feedback sig-

nal is obtained using the observability. An empirical expression has also been

proposed to offset the effects of communication time delays caused due to use

of wide-area signals. Time-domain simulations are performed on single- and

multi-machine power systems to check the efficacy of the proposed intelligent

controller. The performance of the controller is compared with the residue-

based conventional controller and also with the recently proposed wide-area

damping controller.
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1 | INTRODUCTION

Exponential increase in domestic and industrial loads with disproportionate expansion of the power system has led the
utilities to operate the power system with reduced stability margins. As a result, the stability of the power system is very
much dependent on a particular operating state. Disturbances like load changes or faults can trigger low-frequency
oscillations (LFOs) (0.2 to 2 Hz), and these occur due to energy transfer between speed variations of the rotor and the
generated electrical power.1 The damping of these oscillations is a prerequisite for the secure and reliable functioning
of the power system. Conventionally, power system stabilizer (PSS) has been used to mitigate LFOs in the power
system.2 However, its adverse effect on the system's voltage profile and its effectiveness in damping local modes have
constrained its application as an initial measure to improve system's dynamic stability.3 Therefore, it is essential to
employ alternative techniques in the power system that enhance its oscillation damping and simultaneously stabilizes
its voltage profile.
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One way of addressing this issue is by adding adequate reactive power to the system during the occurrence of a dis-
turbance. The addition of reactive power for some cycles following a disturbance can help the power system regain its
stable condition, and with proper control, improved oscillation damping and simultaneous stabilization of the voltage
profile can be achieved. Among various var generating devices, the static variable compensator (SVC) is generally pre-
ferred flexible-ac-transmission-system (FACTS) device due to its quick response.4

SVC has mostly been utilized for voltage regulation by directly controlling the reactive power flow at weak points in
the system, power-factor corrections, and reduction in power losses.5 It has also been utilized to increase the damping
of low-frequency electromechanical oscillations in the power system by adding an additional control to its voltage regu-
lation controller. The output of this additional controller is generally obtained using conventional lead-lag and
proportional-integral-derivative controllers.6–11 In Hasanvand et al,6 the parameters are selected so that the eigenvalues
corresponding to the critical oscillatory mode are shifted to a stable region, which is determined using interval-
polynomial control methodology and Kharitonov's theorem. In Al-Alawi and Ellithy,7 artificial neural networks have
been used to optimize the parameters of the proportional-integral controller for enhancing the damping in the system.
In some studies, optimization techniques are utilized to find the parameters of the lead-lag supplementary controller,
which include genetic-algorithm-based optimization,8 a meta-heuristic-bat algorithm,9 ant colony optimization,10 and
firefly algorithm.11 Advanced controllers like model predictive controller (MPC) have also been used with the SVCs to
damp the low-frequency oscillations in the power systems. In Kassem and Abdelaziz,12 SVC is connected at terminal
bus to stabilize load voltage through compensation of reactive power using an exponentially weighted functional MPC
(FMPC), which puts less calculation effort as compared with conventional MPC with large prediction horizon. The
improved wide-area damping controllers (WADCs) and the deterioration of the controller performance due to commu-
nication delays have also been reported.11,13–15 The effects of these delays have been compensated using methods like
Pade-approximation compensation14 and unified Smith predictor compensation,15 and so forth.

The aforementioned control schemes have constant parameters and cannot be adaptively modified with the system's
varying operating states. Continual redistribution in generation and load demand, system faults and outages, and con-
tinuous structural augmentation lead to frequent changes in the operation of the power system. Controller parameters
that perform well for a particular set of operating conditions may be ineffective for some other condition. As a result,
conventional controllers are designed with a trade-off between the values achieved for the light, nominal, and over-
loaded scenarios. Therefore, adaptive control schemes are required that work adequately in varying power system
scenarios.

Adaptive control strategies for the design of supplementary SVC controllers have also been reported, which include
fuzzy-logic-based control16 and fuzzy-sliding-mode control scheme.17 A multi-objective MPC is applied with the SVC
for power oscillation damping.18 To make the control scheme adaptive, a time-varying weight is added to the objective
function so the controller tracks the varying dynamics of the system. In Lu et al,19 controller parameters were optimized
using ant-colony optimization at nominal operating conditions, and fuzzy-based control was utilized during off-
nominal conditions. Various neural network-based control schemes have been reported to enhance oscillation damping
of the power system through SVC.20–22 Other neuro-based control scheme used for such application include neuro-
fuzzy-based control.23,24 However, the above-discussed controllers lack some essential features required for their practi-
cal realizability, like online adjustments and simple structure. These control structures utilize multiple nonlinear neu-
rons, which substantially increases the floating-point operations and reduces the speed of identification with practically
limited processing resources and consequently affects the controller performance. Moreover, some adaptive techniques
also lack assurance of the stability. With these limitations, power system industry still prefers conventional controllers,
and the above-discussed intelligent adaptive methodologies have in general not been able to find practical applications.

In this study, an improved neural network-based adaptive control scheme is presented that aims to overcome the
limitations in the aforementioned controllers. It comprises a simple, linear neural identifier whose parameters are
adjusted in accordance with the system's operating conditions. The learning rate of the identifier adaptively adjusts
itself such that the learning algorithm's convergence and optimal speed of convergence are guaranteed. The controller,
whose parameters are dependent on the identifier parameters, provides optimal and swift control action. The developed
controller was implemented in the MATLAB/Simulink environment and applied to a benchmark single-machine
infinite-bus system and a two-area four-machine system. When compared with highly complex neural network struc-
tures used in previous studies, the proposed control scheme provides rapid system identification and outstanding con-
trol performance. Moreover, the performance was validated under varied operating conditions and time delays.

The rest of the paper is organized into the following sections: Section 2 describes the configuration and design of
the SVC for the oscillation damping applications. The description of the time delays and the method to compensate its
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effects are presented in Section 3. Section 4 gives the detailed model of the proposed intelligent control scheme. The
performance evaluation is given in Section 5 followed by the conclusions of the study presented in Section 6.

2 | STATIC VAR COMPENSATOR

SVC is a variable-reactance device that is used to control the reactive power flow in a power system. Moreover, this
device can also indirectly alter the active power flow in the system through the alteration of impedance, voltage, and
phase angle. With proper control, it can, therefore, be used to counter the changes in active and reactive power balance
caused by the disturbances. SVC is presently used in many power networks across the globe, and there are as many as
1500 SVCs with a total capacity of 100 Gvar installed for different applications.4 The circuit diagram of the SVC used in
this study is shown in Figure 1.

FIGURE 1 Fixed-capacitor thyristor-controlled SVC. [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 2 Control scheme of the SVC. [Colour figure can be viewed at wileyonlinelibrary.com]
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2.1 | Control structure of the static var compensator

Design of the control scheme for SVC is dependent on its application, that is, voltage regulation, power transfer
enhancement, or oscillation damping. SVC's voltage controller does not add any oscillation damping; however, with
proper SVC placement and a suitable feedback signal, a supplementary control scheme can provide sufficient oscillation
damping together with a stable voltage profile.14 As shown in Figure 2, the first-order voltage controller is used to pro-
vide voltage stabilization, which includes a droop (Kv) and a time constant (Tv) to account for the delays caused by the
TCR firing circuits and measurement circuits. To provide oscillation damping, a supplementary control signal Vs is
added to the voltage-error signal Ve, as shown in Figure 2. To keep the SVC at its nominal condition after the distur-
bance is tackled, a slow controller is also added so as not to interfere with the other system controllers. Moreover, the
feedback signal of the controller and the location of SVC placement should be sensitive to the oscillation mode of inter-
est. As a result, observability and controllability corresponding to the oscillation modes of interest are the logical
choices for their selection.

2.2 | Modal analysis

System's small-signal model can be represented by the following equations:

Δ _x¼AΔxþBΔu ð1Þ

Δy¼CΔx ð2Þ

where A,B, and C are the state transition, input and output matrices, respectively. The transfer function corresponding
to the linearized system is given by

GðsÞ¼
Xn
i¼0

Ri

s�λi
ð3Þ

where Ri is the residue matrix corresponding to the eigenvalue λi and is given by14

Ri ¼C viw
T
i B ð4Þ

where vi and wi are the right and left eigenvectors corresponding to the eigenvalue λi. The residue value for the input p
and output l is given by

Rlp
i ¼Cl viw

T
i Bp: ð5Þ

Residue matrix can also be represented as

Ri ¼Obi�Cti ð6Þ

where Obi is observability matrix that determines ability to ascertain system states by observing its output and is given
by

Obi ¼C vi ð7Þ

and Cti is controllability matrix and refers to a system's ability to reach to its desired state in a finite time duration when
a controlled input is applied it. Controllability matrix is given by
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Cti ¼wT
i B: ð8Þ

Higher the controllability, lesser is the control effort for damping the oscillation mode. However, voltage profile
should not be deteriorated while enhancing the oscillation damping. Therefore, the method proposed in Zhang et al25

provides an effective way to solve this problem. Bus voltage participation factor (BVPF) gives the extent of voltage insta-
bility at a particular bus and is represented by PJji , that is, participation factor of bus j corresponding to the mode i and
computed using

PJji ¼ vJ jiwJij: ð9Þ

vJ and wJ are the right and left eigenvectors corresponding to the minimum eigenvalue of the reduced Jacobian matrix
JR. The relationship of these eigenvectors and reduced Jacobian matrix is given by

JR ¼ vJλJwJ ð10Þ

where λJ is the diagonal matrix of eigenvalues corresponding to matrix JR. JR is calculated by neglecting the changes in
power due to change in the voltage while solving power-flow equations using Newton-Raphson method25 and is repre-
sented as

ΔV ¼ J�1
R ΔQ: ð11Þ

Solving (11) using (10) and (9) yields

ΔV ¼
X
i

PJji

λJi
ΔQ ð12Þ

which implies change in voltage will be rapid with a small change in reactive power if the magnitude of eigenvalue is
small. The extent of voltage instability at a particular bus will, therefore, be determined by the participation factor for
the lowest eigenvalue of the matrix JR. Selection of SVC location, based upon controllability and BVPF, will provide a
balanced control effort to damp the oscillation as well as maintaining the voltage profile of the power system.

FIGURE 3 Eigenvalue shift by residue-based controller. [Colour figure can be viewed at wileyonlinelibrary.com]
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2.3 | Residue-based damping controller

The residue angle (∠Rlp
i ), as shown in Figure 3, gives the displacement direction of the eigenvalue in the s-plane.13,14

This direction can be reoriented toward left using the lead-lag compensation, and compensation angle (Figure 4) is cal-
culated using

ϕcom ¼ π�∠Ri, 0<∠Ri < π ð13Þ

with positive feedback,13,14 and

ϕcom ¼�∠Ri, �π<∠Ri < 0 ð14Þ

with negative feedback.26 The required compensation (ϕcom) is provided by multistage (ns) lead-lag transfer function
given by

HcomðsÞ¼ 1þ sT1

1þ sT2

� �ns
ð15Þ

A single stage is able to provide phase compensation of π=3 radians, and T1,T2 are calculated using the following
equations

T2

T1
¼
1� sin ϕcom

ns

� �

1þ sin ϕcom
ns

� � ð16Þ

T1T2 ¼ 1
ω2
f

ð17Þ

where ωf ! mode frequency. The displacement of the eigenvalue in the s-plane due to HcomðsÞ is given by

Δλi ¼ jRlk
i j� jHcomðλiÞj ð18Þ

and, to place the eigenvalue (initially at λ ∘) at the desired place λd, an additional gain K is added with lead-lag compen-
sator and the value of K is selected using the root-locus plots.

FIGURE 4 Compensation by residue-based controller. [Colour figure can be viewed at wileyonlinelibrary.com]
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3 | COMMUNICATION DELAY

With the development of wide-area measurement systems (WAMSs) and their integration with phasor measurement
units (PMUs), phasor data concentrators (PDCs), and communication systems, remote signals can be transmitted to the
control centers digitally once or twice every fundamental cycle depending upon the refresh rate of PMUs.27,28 As a
result, widely dispersed signals can be centralized in the control center and sent to different locations across the power
network, and hence, WADC can be utilized as a real-time alternative to the decentralized control. PMUs provide access
to wide-area measurements in the power system, and the signals are transmitted to the controller with the help of
PDCs. PMUs also facilitate time-synchronization of multiple wide-area signals through global positioning system (GPS)
clock.29

An important aspect to consider while designing WADC is the delay time in the communication system. The delay
time typically varies from a few to hundreds of milliseconds and is dependent on the transmission protocols and type of
communication lines used. It is also dependent upon the distance between the measuring equipment and the position
of the SVC controller.29 Mathematically, the delay can be represented by the following equation:

DlðsÞ¼ e�Tds ð19Þ

where Td is the time delay. It can be observed that (19) is not a rational function. However, to realize (19) in
finite dimensions, methods like Pade approximation, hyperbolic function, Laguerre polynomial, or Bessel function are
used.14 Among these, the Pade approximation is found to be the most accurate representation of the delay and is given
by30

PdðsÞ¼
Pg
i¼0

ðgþh�iÞ!g!ð�sTdÞj
i!ðg�iÞ!

Ph
i¼0

ðgþh�iÞ!r!ðsTdÞj
i!ðh�iÞ!

ð20Þ

where g and h represent the order of the Pade approximation. If g¼ h¼ np, (20) can be expanded and represented as

PðsÞ¼ 1�p1sþp2s
2� . .

. �pns
n
p

1þp1sþp2s2þ . .
. �pnsnp

ð21Þ

where np is the order of Pade approximation and p1, p2,…, pn are its coefficients. Second-order Pade approximation, with
a degree of numerator lower than denominator, is observed to sufficiently represent delay, as shown in Figure 5, and is
given as

FIGURE 5 Step response of the Pade approximation (PA) of second order (ðg,hÞ = ð1,2Þ). [Colour figure can be viewed at

wileyonlinelibrary.com]
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GdðsÞ¼ �2Tdsþ6
T2
ds

2þ4Tdsþ6
: ð22Þ

The delay causes a phase lag in the feedback signal, and this lag depends upon the delay time and the frequency of
oscillation. The lag in the feedback signal causes deterioration in the controller performance as the controller is usually
designed without considering the delay.14 Various methods have been reported for compensating the phase lag.14 How-
ever, either these methods have applications within a specific range of time delays or they are based on various approxi-
mations, which do not apply to a wide range of time delays. In this study, lead-lag-based phase compensation is
proposed, whose parameters are dependent on the delay time. These time constants are determined using an empirical
expression, which is derived through the simulation experiments. The transfer function representing this compensation
is given by

GdcðsÞ¼ 1þ sTdc1

1þ sTdc2

� �3
ð23Þ

Tdc1 ¼
17
40

�Td ð24Þ

Tdc2 ¼ 0:01: ð25Þ

Figure 6 shows the plots of the delay phase (∠GdðsÞ), delay phase compensator (DPC) (∠GdcðsÞ), and net phase
(∠GdðsÞ + ∠GdcðsÞ) for few time delays. It can be observed from the plots that net phase is nearly 0 in the frequency
range of interest, indicating good phase compensation of delay can be achieved for the practical time delay range.

4 | LINEAR-NEURO-ADAPTIVE CONTROLLER

The operating conditions in the power system change frequently, and hence, the performance of the residue-based
damping controller might not always be satisfactory. Moreover, characteristics of various power system parameters are
nonlinear and may pose additional difficulties. Online system identification-based control scheme is therefore required,

FIGURE 6 Phase of the delay and DPC for (A) 0.1 s, (B) 0.4 s, (C) 0.7 s, and (D) 1 s. [Colour figure can be viewed at

wileyonlinelibrary.com]
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which assesses the system's changing dynamic scenarios and accordingly modifies the control signal in real time
(online). Since dynamic inputs and outputs can be easily mapped using the neural network, which has led to the devel-
opment of various neural network-based adaptive control schemes.31–34 These controllers have also been applied with
the SVC for oscillation damping application and have been found to overperform the conventional controllers.20–24

In this study, a linear-neuro-adaptive controller (LNAC) is presented to provide enhanced oscillation damping under
varied operating scenarios. As shown in Figure 7, the LNAC consists of the system identification and controller. The sys-
tem identifier approximates the dynamics of the plant by adjusting its parameters (weights) online, and its prominent fea-
ture is its architecturally minimal structure, comprising a single linear neuron. When compared with the existing neural
architectures in the literature, the connection weights are relatively small in number. The control law is framed such that
the parameters of the controller are coupled to the estimated parameters of the identifier and, at each sample period, an
appropriate signal is generated from the controller such that the output of the plant follows the reference.

4.1 | Neural identifier

The plant output can be expressed as a function of the previous input (m) and output samples (n) as follows:

yðkÞ¼ f ðIðk�1ÞÞ ð26Þ

Iðk�1Þ¼ ½uðk�1Þ,uðk�2Þ,uðk�3Þ, ::::::, uðk�m�1Þ,uðk�mÞ,
yðk�1Þ,yðk�2Þ,yðk�3Þ, ::::::, yðk�n�1Þ,yðk�nÞ�: ð27Þ

The neural network autoregressive with exogenous input (NNARX) model can be used to approximate the relation-
ship between input and output expressed as35

ŷðkÞ¼ f 0ðIðk�1Þ,W I ðk�1ÞÞ ð28Þ

W I ðkÞ¼ ½wI
1ðkÞ,wI

2ðkÞ, ::::, wI
mþnðkÞ� ð29Þ

where wi
I is the weight attached to the inputs of the neural identifier. A single neuron having linear activation function,

as shown in Figure 8, can therefore be represented as

ŷðkÞ¼ Iðk�1ÞW T
I ðk�1Þ: ð30Þ

The error between the output of plant and that of the identifier is represented by

eI ðkÞ¼ yðkÞ� ŷðkÞ: ð31Þ

FIGURE 7 Functional block diagram of the LNAC scheme. [Colour figure can be viewed at wileyonlinelibrary.com]
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The neural identifier's weights are modified through the back-propagation method such that, after a few iterations,
identifier output ŷðkÞ approaches plant output yðkÞ using the cost function CI for the identification system defined by

CIðkÞ¼ 1
2
½eI ðkÞ�2: ð32Þ

With learning rate η, the gradient descent algorithm is employed to update the parameters (weights) of the identifier
through the following recursive equation:

W I ðkÞ¼W I ðk�1Þþη � ∂CIðkÞ
∂W I ðk�1Þ

� �
: ð33Þ

Using (30) to (32) to solve (33), results in W I ðkÞ to be represented in the form as

W I ðkÞ¼W I ðk�1ÞþηeI ðkÞIðk�1Þ: ð34Þ

The accurate identification of the plant is achieved by the convergence of (34), which corresponds to eðkÞ! 0. The
identifier then feeds the plant information (captured in weights) to the controller, enabling the plant to produce the
desired output.

4.2 | Controller

The goal of a controller is to minimize the mismatch between the observed and anticipated plant output represented by

ecðkþ1Þ¼ yref ðkÞ� ŷðkþ1Þ: ð35Þ

In order to obtain optimum control action, control error ecðkþ1Þ must be decreased, and moreover, the control
action must be constrained to practically realizable values. Therefore, the cost function CcðkÞ for the controller is pro-
posed, which reduces control error while restricting the controller output from generating unacceptable high values.
The cost function is expressed by

C0
cðkÞ¼

1
2
½yref ðkÞ� ŷðkþ1Þ�2þ1

2
α½uðkÞ� βuðk�1Þ�2: ð36Þ

FIGURE 8 Neural identifier. [Colour figure can be viewed at wileyonlinelibrary.com]
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The proportionate penalty weightage on the control signal and change in the control signal is determined by β with
α>0. While β = 0 and α>0 solely penalizes the uðkÞ, β = 1 and α>0 penalizes the change in control action. The plant
output derivative is added to (36) to offset the drop in transient performance that these penalties often induce in the
controller. The revised control law is thus stated as

CcðkÞ¼ 1
2

½yref ðkÞ� ŷðkþ1Þ�2þ γ ½yðkþ1Þ� yðkÞ�2þ α½uðkÞ� βuðk�1Þ�2
h i

ð37Þ

where γ determines the weightage given to the derivative term in the control law. The cost function defined for the con-
troller Cc is minimized with respect to the controller output uðkÞ by setting

∂CcðkÞ
∂uðkÞ ¼ 0 ð38Þ

Solving (38) using (30) yields

uðkÞ ¼�αþð1þ γÞ½wI
nþ1�2

wI
nþ1

ð1þ γÞI I ðkÞA½W I ðk�1Þ�T
h

þ αβ

wI
nþ1

uðk�1Þþ γyðkÞ� yref ðkÞ
� ð39Þ

where I is the identity matrix and A is given by

A¼

0 0 0 … 0

0 1 0 … 0

0 0 1 … 0

..

. ..
. ..

.
… ..
. ..

.

0 0 0 … 1

2
6666664

3
7777775
ðmþnÞ

4.3 | Stability analysis

The learning algorithm's stability and the speed of convergence described by (34) rely upon the appropriate learning
rate. Small value of the learning rate guarantee convergence, but the learning becomes sluggish, and its large value
may produce oscillations and result in divergence. Furthermore, assigning a constant value to the learning rate does
not promise reliable performance under all operational environments. Henceforth, the value of the learning rate must
be adaptively modified at each sampling instant to ensure stability as well as appropriate convergence speed. Therefore,
an adaptive learning rate (ηðkÞ) is obtained using the second method of Lyapunov that assures algorithm stability as well
as optimum convergence speed.

Theorem 1. The weights update algorithm in (34) will converge and the identifier output will follow the plant
output if the learning rate ηðkÞ satisfies the following criteria

ηðkÞ¼ ηo
Iðk�1Þk k2

2

ð40Þ

where 0< ηo <2 and ð:Þk k
2
represents the Euclidean norm.

Proof. Appendix A. ▪

Other key approaches for assuring system stability are system passivity and dissipativity.36 In Appendix B, passive
and dissipative system definitions are provided.

JAMSHEED and JAVED IQBAL 11
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Theorem 2. The weight vector of the LNAC (W I ðkÞ) will approach its ideal value W 0 and the mapping of
ΔW I ðkÞ!WeðkÞ will be passive and dissipative , ηðkÞ of the identifier fulfills (40).

Proof. Appendix C. ▪

It is consequently established that if ηðkÞ is continuously updated according to (40), WI (k) !W 0 .

4.4 | Implementation of the linear-neuro-adaptive controller

The sample time of the LNAC was taken as 0.025 s and the lag space (m,n) was taken as 3.20,35 These values reduce the
computational burden of the control scheme along with the satisfactory identification of the power system. The con-
stant of the LNAC ηo was optimally taken as 1 and the other constant ϵ as 0.001. In the LNAC, mainly following two
operations are executed at each sample time step:

1. The weights (parameters) of the identifier are adjusted to minimize the identification error.
2. These parameters are communicated to the optimal controller, that provides adequate control action.

Figure 9 depicts the full methodology for implementing the LNAC algorithm.

5 | DYNAMIC SIMULATION RESULTS

In order to assess and evaluate the effectiveness of the residue-based damping controller (RBDC) and LNAC for
damping LFOs, simulation tests were conducted on a single-machine infinite-bus system and an interconnected two-
area four-machine system.

5.1 | Single-machine infinite-bus power system

The single-machine infinite-bus (SMIB) power system is shown in Figure 10. It comprises a synchronous generator sim-
ulated by a seventh-order nonlinear model with a rating of 160 MVA and an infinite bus which is connected to synchro-
nous generator via a transmission line.37 The synchronous generator is equipped with IEEE-type-1S static excitation
system.37 The parameters and rating of the SVC (Base = 160 MVA) used with the SMIB power system are given in
Table 1.

5.1.1 | Modal analysis

For modal analysis, the SMIB system is linearized around the nominal operating condition (PG = 0.975, QG = 0.12, base
power = 160 MVA). A low-frequency oscillation mode (�0:36� j10:2) is observed in the system with a frequency of
1.62Hz and a low damping ratio (ζ) of 0.036. For selection of an effective SVC location, modal controllability and BVPF
were calculated using (8) and (9), respectively. The controllability order corresponding to the oscillation mode and the
BVPF order corresponding to the lowest eigenvalue of JR (1.64) are given in Table 2. It is evident that the controllability
and BVPF order both favor the SVC's installation on bus 1. The effective feedback signal was selected by calculating the
observability of various power system signals and is given in Table 3. As shown in Table 3, the speed deviation of the
generator Δω having the best observability is selected as the SVC controller's feedback signal.

5.1.2 | Comparison between RBDC and LNAC

The time constants of RBDC are calculated by solving (13) to (17) using (5) for the poorly-damped local mode. The
values of the ∠Rlp

i and ns are �127:7 ∘ and 3, respectively, and the values of T1 and T2 are obtained as 0.22 and 0.043,

12 JAMSHEED and JAVED IQBAL
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FIGURE 9 Algorithm for implementation of the proposed LNAC scheme. [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 10 Configuration of single-machine infinite-bus system. [Colour figure can be viewed at wileyonlinelibrary.com]

JAMSHEED and JAVED IQBAL 13
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respectively. The gain of the controller is selected using the root-locus technique as shown in Figure 11. It is observed
that with the increase in the value of K, the damping of the local mode is increased. However, there is another mode
(due to SVC) in the system whose damping decreases as the gain is increased. At K ¼ 4:45, it is observed that this mode
crosses the imaginary axis. With the damping ratio of this mode set at 0.05, the value of K thus obtained is 4.05 and at
this value, the ζ of local mode is 0.282.

For LNAC, uðkÞ = Vs, yðkÞ = Δω and yref ¼ 0 (Figures 2 and 7). The penalty factors for the nominal operating condi-
tion were adjusted as α¼ 1, β¼ 0, γ¼ 0, respectively. Once adjusted, these value are kept fixed for a particular power
system. The tracking performance of the proposed linear neural identifier is verified since the controller output is
dependent on the exact system identification. To check the tracking capabilities of the proposed identifier, a 10 % pulse
disturbance is given to the Vref of the SVC with Vs = 0. The plots of the actual speed deviation of the machine Δω and
that of the identifier output are shown in Figure 12. From the plot in Figure 12A, a mismatch in the beginning portion
is observed, which is due to the random initialization of the weights, called as learning transient. However, this mis-
match reduces quickly in the same iteration for the subsequent oscillations. The identifier output and actual rotor-speed
output are observed to be very close in the second iteration (Figure 12B). The error is observed to reduce quickly, indi-
cating the fast learning capability of the linear neural identifier.

TABLE 2 Ct and BVPF.

S.No

Bus number

Ct rank BVPF rank

1. 1 1

2. 2 2

3. 3 -

TABLE 3 Observability.

S.No. Signal Ob rank S.No. Signal Ob rank

1. Δω 4. P2

2. Δδ 5. P3

3. P1 6. Q3

FIGURE 11 Root-locus plot for SMIB system for loading condition I. [Colour figure can be viewed at wileyonlinelibrary.com]

TABLE 1 SVC parameters.

Bref 0.025 Tv 0.15

Bmin �0.075 Kv 0.02

Bmax 0.1 Vsmin �0.1

Xt 0.08 Vsmax 0.1

14 JAMSHEED and JAVED IQBAL
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In the existing literature, the use of a structurally complicated neural network with multiple layers and nonlinear
neurons for power system identification has been continually employed, as, for example, given in Table 4. However, the
proposed LNAC scheme, based on the simple neural identifier with only two layers and a linear neuron, faithfully
approximates the local linear model of a power system. A non-linear identifier is generally used to model a complex sys-
tem with stationary nonlinear dynamics and can be better utilized for off-line training. The performance of the identi-
fier in the LNAC in the second iteration is also observed to be similar to the performance of the identification system
implemented in Kamalasadan et al38 in the fiftieth iteration, although the latter implementing a complex neural
architecture.

The performance of the LNAC is now compared with that of the RBDC. Three-phase fault of four cycles at a fre-
quency of 60 Hz was applied in the middle of the transmission line (in one circuit only). Figure 13 presents the plots of

FIGURE 12 Identifier performance for SMIB in iteration number (A) 1 and (B) 2. [Colour figure can be viewed at wileyonlinelibrary.

com]

TABLE 4 Comparison of neural-network architectural complexity.

Controller Total layers Total hidden neurons Total connections Type of neurons

Wang and MalikO20 4 20 144 Nonlinear

Farahani21 3 10 65 Nonlinear

Chang22 3 5 23 Nonlinear

Kamalasadan et al.38 3 15 270 Nonlinear

Kamalasadan and Swann39 3 15 270 Nonlinear

Al-Duwaish and Al-Hamouz40 3 30 124 Nonlinear

Farahani and Ganjefar41 4 8 37 Nonlinear

Farahani and Ganjefar42 3 10 65 Nonlinear

Tavakoli et al.43 4 8 37

Tsai et al.44 3 9 70 Nonlinear

LNAC 2 0 6 Linear

FIGURE 13 Performance of the SVC controller for nominal loading conditions (PG = 0.975, QG = 0.12). [Colour figure can be viewed

at wileyonlinelibrary.com]
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the generator's rotor speed deviation and the output of the controllers for four different operating conditions. It is clear
from the plot in Figure 13A that both the LNAC and RBDC provide similar oscillation-damping performance at the
nominal operating condition (PG = 0.975, QG = 0.12). The stabilizing signal of both the controllers is also shown in
Figure 13B where both the controllers are providing optimum control efforts to the system.

As the operating condition is altered to (PG = 1.5, QG = 0.37), better performance of LNAC is observed as compared
with RBDC (Figure 14A). It may be noted that the both the controllers were designed at the nominal operating condi-
tions. Due to the overloading of the machine for operating condition II, the nonlinearities in the system manifest, thus
affecting the oscillation damping. As the control signals are compared in Figure 14B, LNAC is seen to provide optimum
control effort which results in its better oscillation-damping performance.

For operating conditions III ðPG ¼ 0:95,QG ¼�0:16Þ, the system controlled with RBDC becomes unstable with
sustained oscillations, as shown in Figure 15A. The reason can be explained in Figure 15B where the control signal gen-
erated by RBDC is not stabilized thus affecting the system performance.

The fault duration was increased from four to six cycles for the loading condition IV ðPG ¼ 1:05,QG ¼�0:08Þ, and it
is observed in Figure 16A that with RBDC, the system becomes unstable, whereas the LNAC controller is able to

FIGURE 14 Performance of the SVC controller for loading condition II (PG = 1.5, QG = 0.37). [Colour figure can be viewed at

wileyonlinelibrary.com]

FIGURE 15 Performance of the SVC controller for loading condition III (PG = 0.95, QG = �0.16). [Colour figure can be viewed at

wileyonlinelibrary.com]

FIGURE 16 Performance of the SVC controller for loading condition III (PG = 1.05, QG = �0.08). [Colour figure can be viewed at

wileyonlinelibrary.com]

16 JAMSHEED and JAVED IQBAL

 1097007x, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/cta.3560 by W

estern U
niversity, W

iley O
nline L

ibrary on [27/03/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com
http://wileyonlinelibrary.com


maintain stability and effectively damp out the oscillations. The plot of the control effort in Figure 16B shows the
LNAC being able to provide stabilization to the system oscillations.

5.2 | Two-area four-machine power system

To evaluate the performance of damping controllers in multi-machine environment, an interconnected two-area power
system each comprising of two machines with each machine having a rating of 900 MVA, as shown in Figure 17, is con-
sidered in this study.13 This power system is a standard case of an inter-area mode with inadequate damping and this
mode is observed in 220 km long tie-line which transfers 390 MW of active power from area 1 to area 2. PSSs are added
in the generators G1 and G3 to damp local modes of oscillations. The loading conditions of the power system and
parameters of the SVC (Base = 900 MVA) used are presented in Tables 5 and 6, respectively.

5.2.1 | Modal analysis

Using the mode shape and participation factors, critical oscillation modes are identified and tabulated in Table 7. It is
observed that the inter-area mode has a nearly zero damping ratio, which may trigger system instability.

FIGURE 17 Configuration of two-area power system along with the components of WADC. [Colour figure can be viewed at

wileyonlinelibrary.com]

TABLE 5 Loading conditions.

Nominal loading condition Altered loading condition

P7�8 405 MW P7�8 250 Mvar

PG1 700 MW QG1
185 Mvar PG1 600 MW QG1

250 Mvar

PG2 700 MW QG2
235 Mvar PG2 600 MW QG2

250 Mvar

PG3 722 MW QG3
185 Mvar PG3 961 MW QG3

766 Mvar

PG4 700 MW QG4
202 Mvar PG4 700 MW QG4

202 Mvar

PL7 967 MW QL7 �100 Mvar PL7 967 MW QL7 �100 Mvar

PL9 1767 MW QL9 �250 Mvar PL9 1767 MW QL9 �250 Mvar

JAMSHEED and JAVED IQBAL 17
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TABLE 6 SVC parameters.

Bref 0.025 Tv 0.15

Bmin �0.22 Kv 0.02

Bmax 0.22 Vsmin �0.1

Xt 0.08 Vsmax 0.1

TABLE 7 Modal analysis.

Eigenvalue Type of mode Freq. (Hz) Damp. ratio (ζ)

�0:003� j3:7 Inter-Area mode 0.6 0.0009

�1:2� j6:9 Local mode 1 1.1 0.17

�1:3� j7:3 Local mode 2 1.2 0.17

TABLE 8 Controllability and BVPF.

S.No
Bus number

Ct Ct rank BVPF rank

1. 9 8

2. 5 9

3. 11 7

4. 7 6

5. 10 10

6. 6 5

7. 8 11

TABLE 9 Observability.

S.No. Signal Ob rank S.No. Signal Ob rank

1. ω1�3 8. δ2�3

2. δ1�3 9. ω2�3

3. P10�11 10. δ4�2

4. P7�8 11. ω4�2

5. ω1�4 12. Q6

6. δ1�4 13. Q2

7. P9�10 14. P6

FIGURE 18 Root-locus plot at nominal operating condition. [Colour figure can be viewed at wileyonlinelibrary.com]
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Table 8 shows the controllability order among various buses in the two-area power systems, corresponding to the
inter-area oscillation mode and the BVPF order corresponding to the lowest eigenvalue (14.3) of JR. The controllability
order, as indicated in Table 8, favors bus 9 as the most suitable installation location for the SVC, and on the other hand,
the BVPF order of the system favors bus 8. However, the controllability of bus 8 is the lowest among all the buses,
which implies the low efficacy of SVC for damping control. Because of the priority of damping the undamped oscilla-
tion mode, a better trade-off for the SVC location would be bus 9. This choice is further supported by the fact that the

FIGURE 19 Neural identification of the system for (A) first iteration and (B) second iteration. [Colour figure can be viewed at

wileyonlinelibrary.com]

FIGURE 20 System's inter-area oscillation for nominal loading condition. [Colour figure can be viewed at wileyonlinelibrary.com]
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lowest eigenvalue of JR has a positive value, which indicates the voltage stability of the two-area power system. The
observability of the power system measurements is used for the selection of feedback signal and their order is given in
Table 9. The wide-area signal ω13 is observed to have the highest observability, which is consequently used as the feed-
back signal for the residue-based WADC (RB-WADC).

5.2.2 | Comparison between RB-WADC and LNAC

The values of T1 and T2 of the lead-lag controller for damping inter-area mode are obtained as 0.762 and 0.0945, respec-
tively. In the root-locus plot shown in Figure 18, it is observed that with the increase in the value of K, the damping of
the inter-area mode is improved whereas the damping ratio of the high-frequency mode is decreasing. Thus, the opti-
mum value of K is selected as 0.8. At this value, the ζ of the high frequency mode and inter-area mode are 0.05 and 0.1,
respectively.

For the LNAC, the penalty factor were adjusted as α¼ 1, γ¼ 0, β¼ 0. The tracking performance of the system was
validated by applying a 10% pulse disturbance to the Vref of the SVC. Excellent tracking performance of the proposed
linear identifier was observed as shown in Figure 19. The ISIE for the first few iterations is calculated as
ð1:15,0:098,0:028,0:012,0:006Þ�10�7.

With the neural identifier being able to perfectly track the dynamics of two-area power system, the performance of
the proposed LNAC and RB-WADC is now compared. A three-phase fault of four cycles was applied in the tie-line

FIGURE 21 System's inter-area oscillation for altered loading condition. [Colour figure can be viewed at wileyonlinelibrary.com]

20 JAMSHEED and JAVED IQBAL
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between the two areas as shown in Figure 17. It is observed from Figure 20A,B that the performance of LNAC in
damping oscillations is significantly superior than that of the RB-WADC for the nominal loading condition given in
Table 5. The superior damping is due to the optimum control effort of the adaptive controller as shown in Figure 20C.
The installation of SVC also results in an increase of 15 MW of power over the tie-line.

For the altered loading condition given in Table 5, Figure 21A,B shows the performance of the RB-WADC, which
has deteriorated and sustained oscillations are observed after the fault is cleared. However, with the LNAC, excellent
oscillation damping is observed in the system. The output of the LNAC is also shown in Figure 21C. The deteriorated
performance of RB-WADC for altered loading condition can also be explained in Figure 22. The designed values of the
RB-WADC (nominal operating condition) when applied at altered loading condition shift the high-frequency mode in
the unstable zone of the s-plane.

5.2.3 | Comparison between RB-WADC and LNAC incorporating delay

Communication delay was not included in the previous studies in transporting the signal ω1 from area 1 and ω3 from
area 2 to the control center and then to the bus 9. The following investigations were conducted to asses the conse-
quences of these communication delays on the controller's performance. The delay of 100 ms is introduced in the

FIGURE 22 Root-locus at altered loading condition. [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 23 Inter-area oscillation for 0.1 s delay without and with DPC. [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 24 Inter-area oscillation with DPC without and with readjusted gain (RG). [Colour figure can be viewed at wileyonlinelibrary.

com]
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feedback signal, and the performance of both RB-WADC and LNAC is shown in Figure 23 for nominal loading condi-
tion. The deteriorated performance of the RB-WADC is obvious from the plots, which is due to the phase lag introduced
in the signal due to the transportation time delay.

The DPC was added at the control input and its effect is also shown in Figure 23 where a substantial reduction in
the magnitudes of oscillation peaks is observed. However, the damping of the system for the inter-area mode is still
insufficient. After careful review of the system's frequency response, it is found that the higher frequency mode is
located in the unstable region of the s-plane. This mode is introduced in the system due to delays and associated phase
compensation.

FIGURE 25 Comparison of controllers with 100 ms delay. [Colour figure can be viewed at wileyonlinelibrary.com]

TABLE 10 SVC gain required to damp high frequency mode.

Delay time (ms) Phase lag (rad) K ζ of IA-mode

200 0.7442 0.32 0.05

400 1.4666 0.16 0.039

600 2.0968 0.09 0.031

800 2.5848 0.05 0.027

1000 2.9487 0.037 0.025

22 JAMSHEED and JAVED IQBAL
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Through the root locus plots, it is observed that as the gain of the RB-WADC is decreased from 0.8 to 0.56, the eigen-
value for the high-frequency mode is moved back to a stable region. The performance of RB-WADC with the revised
controller gain setting is illustrated in Figure 24. Similarly, readjusted SVC gains for a wide range of time delays (0.1 to
1 s) were determined through root-locus plots and are displayed in Table 10. However, it is obvious from Table 10 that
as the delay in the feedback signal is increased, the revised SVC gain is reduced, thus decreases the ζ of the inter-area
mode and consequently deteriorating the performance of RB-WADC.

The performance of the LNAC at nominal loading condition for different values of communication delay is com-
pared with the RB-WADC. The values of the SVC gain for the RB-WADC correspond to Table 10 and for the LNAC, no
delay phase compensation is used. With the delay of 100 ms, both the controllers are able to damp the inter-area oscilla-
tion, however, the performance of the LNAC is seen to be much superior to that of the RB-WADC as shown in
Figure 25A,B. The control effort by the LNAC and RB-WADC is also shown in Figure 25C, where better utilization of
the SVC power by the LNAC is observed initially which subsequently leads to better oscillation damping as compared
with the RB-WADC.

As the delay is increased to 350 ms, the performance of the RB-WADC is drastically deteriorated as shown in
Figure 26A,B. In comparison, the LNAC is able to damp the oscillations in around 6 s only. The performance of RB-
WADC is explained in Figure 26C, where the controller output is unable to generate an optimum control action and it
oscillates between the maximum and minimum allowable value.

To check the efficacy of the LNAC, the delay is further increased to 800 ms and it is observed from the plots in
Figure 27A,B that, in this case also LNAC is able to damp the oscillations, however, it takes around fifteen seconds to

FIGURE 26 Comparison of controllers with 350 ms delay. [Colour figure can be viewed at wileyonlinelibrary.com]
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stabilize the system which is quite acceptable for such a high communication delay. The control action of the LNAC is
also shown in Figure 27C.

5.2.4 | Comparsion between WADC13 and LNAC

The performance of the LNAC was further compared with the WADC proposed in Yao et al.13 This WADC13 is
designed using a residue method, and the Lyapunov stability criterion and linear matrix inequalities have been used for
obtaining the delay margin and the gain of the controller. The designed controller is stable only up to 300 ms, and
therefore, it is compared with LNAC for 100 ms and 300 ms. With the delay of 100 ms, both the controllers are able to
damp the inter-area oscillation; however, the performance of the LNAC is slightly better than the RB-WADC as shown
in Figure 28A. For the delay of 300 ms, the performance of the LNAC is far superior as compared with WADC13 as
shown in Figure 28B. The WADC13 is unstable with delays more than 400 ms; however, the LNAC is stable with delays
up to 800 ms as shown in Section 5.2.3.

6 | CONCLUSION

The residue-based damping controller is generally designed after linearizing the power system at a nominal loading
condition. This controller, used as a supplementary controller for the static var compensator, may fail under varying
loading conditions of the power systems. Moreover, the use of wide-area signals introduces time delays, which impede

FIGURE 28 Comparison of WADC13 with (A) 100 ms and (B) 300 ms delay. [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 27 Comparison of controllers with 800 ms delay. [Colour figure can be viewed at wileyonlinelibrary.com]
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the efficiency of the controller. In this study, an empirical expression has also been proposed to offset the effects of com-
munication time delays caused due to use of wide-area signals. But as the delay time is increased, the damping capabil-
ity of the residue-based controller reduces quite significantly, even with delay compensation incorporated. Therefore, a
neuro-adaptive control scheme has been proposed in this study, which has the additional advantage of being simple in
architecture, thereby providing a minimal computational burden as compared with other existing neuro-controllers in
the literature. It ensures swift control action and it is demonstrated that the proposed neural identifier is sufficient for
online control schemes and that the use of complex network structures with nonlinear neurons is not required in such
applications. Comprehensive simulation studies on nonlinear models of single-machine infinite-bus and two-area
power systems were conducted, and the superior oscillation-damping performance of the proposed controller was dem-
onstrated over various operating scenarios, time delays, and some previous studies.

In the optimal classification and regression decision tree (CART) can be integrated with the proposed neuro-
adaptive controller to further limit the computational load of the controller for their application in oscillation damping.
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APPENDIX

A | PROOF OF THEOREM 1

Proof. A positive semi-definite Lyapunov function is described and represented as

VðkÞ¼ 1
2
WeðkÞWT

e ðkÞ ðA1Þ

WeðkÞ¼W 0 �W I ðkÞ: ðA2Þ

W 0 is the value of the W I ðkÞ if the identifier output exactly matches the plant output. The change in
Lyapunov function ΔVðkÞ can be expressed as

ΔVðkÞ¼ 1
2
ΔWeðkÞΔWT

e ðkÞþΔWeðkÞWT
e ðkÞ: ðA3Þ

Using (30) to (34) with (A) yields

ΔW I ðk�1Þ¼ ηðkÞIðk�1ÞITðk�1ÞWeðk�1Þ: ðA4Þ

can be rewritten as

ΔVðkÞ¼ �ΔV0ðkÞ 2ηðkÞ�η2ðkÞ Iðk�1Þk k2
2

h i
ðA5Þ

ΔV 0ðkÞ¼ 1
2
WeðkÞWT

e ðkÞ Iðk�1Þk k2
2
: ðA6Þ

With ΔVðkÞ<0, system is asymptomatically stable. Using this property in (A5) results in

0< ηðkÞ< 2

Iðk�1Þk k2
2

: ðA7Þ

▪

To avoid division by zero, (A7) can be modified as

ηðkÞ¼ ηo
Iðk�1Þk k2

2
þϵ

ðA8Þ

where 0< ηo <2.

B | PASSIVE AND DISSIPATIVE SYSTEMS
Passive systems: A system is regarded to be a passive such that there exists a negative semi-definite function V1ðxðkÞÞ
and

< y,u> Tt ≥V1ðxðkÞÞ ðB1Þ
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< y,u> Tt ¼
XTt

k¼1

yTðkÞuðkÞ: ðB2Þ

Dissipative systems: A system is known to hold dissipativity of type Q, S, R such that supply rate sðu,yÞ exists as a
function of input(u) and output (y) and

sðu,yÞ≥V1ðkÞ ðB3Þ

sðu,yÞ¼ < u,Ru> Tt þ2< y,Su> Tt þ < y,Qy> Tt : ðB4Þ

where Q, S and R being the constant matrices and Q, R being the symmetric matrices. The system's dissipativity can be
demonstrated using input-strict passivity with the following properties:

Q¼ 0, R¼�μI,μ>0, S¼ 0:5I: ðB5Þ

C | PROOF OF THEOREM 2

Proof. A negative semi-definite Lyapunov function is described and represented as

V 1ðkÞ¼ �1
2
WeðkÞWT

e ðkÞ ðC1Þ

ΔV 1ðkÞ¼ ΔV2ðkÞþΔV3ðkÞ ðC2Þ

ΔV2ðkÞ¼ �1
4

ΔW I ðkÞΔW T
I ðkÞ�ΔW I ðkÞWT

e ðkÞ
h

�WeðkÞΔW T
I ðkÞ

i
:

ðC3Þ

ΔV2ðkÞ¼ ½WeðkÞ� I
2

� �
½ΔW T

I ðkÞ�þ ½ΔW I ðkÞ� �I
4

� �
½ΔW T

I ðkÞ�: ðC4Þ

Using (A2) and (A4), ΔV3ðkÞ can be written as

ΔV 3ðkÞ¼ ΔV30ðkÞ 2�ηðkÞ Iðk�1Þk k2
2

h i
ðC5Þ

ΔV30ðkÞ¼
1
4
ηðkÞWeðkÞWT

e ðkÞ Iðk�1Þk k2
2

ðC6Þ

ΔV1ðkÞ¼ ½WeðkÞ� I
2

� �
½ΔW T

I ðkÞ�þ ½ΔW I ðkÞ� �I
4

� �
½ΔW T

I ðkÞ�

þΔV30ðkÞ 2�ηðkÞ Iðk�1Þk k2
2

h i
:

ðC7Þ

A supply rate for the system in terms of (B4) can be expressed
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sðkÞ ¼ ½WeðkÞ�½0�½WT
e ðkÞ�þ ½WeðkÞ� I

2

� �
½ΔW T

I ðkÞ�

þ ½ΔW I ðkÞ� �I
4

� �
½ΔW T

I ðkÞ�:
ðC8Þ

With Q¼ 0,R¼�0:25I,S¼ 0:5I, in (B4), input-strictly passivity is proved if (40) is satisfied, which
follows

sðkÞ≥V1ðkÞ ðC29Þ

and, hence, the system's dissipativity is inferred. ▪
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