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ABSTRACT Accurate Software Effort Estimation is of high importance with regard to Software Project
Management. It can be specified as the process for predicting Effort regarding costs, needed for developing
software products. A lot of techniques related to software effort estimation were carried out for developing
models that are generating optimal estimation accuracy. Swarm intelligence is one such technique. The
process-related in selecting the optimum estimation algorithm is expert dependent and complex. The
presented study optimizes the estimation using the COCOMO II models by two models: the first model
applied the dolphin algorithm, the second model applied suggested hybrid dolphin and bat algorithm
(DolBat). By applying the two models on two data set and evaluate with the use of Magnitude of Relative
Error(MRE) andMeanMagnitude of Relative Error(MMRE). The results indicate that the dolphin algorithm
has better than previous algorithms but the (DolBat) is the best to get the coefficient value of the COCOMO
II model.

INDEX TERMS Bat algorithm, COCOMO II model, dolphin algorithm, effort estimation, echolocation,
NASA project dataset.

I. INTRODUCTION
Software cost estimation is a process of high significance
since it is essential for estimating the project’s costs at
the initial phase. Cost estimation has needed for computing
resources and the budget needed for a project [1] and [2].
Costs have related to project depend upon efforts achieved,
which involve the number of reviews efficiency through-
out implementing and predevelopment processing, and so
on [3]. There have applied two significant types of estima-
tion techniques Model-Based and Expert-Based techniques.
The first one has established depending on mathematical
models, whereas the second one has based on human guid-
ance. There are related certain examples of approaches, like
COCOMO II [4] FUNCTION POINT ANALYSIS [5], USE
CASE POINT [6], and [7] as well as others. All presented
estimation techniques face the problem of the absence of
accuracy. The majority of such approaches are focusing on
is certain aspects associated with the process of software
development while ignoring others. Furthermore, most such
approaches are traditional and ineffective concerning IDEs,
paradigms, programming languages, in addition to other tools
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of development. A few adjustment factors are regarding such
techniques might be biased toward certain processes of devel-
opment and work environment or cultures [8]. Swarm intel-
ligence can be considered as the main topic in AI. A lot of
algorithms have developed according to the properties and
definitions related to swarm intelligence, such as algorithms
might be divided into two categories, the first one has consid-
ered as the process algorithm which has based on a genetic
algorithm that majorly imitates population evolution’s pro-
cess, the second one is the bionic behavior algorithm which is
simulating behavior model regarding various species looking
for preys. They use behavior rules related to individuals as
well as interactions between the individuals for producing
certain changes at the group level in addition to achieving spe-
cific aims such as bat and dolphin algorithms [9]. This work
optimizes the estimation with the use of the COCOMO II
model through utilizing two models: the first model has
applied the dolphin algorithm, the second model has applied
the hybrid dolphin and bat algorithm (DolBat). By apply-
ing the two models to two data set taken from the promise
software engineering data set. These data are NASA-93 and
NASA-60 [10]. The projects of data set consist of (KLOC)
thousand source lines of code, actual effort. The cost drivers
rating from extremely low to extremely high are also present
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in data set software projects. 15 software projects have been
selected from NASA-93 and NASA-60 randomly. By using
metrics of evaluation MRE and MMRE, the result show that
the suggested DolBat is the best optimization of COCOMO
II model coefficients (a, b) values. Furthermore, the current
study is classified into eight sections. Section II explains
some of the related work, whereas section III describes the
COCOMO II model, as for section IV, it points out the
dolphin algorithm. In its turn, section V will shed light on
the BAT algorithm. Section VI interprets the Dolphin Bat
Algorithm (DOLBAT) proposed to estimate software effort.
Finally, the results will be given by section VII besides the
corresponding discussion. The conclusions and future works
have shown in section VIII.

II. REKATED WORK
Software cost estimation has a critical function in the man-
agement of the project. Wrong results may bring about over-
estimating or underestimating effort, which can have severe
consequences on the resources of the project [11]. It is
worth mentioning that different studies have utilized vari-
ous meta-heuristic algorithms to improve the performance
related to the COCOMO II model. A study conducted by [12]
utilized a genetic algorithm to optimize parameters related
to the COCOMO II model, whereas the study [13] utilized
the Bat algorithm for estimating software project’s costs.
The study [1] utilized a differential evolution algorithm for
the same purpose. The study [14] utilized a hybrid Cuckoo
and Harmony algorithm for predicting software costs. The
author [15] uses a hybrid Bat and Grautational algorithm to
estimate the effort of software. The author [11] use regres-
sion fuzzy models for prediction software estimation effort.
It can be stated that in the present study. The study [16]
genetic algorithms have used for optimizing the COCOMO-II
post architecture model by tuning its four coefficients. This
tuning has followed to improve the accuracy of predicting
both the effort and the development time. From her part,
NASA has conducted the experiments based on data set
to compare the accuracy of the optimized coefficient with
current COCOMO-II coefficients. The other study which has
conducted by [17] proposed a method by which it can analyze
datasets, automatically and building estimation models with
different techniques of machine learning, and evaluating and
comparing their outcomes for a particular dataset to find
the model, that produces the most precise estimations. They
have been applied in a specific experimental context with
the use of nine different estimation techniques. The proposed
approach to automated model selection tries to combine the
correlation coefficients, Bayesian information criterion, and
PRED measures.

In this paper, we used swarm algorithms for optimizing
the COCOMO-II by tuning its two coefficients to improve
the accuracy of predicting the effort of software development.
Experiments were conducted to compare the accuracy of the
optimized coefficient with current COCOMO-II coefficients
on two NASA data set.

III. COCOMO II MODEL
The Constructive Cost Model has been used for determining
software costs, it has created via Boehm depending on empir-
ical analysis regarding software development projects [4].
Such a model utilizes a straightforward regression formula to
estimate costs, efforts, and schedules regard to the software
projects depending on the project’s features [18] and [19]
Such a model might be enhanced with the use of a meta-
heuristic algorithm [20]. Various studies utilized different
meta-heuristic algorithms for improving the performance
related to this model. The model has specified in 3 modes:
Organic (2-50 KLOC), Semidetached (50-300 KLOC), and
Embedded (>300 KLOC). All these modes are correspond-
ing to the complexity level which has related to code, team
size, innovation level of the project, environment strictness,
and final volatility [21]. The Intermediate model will be
estimating the software development effort concerning man-
month through taking into account code size, which has
determined through thousands of code lines. The model is
adjusting estimation value with the use of experimental
constants A and B. Project attributes which have specified
through 15 drivers that are corresponding to a set of numerical
values referred to as multipliers. The Estimated effort regard-
ing COCOMO II has determined with the use of Eq.1 [22].

Effort = A∗(Size)B∗
∏15

i=1
EMi (1)

where Size in kilo line of code KLOC and Emi representing
15 effort multipliers, whereas π15

i=1 the result of their multi-
plication. Model multipliers representing: computer, product,
personnel, and project factors. Values regarding driver mul-
tipliers have allocated depending on 6 categories scale:Very
Low, Low, Nominal, High, Very High, and Extra High. The
exact values are given in Table 1 [8].

IV. DOLPHIN SWARM ALGORITHM (DSA)
Dolphins are very smart animals. Also they have significant
living habits and bio-logical characteristics, some of them are
as follows [23]:

1) Echolocation: this is a distinctive ability used by dol-
phins in their search for prey. They have the ability to make
sounds and estimating shape, distance, as well as the location
related to prey depending on echo intensity. By using echo,
dolphins will have excellent perception with regard to the
environment around them [24].

2) Cooperation and division of labor: With regard to the
majority of cases, the predatory behavior isn’t accomplished
via just a single dolphin, yet via joint attempts regarding a
lot of dolphins via division of labor and co-operation. There
is a certain division of labor between dolphins. For example,
the dolphin that is close to prey is responsible to track the
prey’s movement, while dolphins far from prey will surround
the prey via creating a circle.

3) Information exchanges this is another property related
to dolphins, since they have the ability to express various
ideas with the use of sounds at various frequencies, also

75280 VOLUME 8, 2020



A. A. Fadhil et al.: SCE Based on Dolphin Algorithm

TABLE 1. The numeric values of the effort multipliers.

they have a distinctive language system. With regard to the
predatory process, particularly within a division of labor and
co-operation, the capability to exchange information is often
utilized for calling other dolphins and updating the prey’s
location. After using the exchanged information, the dol-
phin might take excellent actions for making predation more
efficient [9].

A. PHASES OF DOLPHIN SWARM ALGORITHMA
DSA has a lot of phases, such as initialization, search,
reception, call, and predation, include the predatory process
of dolphins, and such habits and characteristics are help-
ing dolphins achieving their goal throughout the process of
predatory. The algorithm of dolphin swarm is conforming to
thoughts regarding swarm intelligence, yet they are different
from conventional algorithms of swarm intelligence. Depend-
ing on swarm intelligence, a specific number of dolphins is
needed for simulating living habits and biological characteris-
tics indicated in the actual predatory process of dolphins [25].
DSA might be divided into five phases as follows:

1) Initialization phase: evenly and randomly generating
initial dolphins swarm, Doli = [x1, x2, . . . , xD] T (i =
1, 2, . . . ,N) where N denoted as number of dolphins. xj
represent component regarding each one of the dimensions
which will be optimized. With regard to each dolphin Doli,
there are two corresponding variables:
• Li is an optimal solution that Doli find in a single time.
• Ki is the neighborhood optimal solution.

where i = 1, 2, . . . ,N. After initialize dolphin value, cal-
culate fitness for each one of the dolphins and obtain Fitk.
Fitk = {F itk,1, Fitk,2, . . . ,F itk,N}
2) Search Phase: In this phase, every one of the dolphins

performs a search of its surrounding area through emitting
sounds in M random directions. Similarly, the sound can be
represented in the following way: Vi = [v1, v2, . . . , vD]T,
(i = 1, 2, . . . ,M) in the present research, M stands for a
number of the sounds and vj, (j = 1, 2, . . . ,D) represents
the component of every one of the dimensions, which is the

sound’s attribute of direction. Moreover, the sounds satisfy
||Vi|| = speed, (i = 1, 2, . . . ,M), ‘‘speed’’ represents a
constant which is equivalent to the sound’s attribute of the
speed. For the sake of preventing dolphins from being stuck
in this phase, a maximal search time T1 is set. In the maximal
search time T1, sound Vj which Doli, (i = 1, 2, . . . ,N)
produces in time t is going to search for a new solution Xijt,
that may be expressed in the following form:

Xijt = Dol i+Vi ∗ t (2)

For the new solution Xijt that Doli obtains, its fitness Eijt may
be computed using the following formula:

Eijt = Fit(Xijt ) (3)

if (Eiab = minj=1,2,...,M;t=1,2,...,T1Eijt ) (4)

In this case, the individual optimum solution Li of Doli will
be specified as:

Li = Xiab (5)

if (Fitness (Li) < Fitness (Ki)) (6)

thenKi is replaced by Li; otherwise, Ki does not change. After
all the Doli (i = 1, 2, . . . ,N) update their Li and Ki (in the
case where they may be updated), DSA enters call phase.
3) Call Phase In this phase, every one of the dolphins

produces sounds for informing other dolphins of the results
in the search phase, which includes whether a more sufficient
solution has been obtained and the location of that better
solution. The matrix of the transmission time TS where TSi,j
stands the rest of the time for sound to travel fromDolj to Doli
and requires being updated in the following way: For Ki, Kj,
and TSi,j

if (Fitness (Ki) < Fitness
(
Kj
)

and TS i,j >
⌈

DDij
A ∗ speed

⌉
then TS i,j =

⌈
DDi,j
A.speed

⌉
(7)
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Otherwise T S(i,j) remain it’s value. Where (i = 1, 2, . . . ,N;
j = 1, 2, . . . ,N) and DDi,j is the distance between Doli and
Dolj.

DDij =
∥∥Dol i − Dol j∥∥ , i, j = 1, 2, . . .N , i 6= j (8)

Speed represents a constant which is equivalent to the sound’s
attribute of speed. A stands for a constant which represents
the acceleration that is capable of making the sounds travel at
a higher speed in the case of quite low speed, then, TSi,j will
undergo updating based on the Eq. 7.

4) Reception phase In theDSA, the process of the exchange
(which includes call and reception phases) will be maintained
with the TS, in the case where the DSA enters the phase of the
reception, every termTSi,j (i = 1, 2, . . . ,N; j = 1, 2, . . . ,N),
Then TS decreases by 1 for the sake of indicating that sounds
propagate over 1 unit of time. In this case, the DSA requires
checking each one of the terms TSi,j in a matrix, and

if (TS i,j = 0) (9)

Meaning that sound which is transmitted from Dolj to Doli
may be obtained by Doli, in this case where is a need for
replacing the TSi,j by new time term which is referred to as
the ‘‘maximum transmission time’’ (T2), for indicating that
the equivalent sound was received. Performing a comparison
of Ki and Kj,

if (Fitness (Ki) > Fitness
(
Kj
)
) (10)

in this case, Ki will be replaced with Kj; else, Ki remains
unchanged. After each term in the matrix TS which satisfies
Eq. 9 is handled, DSA begins the predation phase.

5) Predation phase In this phase, each one of the dolphins is
required to compute the encircling radius R2, determining a
distance between the optimum solution of the neighborhood
of the dolphin and its position following the phase of pre-
dation based on the available data, and afterward, obtains a
new position. For every one of the dolphins, the following is
computed:

a) distance DK:

DK i = ‖Dol i − Ki‖ , i = 1, 2, . . .N (11)

b) distance DKL:
c)

DKL i = ‖Li−Ki‖ , i = 1, 2, . . .N (12)

R1: represents the radius of the search, representing the
maximal search phase range, may be computed based on the
following equation:

R1 = T1× speed (13)

In general, calculating the encircling radius R2 and dolphin’s
position update has to be discussed in three cases. a) if (DK i ≤ R1)

Then R2 =
(
1− 2

e

)
DK i

 (14)

newDol i = Ki+
Dol i−Ki
DK i

R2 (15)

b) 
If (DK i > R1 and DK i ≥ DKL i)

Then R2 =

(
1−

DKi
Fitness(Ki)

+
DKi−DKLi
Fitness(Li)

e.DK i
1

Fitness(Ki)

)
DK i

 (16)

newDol i = Ki+
Random
‖Random‖

R2 (17)

c) 
If (DK i<DKL i)

Then R2 =

(
1−

DKi
Fitness(Ki)

−
DKLi−DKi
Fitness(Li)

e.DK i
1

Fitness(Ki)

)
DK i

 (18)

Calculate newDoli as Eq. 17, where e represents a constant
which is greater than 2. After Doli moves to the position
newDoli, comparing newDoli with Ki concerning fitness,

Fitness(newDol i) < Fitness(k i) (19)

then Ki is replaced by newDolı; otherwise, Ki does not
change. After all the Doli (i = 1, 2, . . . ,N) update their
locations and Ki (in the case where it may be updated),
specify if the DSA satisfies the end condition. In the case

where the end condition has been met, DSA begins the
phase of the termination. Else, DSA begins the search phase
once more [9], and [26].

V. BAT ALGORITHM
In the year of 2010, Yang has presented a new algorithm of
optimization, which is referred to as the Bat Algorithm (BA),
according to the swarm intelligence and inspiration form the
observation [27]. microbat’s behaviors and characteristics.
Three main properties of the microbat have utilized for the
construction of the main Bat Algorithm structure, have listed
below [28]:

a) the echolocation behavior: the majority of bat species
use the echolocation for detecting the prey.

b) the frequency: the microbat transmits a fixed frequency
fmin with a variable wave-length λ and loudness A0 for
searching for the prey.

c) the loudness: the loudness which is presumed to vary
from a positive large A0 to a minimal constant value,
represented as Amin.

The virtual bat’s movement is regulated based on
Eq.20 - Eq. 22:

fi = fmin + (fmax − fmin) β (20)

where fırepresents the frequency which is utilized by a bat
which seeks for the prey, suffixes, max, andmin, represent the
maximum andminimumvalues, respectively, β is an arbitrary
vector, drawn from a uniform distribution, and β ∈ [0, 1].

vti = vt−1i +
(
x ti − xbest

)
fi (21)

x ti = x t−1i + vti (22)
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TABLE 2. The estimate effort using DolBat algorithm and other algorithms for Nasa-93 dataset.

xi represents ith bat location in the space of the solution, vi is
the bat’s velocity, t represents the present iteration, and xBest
represents global near optimal solution which has obtained to
the point, over the entire population [29]. A new solution for
the bat will be produced based on Eq. 23:

xnew = xold + εAt (23)

ε represents an arbitrary number which ε ∈ [−1, 1], and
At is the average loudness of all of the bats at the present
time step. Following the update of the bats’ positions, pulse
emission rate rıand loudness At are updated, as well only in
the case where the global near optimal solution is altered and
the randomly produced number is< Ai. Ai and ri updates are
regulated with Eq. 24.

At+1i = α · Ati (24)

whereα is constants andα = 0.9 is used for simplicity, Check
the condition of the termination for deciding whether going
back to Eq. 20 or terminating the algorithm and producing the
near optimal solution [28], and [30].

VI. DOLPHIN BAT ALGORITHM (DOLBAT) PROPOSED TO
ESTIMATE SOFTWARE EFFORT
In this work has been using dolphin algorithm andHybridized
with bat algorithm to get better coefficients value to predict
effort of software, in the initial phase in dolphin algorithm it
configure three matrices randomly

a) Dol ( location of dolphin)
b) K ( optimal neighborhood)
c) L (optimal individual)

These matrices form of a two dimensional The row of matric
represents the number of dataset projects used, and the
columns of matric represent the coefficients of COCOMO
II (a, b) necessary in the Eq. 1 to get the best estimation,
Fitness is then calculated for each dolphin with the rest of
the dolphins stored in k matrix, Then the search phase begins
by adding the sound to Dol matrix by the Eq. 2 to generate
L matrix based on fitness of Dol adding sound and find best
fitness of L matrix and k matrix (fitL, fitk) by the Eqs. 3-6.

which is near to the actual effort, in the calling phase com-
pute the distance between Doli and Dolj named DDi,j, The
transmission time matrix TS is updated By Eq. 7. Then,
the reception phase starts where TS is reduced by (0.1) and
update fitk matrix By Eq.10, The last stage in the dolphin
algorithm is the predation which starts after the value of
R1 is calculated by Eq. 13 where R1 stands for the maxi-
mal domain in the search stage, speed is a constant which
is Considered as the sound attribute after several attempts
of different values found that speed = 1, t1 = 3 gave the
best results, and compute the distance: between Doli and Ki
named DKi Eq. 11, the distance between Li and Ki named
DKLi Eq. 12. The new position is then configured depend
on the distance between (DKi, DKli, R1) according to the
Eqs. 14-18 and obtains a new location Eq. 15, or Eq. 17,
computes the fitness and updates FitK,i. After new sites have
been created using the dolphin algorithm, this new generation
(which is arranged by lower fitness). The best location is the
first location is sent in the bat algorithm, In the bat algorithm,
the new generation is then created after updating the velocity
and frequency for population by Eqs.20-21, Calculates the
fitness for this generation and select the location that has the
best fitness, repeat work of the bat algorithm 100 iterations
to get the best location and return it to the Dolphin algorithm.
The Dolphin algorithm repeats its steps up to 1000 iteration to
get the best variables (a, b) required in the estimate software
effort. Figure 1 represents the stages of the dolphin algorithm
after Hybridized with bat algorithm.

VII. RESULTS AND DISCUSSION
The dolphin algorithm was applied and hybridized with the
bat algorithm in Matlab language and on two sets of data:

a) Nasa-93 which contains information about 93projects.
b) Nasa-60 which contains information about 60 projects.

The results were compared with the COCOMO II model,
bat algorithm [13], genetic algorithm [16] and CSHS algo-
rithm [14], The results of the estimate software effort on
Nasa-93 data are shown in Table 2. Where the value of the
coefficients of COCOMO II (a, b) for the proposed algorithm
and other algorithms shown in Table 3.
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FIGURE 1. The fiowchart of DoIBat Algorithm.

TABLE 3. COCOMO-II coefficient values of estimate effort using DolBat algorithm and other algorithm for Nasa-93 dataset.

TABLE 4. MMRE values of estimate effort using DolBat algorithm and other algorithm for Nasa93 dataset.

TABLE 5. The estimate effort using DolBat algorithm and other algorithm for Nasa-60 dataset.

The proposed algorithm was evaluated with the use of the
Magnitude of Relative Error (MRE) [31]. To evaluate the

performance in our work use two metrics: 1- Mean Mag-
nitude of Relative Error (MMRE). In order to measure the
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TABLE 6. COCOMO-II coefficient values of estimate effort using DolBat algorithm and other algorithm for Nasa-60 dataset.

TABLE 7. MMRE values of estimate effort using DolBat algorithm and other algorithms for Nasa-60 dataset.

FIGURE 2. MMRE values of estimate effort using DolBat algorithms and other algorithms for Nasa 93 datase.

FIGURE 3. MMRE values of estimate effort using DolBat algorithms and other algorithms for
Nasa-60 dataset.

appropriate accuracy of COCOMO II, we used the most used
evaluation measures in the domain of software engineering.
These are MRE Eq. 25

MRE = (|estimate effort(i)− actual effort(i)|)

/(actual effort(i)) (25)

And Mean Magnitude of Relative Error (MMRE) [31]
using Eq. 26:

MMRE = 1/n
∑n

i=1
(|estimate effort (i)

−actuale ffort(i)|)/actual effort(i)) (26)

where N is a number of projects in the dataset. 2- PRED is a
ratio of predicts found within X percent of the actual values
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according to the Magnitude of relative error (MRE). PRED is
computed in the Eq. 27 [17]

PRED(X) =
100
N

∗∑N

i=

{
1, if MREi ≤ X
0, otherwise

}
(27)

Generally, X = 0.25 and N is a number of project in the
dataset, From the results of the measurements shows that the
proposed algorithm gave the best results to estimate the effort
as showed in Table 4 and Fig. 2 The results of the estimate
software effort on Nasa-60 data are shown in Table 5. Where
the value of the coefficients of COCOMO II (a, b) for the
proposed algorithm and other algorithms shown in Table 6.
the results of the measurements show that the proposed algo-
rithm gave the best results to estimate the effort as showed
in Table 7 and Fig. 3

VIII. CONCLUSION AND FUTURE WORK
Software Cost Estimation (SCE) is an important phase in the
software development life cycle (SDLC). The good estima-
tion leads the project smoothly towards completion. In this
work has applied the dolphin swarm algorithm and hybrid bat
algorithm (DolBat) to optimize the cost estimation models
COCOMO II coefficients (a, b). Where the algorithm of
the dolphin swarm is especially suitable for the optimiza-
tion tasks, with fewer individuals and more fitness function
calls and benefits from the echolocation and adopts a vari-
ety of strategies for obtaining the solution more effectively.
By applying the proposed algorithm the value of MMRE
equal (50.2757) for NASA-93, and the value of MMRE equal
(14.576) for NASA-60, as has compared with the previously
has applied algorithm the proposed algorithm has the lowest
MMRE. In future work, this work can be extended by the
hybridization using a dolphin algorithmwith other algorithms
or using a new algorithm to estimate the efforts of software
applications.
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