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Abstract—Smart systems, including smart grid (SG) and
Internet of Things (IoT), have been playing a critical role in
addressing contemporary issues. Taking full advantage of the big
data generated by the smart grid can enhance the system stability
and reliability, increase asset utilization, and offer better
customer experience. To better support the data-driven smart
grid, the machine learning technologies such as cluster analysis
can be applied to process the massive data generated in smart
grid. However, the process of cluster analysis may cause the
disclosure of personal private information. In this paper, to
achieve privacy-preserving cluster analysis in smart grid, we
propose IDPC, a Differentially Private Clustering algorithm
based on the Infinite Gaussian mixture model (IGMM). IDPC
uses a combination of nonparametric Bayesian method and
differential privacy. The nonparametric Bayesian method allows
certain parameters to change along with the data and it is usually
adopted in a clustering algorithm without a fixed number of
clusters. The Laplace mechanism is used in data releasing
process to make IDPC differentially private. We present how
to make the nonparametric Bayesian clustering algorithm
differentially private by adding Laplace noise. By security
analysis and performance evaluation, IDPC is proved to be
privacy-preserving as well as efficient.

Index Terms—Differential privacy, Nonparametric Bayesian
Method, Clustering, Big data, Smart grid.

I. INTRODUCTION

SMART grid, a sensor-embedded smart electricity system

allowing two-way communication between the utility and

customers, is transformed from the traditional grids to achieve

reliable, safe, economical, efficient, and environmentally

friendly use of the grid. With the proliferation of intelligient

devices, the data collected from the smart grid has also grown

exponentially [1], [2]. The analytics of these data is the key to

intelligiently control of the production and distribution of elec-

tricity. As a promising solution, the advanced machine learn-

ing/deep learning (ML/DL) techniques can be applied to smart

grid for data analysis, such as user electricity behavior analysis,

power equipment monitoring and user classification [3]–[5].

However, the vast amount of data generated, processed and

exchanged in smart grid is usually security-critical and pri-

vacy-sensitive, such as user information, power transmission

and distribution data, hence has become the target of various

attacks [6]–[8]. Although these data are of great value, the

processing and analysis of involved sensitive information may

cause leakage of users’ privacy. Therefore, it is critical to

guarantee privacy-preserving data analysis in smart grid. Dif-

ferential privacy is proposed in [9] ensuring the privacy of all

individuals in a dataset. One commonly adopted technique to

achieve differential privacy is to add random noises, which

obey a distribution that satisfies specific conditions, during

data analysis or when publishing analysis results [10], [11].

Clustering is an important method in unsupervised learning.

The main idea of clustering is to divide the dataset into several

clusters according to the similarity between the data points, so

that the similarities of data points in the same cluster are as high

as possible, and the similarities between data points in different

clusters are as low as possible. The algorithms we use for cluster-

ing, such as k-means and Gaussian Mixture modeling, need to

specify the number of clusters in advance. However, in practice,

due to the lack of previous knowledge of the datasets, we cannot

accurately determine the number of clusters. In addition, for

many real-world datasets, the number of clusters is uncertain.

The nonparametric Bayesian method refers to a class of techni-

ques that allows certain parameters to change with the data and it

can be used to perform clustering without a fixed number of clus-

ters. There have been someworks on how to apply nonparametric

Bayesian method in a clustering task [12], [13]. However, there

has been no research about how tomake it privacy preserving.

In our proposed algorithm, we combine the nonparametric

Bayesian method and differential privacy to achieve privacy-

preserving clustering with uncertain number of clusters.

Instead of blindly set the number of clusters, we allow it to

grow as more data are observed. Meanwhile, we make the

nonparametric Bayesian clustering algorithm differentially

private through some mechanisms.
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The contributions of our paper are mainly as follows:

1. We propose IDPC, an IGMM-based differentially pri-

vate clustering algorithm for smart grid. IDPC combines

the nonparametric Bayesian method with differential

privacy to cluster data with non-fixed number of clusters

in a private manner.

2. We propose a method to ensure that the algorithm

satisfies differential privacy through some mecha-

nisms. Specifically, we present how to make the

nonparametric Bayesian clustering algorithm differ-

entially private and show the detailed mechanism of

adding noises.

3. We theoretically analyze the security of proposed algo-

rithm and prove the efficiency through numerical

experiments on two datasets. The experimental results

demonstrate that proposed IDPC can achieve a tradeoff

between privacy and utility.

The rest of this paper is organized as follows. In

section II, we present the related work. Section III gives

some preliminaries. In section IV, our model and its design

goals are stated. Section V shows details of our proposed

IDPC. In section VI, we show the security analysis. In

Section VII, we evaluate the performance of IDPC. In

Section VIII, the paper is concluded.

II. RELATED WORK

With the rapid development of sensing and control technol-

ogies and the wide deployment of sensors, massive data such

as power generation/consumption information and equipment

information is produced in the smart grid [14]. Exploiting big

data technologies to analyze these data to understand the state

of the system can provide a basis for improving the stability

and efficiency of the grid [15], [16]. Cluster analysis, a vital

technology for big data analytics [17], [18], has wide applica-

tions in smart grid, such as user behavior analysis, power man-

agement, and equipment fault detection [19]–[21]. Reference

[19] applied cluster analysis to residential smart meter data to

discover behavior groups, which classified customers based

on their demand and variability. Reference [20] used nodes

and links to represent the buses and power transmission lines,

abstracted the power transmission system into a network, and

then mines the internal structure through hierarchical spectral

clustering.

However, some sensitive information may be involved when

applying advanced ML/DL techniques for data analysis, such

as individual information and electricity usage data. Security

and privacy issues in smart grids have always been a key

research area [6]. There are some existing solutions aiming at

preserving the private information of smart grid users [22]–

[24]. Reference [22] proposed a practical privacy-preserving

data aggregation scheme without using a trusted third party, in

which user’s personal data is masked within a virtual aggrega-

tion area while ensuring that the impact on the aggregation

result is negligible.

There have been many works on data privacy protection for

data analysis, including k-anonymity [25], l-diversity [26],

differential privacy [9], and so on. To tackle with the problem

that an attacker can steal data privacy by correlating back-

ground knowledge and clustering results, reference [27]

applied differential privacy to clustering algorithm and pro-

posed a k-means clustering method DP k-means (Differential

Private k-means) which can cope with any background knowl-

edge. This method realizes privacy preservation by adding

appropriate random noise to the intermediate variables such as

the sum of clustering records and the number of records in the

iterative process of k-means algorithm. There have been many

researches on how to improve the accuracy of differentially

private clustering algorithms, from the perspective of privacy

budget allocation and improving the clustering algorithms

[28], [29]. Several papers (e.g. [30], [31]) have studied related

security issues.

For the purpose of addressing the problem that it is difficult

to determine the number of clusters in some datasets, the non-

parametric Bayesian method has been applied in clustering

algorithm [32], [33]. In nonparametric Bayesian clustering,

we need not to specify the number of clusters to be a fixed

number in advance and it can change along with the data. Ref-

erence [32] used the nonparametric Bayesian method to deter-

mine the quantity of transmitting devices in the primary user

spectrum and identify the primary user emulation attacks.

Nevertheless, existing nonparametric Bayesian clustering

algorithms have not considered that the release of results may

disclose private information in the dataset. In IDPC, we com-

bine the nonparametric Bayesian method and differential pri-

vacy to achieve privacy-preserving nonparametric Bayesian

clustering algorithm.

III. PRELIMINARIES

We introduce the definition of differential privacy and

Dirichlet process in this section.

A. Differential Privacy

Through some mechanisms to change the distribution of

query results, so that an adversary cannot obtain the personal

privacy information by comparing two queries results on

neighboring datasets, and one can realize the differential pri-

vacy protection of the individual privacy information.

Definition 1 " -differential privacy:
If for any two neighboring datasets D and D’, a mechanism

F and any possible output O 2 RangeðF Þ, there exists
PrðF ðDÞ 2 OÞ � e" � PrðF ðD0Þ 2 OÞ (1)

Then, F satisfies " -differential privacy. The neighboring

datasets D and D’ refer to two datasets with one data point dif-

ferent at most. " represents the privacy budget and it denotes

the level of privacy guarantee. The smaller the privacy budget,

the greater the degree of privacy preserving.

B. Dirichlet Process

We first review the definition of the beta distribution and the

Dirichlet distribution. Beta distribution is a conjugate prior to

2632 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 7, NO. 4, OCTOBER-DECEMBER 2020

Authorized licensed use limited to: ULAKBIM UASL - SELCUK UNIVERSITESI. Downloaded on December 07,2023 at 07:03:16 UTC from IEEE Xplore.  Restrictions apply. 



the binomial distribution. Given a > 0;b > 0, its probability
density function is

fðx;a;bÞ ¼
xa�1ð1�xÞb�1

Bða;bÞ ; x 2 ½0; 1�
0; else

(
(2)

where

1

Bða;bÞ ¼
Gðaþ bÞ
GðaÞGðbÞ (3)

Gð�Þ is the Gamma function and

GðzÞ ¼
Z 1

0

tz�1e�tdt:

Dirichlet distribution [34] is defined as the distribution on

the K-dimensional probability simplex fv1;v2; . . . ;vKg, withPK
i¼1 vi ¼ 1. Given a1;a2; . . . ;aK > 0, the probability den-

sity function of Dirichlet distribution is

fðv1; . . . ;vK ;a1; . . . ;aKÞ ¼
QK

i¼1
v
ai�1
i

BðaÞ ; vi 2 ½0; 1�
0; else

(
(4)

where

BðaÞ ¼
QK

i¼1 GðaiÞ
GðPK

i¼1 aiÞ
(5)

Definition 2 Dirichlet Process (DP) [35]:

The random distribution G on sample space Q is a Dirichlet

process, if for every finite measurable partition ðA1; A2; . . . ;
AkÞ of Q satisfies

ðGðA1Þ; . . . ; GðAkÞÞ e DirðaHðA1Þ; . . . ;aHðAkÞÞ (6)

and G is written as

G e DP ða; HÞ (7)

H is a base distribution, which can be seen as the expecta-

tion of G, E(G(A)) ¼ H(A); a is the concentration parameter,

which stands for the strength of prior.

IV. MODELS AND GOALS

A. An Overview of Our Model

Fig. 1 shows our system model. In this system, massive

amount of data, such as the electricity usage data generated

from smart home, is transferred to DPC (Data Processing Cen-

ter). And the analysis results obtained in DPC will be returned

to smart grid. The analysis results can then be applied to

increase the efficiency of management in power systems and

enhance the stability and reliability of smart grid.

Nevertheless, in the process of data analysis and result

release, personal private information may be leaked. In IDPC,

we achieve differentially private data analysis by adding ran-

dom noises to the released analysis results to protect the sensi-

tive information.

B. Design Goals

To solve the problem of privacy preservation while cluster-

ing the massive data generated in smart grid, we design our

algorithm with the following two major goals:

1) Privacy preservation: considering a pair of neighboring

datasets, regardless of how much background knowl-

edge an adversary owns, he cannot obtain any specific

information of an individual by accessing the statistical

data of associated dataset or the released analytic

results.

2) Accuracy: considering the tradeoff between the accu-

racy and the degree of privacy preservation, a balance

must be achieved.

Fig. 1. Our Proposed IDPC Algorithm in Smart Grid.
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C. Security Model

In our system, we assume that the DPC is trustful. However,

an adversary has the capability to alter the datasets transmitted

to DPC and has the access to the data analysis results released.

Differential privacy can achieve a strong privacy guarantee by

changing the distribution of query results on datasets through

some mechanisms, such as adding noise to query results, so

that an adversary cannot get specific individual information

by comparing two query results on two neighboring datasets.

V. DESCRIPTION OF OUR SCHEME

We will give the details our scheme in this section. We pro-

posed a differentially private nonparametric Bayesian cluster-

ing algorithm based on infinite Gaussian mixture modeling to

address the issues of uncertain number of clusters and privacy

disclosure in the clustering process. The nonparametric Bayes-

ian method for clustering and its combination with differential

privacy will be explained below.

We assume that a d-dimensional dataset D ¼ f~x1;
~x2; . . . ; ~xNg has N data points. Our proposed algorithm IDPC

mainly consists of two parts. In the first part, we utilize the

nonparametric Bayesian method to cluster the dataset, whose

number of clusters is uncertain or unknown to us. The main

goal of this part is to find the cluster label ~z ¼ fz1;
z2; . . . ; zNg. Specifically, zi ¼ k demonstrates that xi belongs

to kth cluster, and two data points having the same cluster

label belong to the same cluster. The second part is to utilize

the differential privacy to address the issue of privacy disclo-

sure during the releasing process of the clustering results.

A. Our Proposed Algorithm

Clustering is an important method in unsupervised learning.

The algorithms we use to cluster, such as k-means and Gaussian

Mixture modeling, need to specify the number of clusters to be

a fixed number. However, in practice, due to the lack of experi-

ence and background knowledge of the datasets, we usually

cannot determine the number of clusters accurately. Addition-

ally, for many real-world datasets, the number of clusters is

uncertain. Instead of fixing the number of clusters to be discov-

ered, we allow it to grow as more data are observed. The non-

parametric Bayesian method refers to a class of techniques that

allows certain parameters to change with the data.

The proposed algorithm we designed is to address the pri-

vacy issue of the nonparametric Bayesian clustering algo-

rithm. The main idea is to apply nonparametric Bayesian

method to cluster dataset and then apply differential privacy

to the released cluster results so that the results will not dis-

close individual information about the dataset. In the result

releasing process, privacy preservation is realized by adding

random noises to the parameters of released distributions. We

use the nonparametric Bayesian method to solve cluster task

and apply differential privacy to it. The detailed process of

our proposed algorithm is outlined in Algorithm 1. The first

part of the algorithm is to implement the clustering algorithm

in dataset D and obtain cluster label for each data point. The

second part is to estimate the parameters of each Gaussian

distribution (for every cluster) given the data points involved

and add noises to parameters to ensure the released distribu-

tions satisfy differential privacy. Then, the released noisy dis-

tribution estimated from dataset can be utilized to obtain

information about the dataset and predict the cluster label for

new observations without revealing the privacy of raw dataset.

We will discuss these two parts in detail in the following

subsections.

The nonparametric Bayesian method mainly consists of two

parts, generative model and inference model. The generative

model is related to data generation, which gives a hypothesis

about how the observations are generated and from which dis-

tribution. Inference model is used to estimate the associated

parameters given the observations based on the generative

model. Both of them will be discussed in the next two

subsections.

B. Generative Model

In this subsection, we describe two generative model for

nonparametric Bayesian clustering. In our proposed scheme,

we assume that observations are generated from mixture

Gaussian modeling. Next, we will describe the generative

models for fixed number of clusters and non-fixed number of

clusters based on Gaussian mixture modeling, respectively.

The model for fixed number of clusters is an extension of the

model for non-fixed number of clusters.

Algorithm 1: IGMM-based Differentially Private Clustering

Algorithm

Input: d-dimensional dataset D: f~x1; ~x2; . . . ; ~xNg. " : privacy budget.
Output: noisy Gaussian mixture distribution with K components

Assign all data points into one cluster, K ¼ 1.

for iter ¼ 1!T do

for i ¼ 1!N do

Remove ~xi from its current cluster.

for k ¼ 1!K do

Compute probability, pk, of assigning~xi to an existing cluster k.

end for

Compute probability, pKþ1, of assigning ~xi to an unpresented

cluster.

Sample zi according to fp1; p2; . . . ; pKþ1g.
if zi > K then

update K ¼ Kþ1.

end for

end for

for k ¼ 1!K do

Ok ¼ f~xijzi ¼ k; i ¼ 1; . . . ; Ng
Compute vk ¼ 1

N

PN
i¼1 pik, pik stands for the posterior probability

that ~xi belongs to cluster k.
for j ¼ 1!d do

mkj ¼
P

xl2Ok
xljþnoise

jOkjþnoise

end for

Sk ¼ 1
jOk j

P
xl2Ok

ð~xl �~mkÞð~xl �~mkÞT
end for

return noisy Gaussian mixture model

pðxÞ ¼ PK
i¼1 viNð~mi;SiÞ

2634 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 7, NO. 4, OCTOBER-DECEMBER 2020

Authorized licensed use limited to: ULAKBIM UASL - SELCUK UNIVERSITESI. Downloaded on December 07,2023 at 07:03:16 UTC from IEEE Xplore.  Restrictions apply. 



1) Fixed Number of Clusters: We first start with the gener-

ative model for fixed number of clusters called finite Gaussian

mixture model (FGMM) [36], then extend it to the generative

model for non-fixed number of clusters named infinite Gauss-

ian mixture model.

We assume that there are K mixture weights to model the

dataset D, and the probability density function is

pðxÞ ¼
XK
i¼1

viNð~mi;SiÞ (8)

where vi is the weight of the ith component in the mixture

model, with

XK
i¼1

vi ¼ 1; 0 � vi � 1 (9)

N is the multivariate Gaussian distribution and its probabil-

ity density function is given as

pð~xj~m;SÞ ¼ 1

ð2pÞ2=djSj1=2
exp � 1

2
ð~x� ~mÞTS�1ð~x� ~mÞ

� �
(10)

The mixture weight vi represents the probability of which

belongs to the ith cluster, i.e., pðzj ¼ iÞ ¼ vi. The parameters

~mi and Si are the mean vector and covariance matrix of the ith

Gaussian mixture, respectively. In FGMM, the mixture

weights are assumed to follow a Dirð ~MÞ distribution and the

parameters of mixture are assumed to follow the base distribu-

tion ~H. Under the above assumptions, we can describe

FGMM as follow. We first create the mixture weights

~v ¼ fv1; v2; . . . ;vKg following a Dirð ~MÞ distribution.

Given the weights, we can generate the cluster label for each

data point following a multinomial distribution. Then we can

know which cluster each data point belongs to, i.e., we can

determine the distribution each data point follows. Given the

distribution, we can then generate random samples.

The inverse Wishart distribution is chosen to be the prior

distribution of the Gaussian distribution [37]. According to

[38], we compute the conjugate prior distribution for mean

vector ~mi and covariance matrix Si with Gaussian inverse

Wishart (GIW) distribution as following

Si e IWy0ðL�1
0 Þ (11)

~mijSi e Nð~m0;Si=k0Þ (12)

where IW is the inverse Wishart distribution, L�1
0 ; y0; ~m0; k0

are the hyperparameters and integrated into ~H. The hyperpara-

meters ~H can be interpreted as following: ~m0 is the prior mean

for ~mi, and k0 indicates confidence about it. L
�1
0 is prior about

Si, and y0 represents the confidence about that. The probabil-
ity density function of the inverse Wishart distribution is

given as

pðSÞ ¼
L�1
�� ��y=2jSj�yþdþ2

2 exp � trðS�1
i L�1Þ
2

� �
2
yd
2 Gdðy=2Þ

(13)

where L is a d� d scale matrix, trð�Þ represents the sum of the

diagonal elements of a matrix, and Gdð�Þ is the multivariate

Gamma function. Then, the conjugate prior probability density

function is written as

pð~mi;SiÞ ¼ GIWð~mi;SijL�1
0 ; y0; ~m0; k0Þ (14)

GIW is defined as

GIWð~mi;Sij~HÞ
e Nð~m0;Si=k0Þ � IWy0ðSijL�1

0 ; y0Þ

¼
jSj�

y0þdþ2
2 exp � k0

2 ð~mi � ~m0Þ2S�1
i � trðS�1

i L�1
0 Þ

2

� �
2
y0d
2 Gdðy0=2Þð2p=k0Þ

d
2 L�1

0

�� ���y0
2 (15)

An important but difficult problem in FGMM is how to

determine the number of clusters. In practice, due to the lack

of experience and background knowledge of the datasets, we

usually cannot determine the number of clusters accurately,

and for many real-world datasets, the number of clusters is

uncertain. Therefore, the FGMM cannot model these datasets.

Instead, the IGMM will be adopted to solve this problem, as

described in the next section.

2) Non-Fixed Number of Clusters: In the FGMM, the

number of clusters is assumed to be a fixed number. However,

in reality, we usually cannot obtain exact knowledge about the

number of clusters. IGMM can be used to solve this problem

by setting K ! 1 in FGMM. In IGMM, we assume that the

number of clusters is infinite but it is a finite number at a cer-

tain time. In the FGMM, we choose Dirichlet distribution as

the prior of mixture weights. However, in the infinite case, we

cannot obtain mixture weights directly by sampling from

Dirichlet distribution. Instead, infinite mixture weights are

sampled by another process named as the stick breaking con-

struction [29] and it is defined as follow. Suppose that there

is a stick with length 1 and we let bkeBetað1;aÞfor k ¼
1; 2; 3 . . . ; which are regarded as fractions for how much we

take away from the remainder of the stick every time. Then

the mixture weights fvkg1k¼1 can be calculated by the length

we take away each time and this process can be written as fol-

low:

v1 ¼ b1;v2 ¼ 1� b1ð Þb2; . . . ;vk ¼ bk

Yk�1

j¼1

1� bj

� �
; . . .

(16)

Then we can obtain the infinite mixture weights withP1
k¼1 vk ¼ 1.
Fig. 2 shows the graphical representation of the infinite

Gaussian mixture modeling and illustrates that how the data

points are generated. In IGMM, the number of clusters is
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uncertain and assumed to be infinite. Each cluster can be

described as a multivariate Gaussian distribution as in the

FGMM, which can be denoted by parameters including the

mean vector ~m and the covariance matrix S, which are inte-

grated into~u in Fig. 2. Different to the finite case, the mixture

weights obtained from the hyperparameter a is calculated by

the stick breaking construction defined above.

C. Inference Model

In this subsection, we describe how we use nonparametric

Bayesian methods to solve the clustering problem, i.e., to

find the cluster label, zi, for each data point in D. Now, our

goal is to find the parameter ~z ¼ fz1; z2; . . . ; zNg given the

observations. Given the prior distributions of other parame-

ters in the generative model, we want to find the joint distri-

bution ~z ¼ fz1; z2; . . . ; zNg and then we can sample from

this distribution to obtain the cluster labels. In our proposed

algorithm, due to the difficulty of deriving the expression of

posterior distribution, Gibbs sampler [39], an efficient

method to generate samples from the univariate distribution,

is adopted to obtain samples following the joint distribution

approximately.

In the process of Gibbs sampler, we need to sample from the

conditional distribution of zi given the other cluster labels~z�i

and ~z�i¼ fz1; � � � zi�1; ziþ1; . . . ; zNg. By applying the Bayes’

rule, we can obtain the posterior distribution of zi as

following:

P ðzi ¼ kj~z�i; ~x;a; ~HÞ
¼ P ðzi ¼ kj~z�i; ~xi;~uk;a; ~HÞ
eP ðzi ¼ kj~z�i;aÞP ð~xijzi ¼ k;~z�i;~uk;a; ~HÞ
eP ðzi ¼ kj~z�i;aÞP ð~xij~z�i;~uk; ~HÞ

(17)

We omit the normalized factor in the formula above. We

can easily find that P ð~xij~z�i;~uk; ~HÞ is the likelihood and

obtain a Gaussian distribution according to our assumption. In

order to determine the expression of posterior distribution of

the cluster label zi, we need to derive the expression of

P ðzi ¼ kj~z�i;aÞ in the above formula.

From the generative model described in the previous sub-

section, we can know that the cluster label for each data point

is generated from the mixture weights. So, we need to inte-

grate ~v and give the prior distribution of cluster labels

pð~zjaÞ ¼
Z
v

pð~zjvÞpðvjaÞdv (18)

where

pð~zj~vÞ ¼
YK
k¼1

v
nk
k (19)

nk is the number of data points involved in the kth cluster.

And

pð~vjaÞ e Dirða=K; a=K; . . . ;a=KÞ

¼ GðaÞ
Gða=KÞK

YK
k¼1

v
a
K�1

k (20)

Hence, we have

pð~zjaÞ ¼ GðaÞ
Gða=KÞK

Z
~v

YK
k¼1

v
nkþa

K�1

j

¼ GðaÞ
GðN þ aÞ

YK
k¼1

Gðnk þ a=KÞ
Gða=KÞ (21)

In order to obtain the conditional prior for a single cluster

label given the others, we keep all but a single cluster label

fixed in the above and we can obtain

pðzi ¼ kj~z�i;aÞ ¼ n�i;k þ a=K

N þ a� 1
(22)

where n�i;k represents the number of data points in the kth

cluster before ~xi are observed. To satisfy the infinite case, we

let K ! 1 and the conditional prior distribution can be writ-

ten as

pðzi ¼ kj~z�i;aÞ ¼
n�i;k

Nþa�1 ; ifn�i;k > 0
a

Nþa�1 ; ifn�i;k ¼ 0

	
(23)

where n�i;k¼0 means that there is no data point assigned to

the kth cluster.

As for another term P ð~xij~z�i;~uk; ~HÞ in formula (17), we

also need to find two expressions as pðzi ¼ kj~z�i;aÞ. Accord-
ing to [38], due to our choice of conjugate prior, we can obtain

the expression of P ð~xij~z�i;~uk; ~HÞ by the multivariate Student-

t distribution. Therefore, we can obtain that

P ð~xij~z�i;~uk; ~HÞ e tyn�dþ1 ~mn;
Lnðkn þ 1Þ

knðyn � dþ 1Þ
� �

(24)

where t represents the multivariate Student-t distribution and

yn � dþ 1 denotes the number of degrees of freedom. The

other parameters are defined as follows:

Fig. 2. Illustration of IGMM.
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~mn ¼ k0

k0 þN
~m0 þ

N

k0 þN
�x

kn ¼ k0 þN

yn ¼ y0 þN

Ln ¼ L0 þ Sþ k0n

k0 þN
ð�x� ~m0Þð�x� ~m0ÞT (25Þ

where �x is the mean of data points in D, d is the dimension of

data point. ~ml; kl;yl;Ll are the updated hyperparameters after

observing a new data point and S is defined as

S ¼
XN
i¼1

ð~xi � �xÞð~xi � �xÞT (26)

For the case that assigning a data point to an unpresented

cluster, we can obtain the expression of pð~xi; ~HÞ as:

pð~xi; ~HÞ e tyo�dþ1 ~m0;
L0ðk0 þ 1Þ

k0ðy0 � dþ 1Þ
� �

(27)

And the probability density function of the multivariate Stu-

dent-t distribution is given as:

tvð~xj~m;LÞ ¼ Gððdþ vÞ=2Þ
Gðv=2Þ

Lj j1=2
ðpyÞd=2

� 1þ ð~x� ~mÞ2L�1

y

" #�ðdþvÞ=2

(28)

where y is the number of degree of freedom, ~m is the mean

vector, and L is a d� d scale matrix.

In conclusion, we obtain posterior distributions for two

cases. The first case is assigning a data point to an existing

cluster and the expression of distribution is written as:

P ðzi ¼ kj~z�i; ~x;a; ~HÞ

en�i;k þ a=K

N þ a� 1
tyn�dþ1 ~mn;

Lnðkn þ 1Þ
knðyn � dþ 1Þ

� �
(29)

Another case is assigning a data point to an unpresented

cluster, in which there is no data point assigned, and the

expression of distribution is written as:

P ðzi 6¼ j; 8j 6¼ i; j~z�i; ~x;a; ~HÞ

e a

N þ a� 1
ty0�dþ1 ~m0;

L0ðk0 þ 1Þ
k0ðy0 � dþ 1Þ

� �
(30)

Fig. 3 shows the process of using nonparametric Bayesian

method to perform clustering algorithm.

D. Adding Noises

In this subsection, we will present how to make the non-

parametric Bayesian clustering algorithm differentially pri-

vate. The basic idea is to derive the sensitivity of the Gaussian

distribution parameters and then to add Laplace noise, so that

the released distribution is guaranteed to be differentially

private. After the first part of our proposed algorithm, we will

obtain cluster labels for each data point and we can estimate

the parameters of the Gaussian distribution for every cluster

given the data points involved. However, releasing the final

distribution directly may cause privacy disclosure. A mali-

cious analyst can mine individual information by analyzing

the released clustering results. In our algorithm IDPC, privacy

preservation is realized by adding noise when computing the

parameters of the released Gaussian distributions. Given the

data points sampled from a multivariate Gaussian distribution,

we need to estimate the mean vector ~m and covariance matrix

S. Their maximum likelihood estimates are written as

~̂m ¼ 1

M

XM
i¼1

~yi ¼ �y (31)

Ŝ¼ 1

M

XM
i¼1

ð~yi � �yÞð~yi � �yÞT (32)

where M is the number of data points sampled from this

Gaussian distribution. Then, we add noises to these two

parameters to prevent privacy leakage to malicious analysts. It

can be seen that the mean vector is involved in the calculation

of the covariance matrix. Therefore, we only add noise to the

calculation process of the mean vector, and then use noisy

mean vector to calculate the covariance matrix.

There are some mechanism to achieve differential privacy,

such as the Laplace mechanism [40] and the Exponential

mechanism. We choose Laplace mechanism to add noise. Lap-

lace mechanism achieve differential privacy by adding a ran-

dom noise generated from Laplace distribution to the result of

g on the dataset D, and it can be written as:

AgðDÞ ¼ gðDÞ þ LapðGSg="Þ (33)

where

Pr½LapðbÞ ¼ x� ¼ 1

2b
e
�jxj

b (34)

Fig. 3. Graphical model representation of IGMM-based clustering algorithm.
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GSg is the global sensitivity of g, which is defined as fol-

lows:

GSg ¼ max gðDÞ � gðD0Þk k1 (35)

where D and D�are neighboring datasets.
In the process of calculating the mean vector of cluster k,

we need to count the number of data points belonging to

this cluster, ck, and the sum of each dimension j, skj. Then,
the jth dimension of mean vector ~mk is calculated by

mkj ¼ skj=ck. We will add noise to ck and skj respectively

to obtain c0k and s0kj. The noisy mean vector is obtained by

m0
kj ¼ s0kj=c

0
k.

Two important tasks of adding noise is to derive the global

sensitivity of the target function and allocate the privacy bud-

get. Next, we will derive the global sensitivity of the mean

vector, which determines the distribution of noises added.

Adding or deleting a point in dataset D will only affect one

cluster of the final result. So, the maximum change of the

number of data points ck is 1, i.e., GSðckÞ ¼ 1. We normalize

the dataset D to ½0; 1�d in advance. Thus, the maximum change

of each dimension skj, caused by adding or deleting a point, is

1, i.e., GSðskjÞ ¼ 1.
According to the Laplace mechanism, to achieve differen-

tial privacy, we should add noise for each mean vector ~mk.

Specifically, add noise Lapð1="0Þ to ck and add noise

Lapð1="jÞ to skj, where
Xd
j¼1

"kj þ "k0 ¼ "k (36)

"k0 and "kj are the privacy budgets allocated to ck and skj,
and "k is the privacy budget allocated to ~mk. Since the range

of data in D is [0,1], "k0 and "kj satisfy "k0 : "kj ¼ 1 : 1. So,
considering (36), we have

"kj ¼ "k0 ¼ "k=ðdþ 1Þ (37)

The noise added to ck and skj is Lapððdþ 1Þ="kÞ. Consider-
ing that the clustering result of D is equal to dividing this data-

set to K disjoint subsets, we just need to make sure that every

calculating process of ~mk satisfies " -differential privacy, then
our algorithm IDPC satisfies " -differential privacy. Therefore,
we can obtain that "1 ¼ "2 ¼ � � � ¼ "K ¼ ". Fig. 4 shows the

main idea of ensuaring our algorithm differentially private

and the mechanism we design.

VI. SECURITY ANALYSIS

In this section, we will present the security analysis of

our proposed algorithm and demonstrate that this algorithm

satisfies " -differential privacy. To analyze the security of

IDPC theoretically, we first give two characteristics of dif-

ferential privacy, including the sequential composition

and the parallel composition. We design our mechanism of

privacy budget allocation according to these two properties.

The sequential composition property can be interpreted

as that n random algorithms are sequentially applied

to the dataset D. Let M1;M2; . . . ;Mn be n random

algorithms, and Mi satisfies "i -differential privacy. Then,

for dataset D, the composition algorithm ft1 ¼ M1ðDÞ;
t2 ¼ M2ðD; t1Þ; . . . ; tn ¼ MnðD; t1; . . . ; tn�1Þg satisfies "
-differential privacy, in which " ¼ Pn

i¼1 "i. The parallel

composition property can be interpreted as that a random

algorithm is applied to the subsect of dataset D respectively.

Suppose a dataset D is divided into disjoint subsets

fD1; D2; . . . ; Dng and a random algorithm A satisfies " -dif-

ferential privacy. Then the parallel operations of M on

fD1; D2; . . . ; Dng satisfy " -differential privacy.

We have discussed how to make nonparametric Bayesian

clustering algorithm differentially private in subsection 5.4,

and differential privacy is achieved by adding Laplace

noises to the mean vectors of each Gaussian distribution in

our proposed algorithm. The clustering result of D is equal

to dividing this dataset into K disjoint subsets. So according

to the parallel combination characteristic, if we let

"1 ¼ "2 ¼ � � � ¼ "K ¼ ", then our proposed algorithm will

satisfy " -differential privacy. In the process of calculating

mean vector ~mk, dþ1 noises will be added to ck and skj.
According to the sequence combination characteristic, we

just need to make the total privacy budget allocated to clus-

ter k equal to "k. Since the global sensitivity of ck and skj
are both 1 under our assumption that the dataset D is nor-

malized to ½0; 1�d, the noise added to ck and skj are

Lapð1="0Þ and Lapð1="jÞ. We can easily obtain that if each

dimension is normalized to [0, 1], the privacy budgets allocated

to ck and skj satisfy "k0 : "kj ¼ 1 : 1. Considering that

Xd
j¼1

"kj þ "k0 ¼ "k (38)

we have "kj ¼ "k0 ¼ "k=dþ 1.

VII. PERFORMANCE EVALUATION

To accomplish privacy-preserving cluster analysis in

smart grid, we presented an IGMM-based differentially

Fig. 4. Graphical model representation of adding noises.
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private clustering (IDPC) algorithm in this paper, which

takes a combination of the nonparametric Bayesian method

and differential privacy. We use the nonparametric Bayes-

ian method to perform clustering algorithm on dataset and

then apply differential privacy to the released clustering

results so that an adversary cannot obtain individual private

information by analyzing clustering results. Specifically,

privacy preservation is achieved by adding noises to the

parameters of the released distributions. In this section, we

implement numerical experiments to illustrate the efficiency

of our algorithm by comparing the Normalized Intra-Cluster

Variance (NICV) of IDPC and non-privacy clustering

algorithm.

A. Description of Datasets

We did the numerical experiment on two datasets, including

Blood and Adult, from the UCI Knowledge Discovery

Archive database. There are 748 data points in dataset Blood

and we choose 4 attributes as our experiment dataset. The

dataset Adult consists of private information of individuals

and has 48842 data points. We choose 5 continuous attributes

as our experiment dataset.

Next, we discuss how we can set the hyperparameters in the

nonparametric Bayesian clustering algorithm, including the

concentration parameter a, and ~m0, k0, L
�1
0 , y0. a stands for

prior belief on the distribution. We can easily find that the

probability of assigning a data point to an unpresented cluster

depends on the value of a and the ratio of a and N. Therefore,

we set a¼ ½N=20� so that the probability of crea‘ting a new

cluster will not be too high or too small. ~m0 represents the ini-

tial mean vector, and k0 is associated with the dispersion of

the clusters and our confidence of ~m0. Generally, we set ~m0 to

be the mean vector of all data points and choose k0 to be 0.5.

Another two hyperparameters, L�1
0 , y0, are associated with

the covariance matrix, which are the parameters of Wishart

distribution. y0 represents our confidence of L0, which

depends on the difference between L0 and the updated covari-

ance matrix. We set L0 to be a diagonal matrix of 0.1 and y0
to be 10.

B. Accuracy

In this subsection, we evaluate our proposed IDPC by compar-

ing the NICV of IDPC with the general nonparametric Bayesian

clustering algorithm without differential privacy. We set differ-

ent total privacy budgets in IDPC to illustrate the influence of

the level of privacy guarantee on accuracy of clustering results.

Figs. 5 and 6 are the analysis results on the two datasets. It can

be seen from the experimental results that our proposed algo-

rithm achieves privacy preservation while having an acceptable

impact on the utility. As for the relationship between accuracy

of proposed algorithm and privacy budgets, the accuracy of our

algorithm approaches the general nonparametric Bayesian clus-

tering algorithm as the privacy budget increases.

VIII. CONCLUSION

To accomplish privacy-preserving cluster analysis in smart

grid, we presented an IGMM-based differentially private cluster-

ing (IDPC) algorithm in this paper, which takes a combination of

the nonparametric Bayesian method and differential privacy. In

IDPC, the nonparametric Bayesianmethod is applied in the clus-

tering algorithm, to allow certain parameters to change with the.

The Laplace mechanism is used in the data releasing process to

make our proposed algorithm differentially private. We pre-

sented how tomake the nonparametric Bayesian clustering algo-

rithm differentially private by adding noises. Finally, we

theoretically analyze the security of proposed algorithm and

prove the efficiency through numerical experiments on two data-

sets. The experimental results demonstrate that our proposed

algorithm can achieve a balance between the privacy and utility.

In future research, we will work on the privacy leakage

issues during the process of the nonparametric Bayesian clus-

tering and how to combine nonparametric Bayesian method

with differential privacy to achieve more optimized nonpara-

metric Bayesian clustering with both high accuracy and pri-

vacy preserving. In addition, we will continue to study the

combination of other machine learning and deep learning

algorithms with differential privacy and optimization of

achieving tradeoff between privacy and utility.

Fig. 5. NICV of our proposed IDPC and Non-privacy on dataset Blood with
different privacy budgets.

Fig. 6. NICV of our proposed IDPC and Non-privacy on dataset Adult with
different privacy budgets.

GUAN et al.: DIFFERENTIALLY PRIVATE BIG DATA NONPARAMETRIC BAYESIAN CLUSTERING ALGORITHM IN SMART GRID 2639

Authorized licensed use limited to: ULAKBIM UASL - SELCUK UNIVERSITESI. Downloaded on December 07,2023 at 07:03:16 UTC from IEEE Xplore.  Restrictions apply. 



REFERENCES

[1] D. Alahakoon and X. Yu, “Smart electricity meter data intelligence for
future energy systems: A survey,” IEEE Trans. Ind. Informat., vol. 12,
no. 1, pp. 425–436, Feb. 2016.

[2] X. Du, M. Zhang, K. Nygard, S. Guizani, and H. H Chen, “Self-healing
sensor networks with distributed decision making,” Int. J. Sensor Netw.,
vol. 2, no. 5/6, pp. 289–298, 2007.

[3] H. Farhangi, “The path of the smart grid,” IEEE Power Energy Mag.,
vol. 8, no. 1, pp. 18–28, Jan./Feb. 2010.

[4] T. Taleb, Y. Hadjadj-Aoul, and K. Samdanis, “Efficient solutions for
enhancing data traffic management in 3GPP networks,” IEEE Syst. J.,
vol. 9, no. 2, pp. 519–528, Jun. 2015.

[5] T. Taleb, I. Afolabi, and M. Bagaa, “Orchestrating 5G network slices to
support industrial internet and to shape next-generation smart factories,”
IEEE Netw., vol. 33, no. 4, pp. 146–154, Jul. 2019.

[6] P. McDaniel and S. McLaughlin, “Security and privacy challenges in the
smart grid,” IEEE Secur. Privacy, vol. 7, no. 3, pp. 75–77, May/Jun.
2009.

[7] X. Du, Y. Xiao, S. Ci, M. Guizani, and H. H. Chen, “A routing-
driven key management scheme for heterogeneous sensor networks,”
in Proc. IEEE Int. Conf. Commun., Glasgow, Scotland, Jun. 2007,
pp. 3407–3412.

[8] X. Du, M. Guizani, Y. Xiao, and H. H. Chen, “Defending DoS attacks
on broadcast authentication in wireless sensor networks,” in Proc. IEEE
Int. Conf. Commun., Beijing, China, May 2008, pp. 1653–1657.

[9] C. Dwork, “Differential privacy: A survey of results,” in Proc. Int. Conf.
Theory Appl. MODELS Comput., 2008, pp. 1–19.

[10] H. Shin, S. Kim, J. Shin, and X. Xiao, “Privacy enhanced matrix factori-
zation for recommendation with local differential privacy,” IEEE Trans.
Knowl. Data Eng., vol. 30, no. 9, pp. 1770–1782, Sep. 2018.

[11] X. Ren et al., “Lopub: High-dimensional crowdsourced data publication
with local differential privacy,” IEEE Trans. Inf. Forensics Secur.,
vol. 13, no. 9, pp. 2151–2166, Sep. 2018.

[12] H. Wallach, S. Jensen, L. Dicker, and K. Heller, “An alternative prior
process for nonparametric bayesian clustering,” J. Mach. Learn. Res.,
vol. 9, pp. 892–899, 2008.

[13] P. Wang, K. Laskey, C. Domeniconi, and M. Jordan, “Nonparametric
bayesian co-clustering ensembles,” in Proc. Eur. Conf. Mach.
Learn. Knowl. Discovery Databases, Spain, Barcelona, 2010,
pp. 435–440.

[14] B. Ahmad, A. Vajda, and T. Taleb, “Impact of network function virtuali-
zation: A study based on real-life mobile network data,” in Proc. IEEE
Int. Wireless Commun. Mobile Comput. Conf., Paphos, Cyprus, Sep.
2016, pp. 541–546.

[15] P. Diamantoulakis, V. Kapinas, and G. Karagiannidis, “Big data analyt-
ics for dynamic energy management in smart grids,” Big Data Res.,
vol. 2, no. 3, pp. 94–101, 2015.

[16] W. Yuan, P. Deng, T. Taleb, J. Wang, and C. Bi, “An unlicensed taxi
identification model based on big data analysis,” IEEE Trans. Intell.
Transp. Syst., vol. 17, no. 6, pp. 1703–1713, Jun. 2016.

[17] A. Shirkhorshidi, S. Aghabozorgi, T. Wah, and T. Herawan, “Big data
clustering: A review,” in Proc. Int. Conf. Comput. Science Appl., 2014,
pp. 707–720.

[18] T. Taleb, D. E. Bensalem, and A. Laghrissi, “Smart service-oriented
clustering for dynamic slice configuration,” in Proc. IEEE Global Com-
mun. Conf., Waikoloa, HI, USA, Dec. 2019, pp. 1–6.

[19] S. Haben, C. Singleton, and P. Grindrod, “Analysis and clustering of res-
idential customers energy behavioral demand using smart meter data,”
IEEE Trans. Smart Grid, vol. 7, no. 1, pp. 136–144, Jan. 2016.

[20] R. S�anchez-Garc�ıa et al., “Hierarchical spectral clustering of power
grids,” IEEE Trans. Power Syst., vol. 29, no. 5, pp. 2229–2237, Sep.
2014.

[21] E. Ortjohann, P. Wirasanti, M. Lingemann,W. Sinsukthavorn, S. Jaloudi,
and D. Morton, “Multi-level hierarchical control strategy for smart grid
using clustering concept,” in Proc. Int. Conf. Clean Elect. Power, 2011,
pp. 648–653.

[22] Y. Liu, W. Guo, C. Fan, L. Chang, and C. Cheng, “A practical privacy-
preserving data aggregation (3PDA) scheme for smart grid,” IEEE
Trans. Ind. Informat., vol. 15, no. 3, pp. 1767–1774, Mar. 2019.

[23] Z. Guan, Y. Zhang, L. Zhu, L. Wu, and S. Yu, “EFFECT: an efficient
flexible privacy-preserving data aggregation scheme with authentica-
tion in smart grid,” Sci. China Inf. Sci., vol. 62, no. 3, 2019, Art. no.
032103.

[24] D. He, N. Kumar, S. Zeadally, A. Vinel, and L. Yang, “Efficient and pri-
vacy-preserving data aggregation scheme for smart grid against internal
adversaries,” IEEE Trans. Smart Grid, vol. 8, no. 5, pp. 2411–2419,
Sep. 2017.

[25] L. Sweeney, “k-anonymity: A model for protecting privacy,” Int. J.
Uncertainty, Fuzziness Knowl.-Based Syst., vol. 10, no. 5, pp. 557–570,
Oct. 2002.

[26] A. Machanavajjhala, J. Gehrke, D. Kifer, and M. Venkitasubramaniam,
“l-diversity: Privacy beyond k-anonymity,” in Proc. IEEE Int. Conf.
Data Eng., 2006, p. 24.

[27] C. Dwork, “A firm foundation for private data analysis,” Commun.
ACM, vol. 54, no. 1, pp. 86–95, Jan. 2011.

[28] D. Su et al., “Differentially private K-means clustering,” in Proc. ACM
Conf. Data Appl. Secur. Privacy, 2016, pp. 26–37.

[29] N Hiep, “Privacy-preserving mechanisms for k-modes clustering,” Com-
put. Secur., vol. 78, pp. 60–75, 2018.

[30] X. Du, M. Rozenblit, and M. Shayman, “Implementation and perfor-
mance analysis of SNMP on a TLS/TCP base,” in Proc. 7th IFIP/IEEE
Int. Symp. Integr. Netw. Manage., Seattle, WA, USA, May 2001,
pp. 453–466.

[31] X. Huang and X. Du, “Achieving big data privacy via hybrid cloud,” in
Proc. IEEE INFOCOM Workshops, Toronto, ON, Canada, Apr. 2014,
pp. 512–517.

[32] N. Nguyen, R. Zheng, and Z. Han, “On identifying primary user emula-
tion attacks in cognitive radio systems using nonparametric bayesian clas-
sification,” IEEE Trans. Signal Process., vol. 60, no. 3, pp. 1432–1445,
Mar. 2012.

[33] P. Varela, J. Hong, T. Ohtsuki, and X. Qin, “IGMM-based co-localiza-
tion of mobile users with ambient radio signals,” IEEE Internet Things
J., vol. 4, no. 2, pp. 308–319, Apr. 2017.

[34] Y. The, “Dirichlet process,” in Proc. Encyclopedia Mach. Learn., 2010,
pp. 280–287.

[35] Y. The, “Dirichlet processes: Tutorial and practical course,” Gatsby
Computational Neuroscience Unit, University College London,
2007.

[36] C. Rasmussen, “The Infinite gaussian mixture model,” in Proc. Int.
Conf. Neural Inf. Process. Syst., Apr. 2000, pp. 554–560.

[37] F. Wood, and M. Black, “A nonparametric bayesian alternative to spike
sorting,” J. Neuroscience Methods, vol. 173, no. 1, pp. 1–12, Aug. 15,
2008.

[38] A. Gelman, J. Carlin, H. Stern, and D. Rubin, Bayesian Data Analysis,
2nd ed. London, U.K.: Chapman & Hall/CRC, 2003.

[39] P. Resnik, and E. Hardisty, “Gibbs sampling for the uninitiated,”
UMIACS, College Park, MD, Tech. Rep., 2009.

[40] C. Dwork, F. Mcsherry, and K. Nissim, “Calibrating noise to sensitivity
in private data analysis,” in Proc. Conf. Theory Cryptography, 2006,
pp. 265–284.

Zhitao Guan (Member, IEEE) received the B.Eng.
and Ph.D. degrees in computer application from the
Beijing Institute of Technology, Beijing, China, in
2002 and 2008, respectively. He is currently an Asso-
ciate Professor with the School of Control and Com-
puter Engineering, North China Electric Power
University, Beijing, China. He has authored more
than 70 peer-reviewed journal and conference papers
in these areas. His current research focuses on smart
grid security, secure machine learning, and data
privacy.

Zefang Lv received the B.Eng. degree from Shan-
dong University, Jinan, China, in 2016. She is cur-
rently working toward the master degree with the
School of Mathematics and Physics, North China
Electric Power University, Beijing, China. Her cur-
rent research focuses on secure machine learning and
data privacy.

2640 IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING, VOL. 7, NO. 4, OCTOBER-DECEMBER 2020

Authorized licensed use limited to: ULAKBIM UASL - SELCUK UNIVERSITESI. Downloaded on December 07,2023 at 07:03:16 UTC from IEEE Xplore.  Restrictions apply. 



Xianwen Sun received the B.Eng. degree from North
China Electric Power University, Beijing, China, in
2018. He is currently working toward the master
degree with the School of Control and Computer
Engineering, North China Electric Power University.
His current research focuses on secure machine learn-
ing and data privacy.

Longfei Wu (Member, IEEE) received the B.E.
degree in telecommunication engineering from the
Beijing University of Posts and Telecommunications,
Beijing, China, in July 2012. He received the Ph.D.
degree in computer and information sciences from
Temple University, Philadelphia, PA, USA, in July
2017. He is currently an Assistant Professor with the
Department of Mathematics and Computer Science,
Fayetteville State University, Fayetteville, NC, USA.
His research interests are the security and privacy of
networked systems and modern computing devices,

including mobile devices, Internet-of-Things, implantable medical devices,
and wireless networks.

Jun Wu (Member, IEEE) received the Ph.D. degree
in information and telecommunication studies from
Waseda University, Tokyo, Japan. He is an Associate
Professor of Electronic Information and Electrical
Engineering, Shanghai Jiao Tong University, Shang-
hai, China. He was a Postdoctoral Researcher for the
Research Institute for Secure Systems, National Insti-
tute of Advanced Industrial Science and Technology,
Japan, from 2011 to 2012. He worked as a Researcher
for the Global Information and Telecommunication
Institute, Waseda University, Japan, from 2011 to

2013. His research interests include the advanced computation and communi-
cations techniques of smart sensors, wireless communication systems, indus-
trial control systems, wireless sensor networks, smart grids, and more. He has
been a Guest Editor for the IEEE Sensors Journal and a TPC Member of sev-
eral international conferences.

Xiaojiang Du (Fellow, IEEE) received the B.S. and
M.S. degrees in electrical engineering (Automation
Department) from Tsinghua University, Beijing,
China, in 1996 and 1998, respectively. He received
the M.S. and Ph.D. degrees in electrical engineering
from the University of Maryland, College Park, MD,
USA, in 2002 and 2003, respectively. He is a tenured
Full Professor and the Director of the Security and
Networking (SAN) Lab in the Department of Com-
puter and Information Sciences, Temple University,
Philadelphia, PA, USA. He has authored more than

400 journal and conference papers in these areas, as well as a book published
by Springer. His research interests are security, wireless networks, and sys-
tems. He won the Best Paper Award at IEEE GLOBECOM 2014 and the Best
Poster Runner-up Award at the ACM MobiHoc 2014. He serves on the edito-
rial boards of three international journals. He was the lead Chair of the Com-
munication and Information Security Symposium of the IEEE International
Communication Conference 2015, and a Co-Chair of Mobile and Wireless
Networks Track of IEEE Wireless Communications and Networking Confer-
ence 2015. He was a Technical Program Committee Member of several pre-
mier ACM/IEEE conferences. He is a Life Member of ACM.

Mohsen Guizani (Fellow, IEEE) received the B.S.
(with distinction) and M.S. degrees in electrical engi-
neering, the M.S. and Ph.D. degrees in computer
engineering from Syracuse University, Syracuse,
NY, USA, in 1984, 1986, 1987, and 1990, respec-
tively. He is currently a Professor at the Computer
Science and Engineering Department in Qatar Uni-
versity, Qatar. Previously, he served in different aca-
demic and administrative positions at the University
of Idaho, Western Michigan University, University
of West Florida, University of Missouri-Kansas City,

University of Colorado-Boulder, and Syracuse University. His research inter-
ests include wireless communications and mobile computing, computer net-
works, mobile cloud computing, security, and smart grid. He is currently the
Editor-in-Chief of the IEEE Network Magazine, serves on the editorial boards
of several international technical journals and the Founder and Editor-in-Chief
of Wireless Communications and Mobile Computing journal (Wiley). He is
the author of nine books and more than 600 publications in refereed journals
and conferences. He guest edited a number of special issues in IEEE journals
and magazines. He also served as a member, Chair, and General Chair of a
number of international conferences. Throughout his career, he received three
teaching awards and four research awards. He also received the 2017 IEEE
Communications Society WTC Recognition Award as well as the 2018
AdHoc Technical Committee Recognition Award for his contribution to out-
standing research in wireless communications and Ad-Hoc Sensor networks.
He was the Chair of the IEEE Communications Society Wireless Technical
Committee and the Chair of the TAOS Technical Committee. He served as the
IEEE Computer Society Distinguished Speaker and is currently the IEEE
ComSoc Distinguished Lecturer. He is a Senior Member of ACM.

GUAN et al.: DIFFERENTIALLY PRIVATE BIG DATA NONPARAMETRIC BAYESIAN CLUSTERING ALGORITHM IN SMART GRID 2641

Authorized licensed use limited to: ULAKBIM UASL - SELCUK UNIVERSITESI. Downloaded on December 07,2023 at 07:03:16 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


