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A B S T R A C T   

The optimal capacitor allocation problem is suggested in this article. This study purposes to maximize the voltage 
stability, minimize the power losses, and consolidate the annual net savings. Calculating the optimal locations 
and sizes of fixed and switched capacitors is done in two steps. The first step is using the fuzzy expert rules in 
calculating the most candidate buses for capacitor allocation. While the second step is using a nondominated 
sorting genetic algorithm II (NSGA-II) in determining the list of Pareto optimal solutions and then applying a 
fuzzy decision maker to pick the most compromise. To emphasize the effectiveness of the proposed method, 
radial distribution systems are proposed; IEEE 33-bus system and the actual Portuguese IEEE 94-bus system. To 
demonstrate the strength and applicability of this method, a multiobjective water cycle algorithm (MOWCA), 
multiobjective grey wolf optimizer (MOGWO), and other optimizers used in the published papers are used. From 
simulation and analysis, the proposed NSGA-II outperforms other optimizers considered for comparison in 
achieving the maximum percentages of minimization in a real power loss of 32.369% and 31.1011% for the 33- 
bus system and 25.6296% and 25.3027% for the 94-bus system, the maximum percentages of minimization in a 
reactive power loss of 31.7916% and 30.4948% for 33-bus system and 25.9457% and 25.8001% for the 94-bus 
system, the maximum annual net savings of 23,612 $ and 23,131 $ for the 33-bus system for fixed and switched 
capacitors, respectively, and boosting the total voltage stability, which show its superior ability to give high- 
grade solutions.   

1. Introduction 

The problem of improving the performance of distribution systems 
has received a lot of attention from researchers and distribution system 
operators. Control elements can be utilized for voltage control and 
reactive power support such as voltage regulators and switched capac-
itors at substation and feeder and load tap changing (LTC) at substation 
transformers [1]. The installation of capacitors into the distribution 
network compensates the electrical loss in the distribution systems, 
which is about 13% of the energy generated. These high losses are 
caused by the need for reactive power support at the distribution level. 
Moreover, these losses have a negative impact on the voltage profile. It 
has been widely conceded that the correct position and rating of shunt 
capacitors in radial distribution networks (RDNs) would lead to get 
economic benefits such as minimizing peak power loss and energy loss 
against the capacitor costs while promoting the voltage profile within 
desired limits [2]. Fixed capacitors are operated all the time, while 

switched capacitors are operated depending on load levels. These ca-
pacitors are switched according to some control parameters such as 
voltage, current, temperature, time, and reactive power. The disad-
vantage of using switched capacitors is the transient overvoltages. When 
the industrial loads exist in the distribution feeders, capacitors are 
repeatedly switched on time in the expectation of an increased load at 
the beginning of the working day [3]. Switched capacitors also cause 
some drawbacks such as adjustable speed-drive trips and malfunctions 
of other electronically controlled load equipment [3,4]. 

Over the years, several approaches depending on both classical 
mathematical approaches and more recent metaheuristics techniques 
have been intensely proposed in many published papers for research in 
this scope. Evolving techniques such as fuzzy logic [5,6], genetic algo-
rithms (GA), artificial neural networks, and simulated annealing [5] 
have been described for locating and sizing capacitors on an individual 
feeder. An approach based on the 2/3 rule is utilized in Ref. [7] to 
determine the optimal capacitor placement (OCP) on feeders 

* Corresponding author. 
E-mail address: m.gouda021@eng.zu.edu.eg (M.A.E.-s. Mohamed El-Saeed).  

Contents lists available at ScienceDirect 

Results in Engineering 

journal homepage: www.sciencedirect.com/journal/results-in-engineering 

https://doi.org/10.1016/j.rineng.2022.100870 
Received 26 October 2022; Received in revised form 9 December 2022; Accepted 27 December 2022   

mailto:m.gouda021@eng.zu.edu.eg
www.sciencedirect.com/science/journal/25901230
https://www.sciencedirect.com/journal/results-in-engineering
https://doi.org/10.1016/j.rineng.2022.100870
https://doi.org/10.1016/j.rineng.2022.100870
https://doi.org/10.1016/j.rineng.2022.100870
http://crossmark.crossref.org/dialog/?doi=10.1016/j.rineng.2022.100870&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Results in Engineering 17 (2023) 100870

2

considering uniformly distributed loads and randomly distributed vari-
able spot loads. The particle swarm optimization (PSO) approach is 
outlined for OCP [8] with Gaussian and Cauchy probability distributions 
to create random values for modifying velocity [8,9]. Algorithms have 
been applied for calculating the optimum rating and location of capac-
itors for improving voltage stability [10,11]; optimizing the system to 
maximize voltage stability along with loss reduction has been investi-
gated in Refs. [12–14]. The optimal allocation of shunt capacitors is 
addressed in three-phase distribution systems for minimizing loss and 
harmonic distortion under nonlinear and unbalanced loads [15]. A ge-
netic algorithm-based method is suggested in Ref. [16] for allocating the 
capacitors in radial distribution systems accounting for uncertainty and 
time-varying loads. A voltage-dependent approach is applied to solve 
the OCP on distribution primary feeders [17]. A dynamic data structure 
with a fuzzy evolutionary programming algorithm are proposed to solve 
OCP considering the current reactive-power sources, transformer taps, 
and reconfiguration choices under different levels of loading and time 
intervals [18]. The problem has been developed in Refs. [19,20] to select 
the best position and rating of capacitors using an analytical method. A 
fuzzy-based methodology for multiobjective network reconfiguration 
and capacitor allocation in balanced and unbalanced RDNs using a 
hybrid big bang–big crunch algorithm is suggested in Ref. [21]. In 
Ref. [22], the capacitor placement problem is discussed to minimize 
system costs and boost annual net savings in radial test distribution 
networks; 10-bus, 69-bus, and 118-bus systems. The possible locations 
for capacitor placement are calculated using two parameters; loss 
sensitivity factors and the voltage stability index. A flower pollination 
algorithm is applied to determine the optimal locations and sizes of 
capacitors. From the combined results, the proposed method has proven 
the effectiveness in reducing losses and enhancing total savings and 
voltage profile in radial distribution systems under various loading 
conditions. In Ref. [23], a hybrid grey wolf optimizer is proposed to 
solve the optimal capacitor allocation problem in radial distribution 
systems. The hybrid grey wolf optimizer (HGWO) is a grey wolf opti-
mizer (GWO) hybridized with mutation and crossover. The purpose is a 
reduction of power loss and capacitor installation costs. The proposed 
approach is applied in IEEE 34-, 69-, 119 bus RDNs and a practical 
22-bus RDN. Comparisons with the methods mentioned in the literature 
have shown the power of this method and that it is a suitable optimizing 
tool for solving the problem of optimal capacitor allocation. In Ref. [24], 
a modified honey bee mating optimization algorithm (HBMO) is used to 
solve the optimal capacitor placement problem in primary distribution 
feeders considering constant and varying load conditions. Improvement 
of voltage profile and reduction of power losses are the objectives of this 
study. Comparisons with other optimizer found in the literature have 
revealed that this method achieves high performance and effectiveness 
in solving the optimal capacitor placement problem. 

Multiobjective optimization problems generally consist of conflicting 
purposes requiring simultaneous optimization. Many real engineering 
problems, or even most of them, basically deal with multiple objectives, 
i.e. reduce cost, improve stability, consolidate reliability, etc [25]. The 
Pareto-front approach is the best way to solve the multivector objectives 
by finding a set of trade-off solutions, known as nondominated solutions 
or Pareto optimality of solutions. Moreover, nondominated solutions are 
preserved in an archive improved every iteration [26], and then the best 
compromise is chosen according to good provisions between them [27]. 
Many intelligent multiobjective algorithms are implemented in the 
published papers with various levels of formulations e.g. multiobjective 
evolutionary algorithm based on decomposition (MOEA/D) [28], mul-
tiobjective multiverse optimizer (MOMVO) [29], multiobjective salp 
swarm algorithm (MSSA) [30], multiobjective Pareto-based firefly al-
gorithm (pb-MOFA) [31], multiobjective flower pollination algorithm 
(MOFPA) [32], nevMOGA algorithm [33], and Multi-objective particle 
swarm optimization (MOPSO) [34]. In Ref. [35], the optimal capacitor 
placement problem is solved by fuzzy logic decision and bacteria 
foraging algorithm (BFA) in 34-bus RDN. The objective is to reduce the 

cost of peak power and energy loss and enhance the voltage profile. 
Fuzzy logic is used to identify the installation node. The BFA is applied to 
determine the optimal locations and sizes of capacitors. Comparisons 
with other optimizer show that BFA achieves a more economical solu-
tion by minimizing the total injected VAr into the system, power losses, 
energy loss, and enhancing the voltage profile. In Ref. [36], the capac-
itor allocation problem is formulated as a multiobjective problem pur-
posing to reduce real power loss, capacitor costs, and voltage deviation, 
and raise the capacity limit of the feeders and the transformer. A 
two-stage immune algorithm is proposed to solve the multi-objective 
optimal capacitor allocation problem using compromise programming. 
Fuzzy sets are used that reflect the imprecise nature of objectives. The 
Pareto optimal solutions are determined by this algorithm. The com-
parisons with other optimizers in the literature indicate that this method 
yields encouraging results that prove the effectiveness of this method. In 
Ref. [37], multi-objective optimal allocation of distributed generation 
and shunt capacitors in 33-bus and Indian 85-bus systems for reduction 
of real power loss and voltage deviation is proposed. The optimization 
problem is solved by the hybrid WIPSO–GSA algorithm which is weight 
improved particle swarm optimization (WIPSO) hybridized with gravi-
tational search algorithm (GSA). First, the fixed-sized archive is used to 
save the Pareto front. Then, a leader selection strategy is applied to 
determine the best compromise among Pareto optimal solutions. The 
findings show the superiority of hybrid WIPSO–GSA when comparing 
the results with other optimizers. In Ref. [38], multi-objective optimi-
zation of optimal capacitor placement is determined along radial dis-
tribution networks; IEEE 34-bus and 118-bus systems. The target is to 
improve the total voltage stability index, reduce power loss, and boost 
annual net savings. Load sensitive factor is used to determine the most 
effective locations to place the capacitors. Then, multi-objective opti-
mization using GA is applied to determine the optimal allocation of 
capacitors. The simulation results show that the proposed approach 
effectively enhances the total voltage stability index, reduces power loss, 
and maximizes annual net savings. 

A Fast and elitist nondominated sorting genetic algorithm II (NSGA- 
II) is an advanced issuance of NSGA [39,40]. The NSGA-II has been 
tested for difficult problems but exhibits its ability to preserve better 
diversity among solutions and achieves good convergence close to the 
true Pareto-optimal solutions in comparison with two other elitist 
multiobjective evolutionary algorithms (MOEAs) i.e. Pareto-archived 
evolution strategy (PAES) and strength-Pareto EA (SPEA) [40]. In 
particular, a genetic algorithm (GA) can solve complex problems with 
characteristics such as discontinuous, nonconvex, and multimodal so-
lutions spaces which motivate authors to propose it [41]. Multiobjective 
grey wolf optimizer (MOGWO) is an updated version of grey wolf 
optimizer (GWO) to tackle multi-objective problems. GWO mimics the 
hunting behavior of grey wolves according to the social hierarchy. 
Comparisons with prominent meta-heuristics, multiobjective evolu-
tionary algorithm based on decomposition (MOEA/D), and multi-
objective particle swarm optimization (MOPSO), have revealed that 
MOGWO has a good convergence behavior and significant superior re-
sults [42]. The multiobjective water cycle algorithm (MOWCA) simu-
lates the water cycle mechanism in nature including evaporation, 
raindrops, and the rushing water from rivers and streams towards the 
sea. Compared to other optimizers, MOWCA has proven to be a prom-
ising tool in giving competitive results along with its robustness and 
steadily convergence to solve nonconvex problems with different levels 
of difficulty [26]. 

The major contributions of this manuscript are to tackle the multi-
objective allocation problem of fixed and switched capacitors to 
enhance the overall voltage stability index and boost the annual net 
savings taking into account the operating system constraints. The fuzzy 
logic is utilized to specify the nominee nodes for capacitor allocation. 
The voltage and normalized loss sensitivity factor LSFnorm are utilized as 
inputs for fuzzy expert rules. NSGA-II based fuzzy decision maker is then 
used to calculate the best locations and sizes of capacitors. To test the 
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effectiveness of the suggested method, it is applied to IEEE 33-bus and 
actual Portuguese 94-bus RDNs. To test the feasibility of the applied 
method, comparisons are made with other algorithms such as MOWCA 
and MOGWO with other challenging methods from published papers, 
namely, the interior point algorithm and the combination fuzzy-real 
coded GA algorithm for 33-bus system and artificial bee colony algo-
rithm for 94-bus system. 

The rest of this manuscript is arranged as follows, Section 2 formu-
lates the problem. Section 3 explains the LSF. Section 4 displays the 
fuzzy expert rules. Section 5 presents with details the NSGA II and fuzzy 
decision maker. Section 6 shows the results and analysis. Section 7 
concludes the manuscript. Section 8 presents the future work. 

2. Problem formulation 

In traditional optimization methods, the multiobjective optimization 
problem (MOP) is turned into one objective problem by the weighting 
factor to obtain the best solution based on the suggested value of the 
weighting factor. 

Many problems include optimization of many conflicting targets 
concurrently. MOPs produce a set of nondominated solutions termed as 
the Pareto-optimal solutions. Among all Pareto-optimal solutions, no 
solution can be regarded as optimal without proper judgment [43]. 

A vector objectives optimization problem is composed of several 
conflicting objectives subject to certain constraints. Without loss of 
generality, the multivector objectives can be mathematically defined as 
follows [26]: 

Minimize
{

Fm( x→)
̅̅̅̅→}

,∀m∈ Nobj and x→∈ set of constraints (1)  

where, Nobj is the number of objective functions; x is a decision vector 
representing a possible solution; 

For MOP, suppose there are two solutions x→ and y→. Any of two 
prospects can happen to any solution, one solution dominates the other 
or does not dominate the other. In a minimization problem, x→ domi-
nates y→ if: 

Fi( x→)≤Fi( y→), ∀i ∈ Nobj (2)  

and 

Fj( x→)≤Fj( y→), ∀j ∈ Nobj (3) 

If the above conditions are achieved, x→ is known as a nondominated 
solution. x→ represents a Pareto-optimal solution if no other solution is 
discovered to dominate y→. A set of Pareto-optimal solutions is called a 
Pareto-optimal front. In MOP, if there are two or more objectives that 
should be optimized simultaneously, then the greedy selection proced-
ure is applied according to a dominance-based filter [43]. 

2.1. Annual net savings 

The objective is to boost the net savings/year by minimizing the peak 
active power loss and the capacitor costs, and it is specified in (4) as, 

F1 = Ke × (PLa − PLb) × T + α ×

[

Ci × NB + CP ×
∑NB

i=1
Qc(i)

]

+ CO

× NB

(4)  

Where, Ke, Ci, CP, and CO represent energy cost, installation expenses, 
purchase expenses of the capacitor, and capacitor operating cost, 
respectively; PLb and PLa represent the overall active power losses at base 
case and after reactive compensation, respectively. α is a depreciation 
coefficient. T is the time interval. NB is the total number of buses where 
the capacitors are installed; QC(i) is reactive power injected at node i 

[44]. The annual net savings are defined as [45]: 

S = minimization of energy cost − α × [installations cost + purchase cost]

− operating cost/year
(5)  

2.2. Voltage stability index (VSI) 

VSI is employed to indicate the stability level in RDNs and thereby 
there will be an appropriate action if VSI shows a poor value. VSI ranges 
from zero at a point of voltage collapse to unity at no load. The node 
with a minimum value of VSI has the greatest chance of voltage collapse 
[46,47] and the voltage collapse condition will appear at that node. 
Thus, supplying the appropriate nodes with reactive power support can 
help improving voltage stability [46]. The total voltage stability index 
(TVSI) can be determined by (6) whereas VSI at bus j is expressed using 
(7) [43]. Fig. 1 depicts a simple distribution line i − j. 

TVSI =
∑N

j=2
VSI[j] (6)  

VSI[j] = |V[i]|4 − 4 ×
(
Peff [j] × Rij + Qeff [j] × Xij

)
× |V[i]|2 − 4

×
(
Peff [j] × Xij − Qeff [j] × Rij

)2 (7)  

Where N is the total number of buses; V[i] represents the voltage 
magnitude of sending end node i; Peff [j] and Qeff [j] are effective real and 
reactive powers at the receiving end bus j, respectively; Rij and Xij are 
resistance and reactance of branch i − j, respectively. 

The objective function suggested to maximize the TVSI is written by: 

F2 =
1

TVSI
(8)  

2.3. Objective function 

A multiobjective optimization procedure is applied for optimal 
capacitor allocation problem in RDNs. In this study, two objectives are 
planned for simultaneous optimization. They are (1) (S) maximization 
and (2) (TVSI) maximization whereas fulfilling all operating system 
constraints. The vector of objectives that have to be reduced concur-
rently can be defined in (9). 

minimize : {F1;F2} (9)  

2.4. System constraints  

1. Power balance constraints: 

PSlack =
∑nl

i=1
PD[i] +

∑n

j=1
PL[j] (10)  

QSlack +
∑NB

i=1
QC[i] =

∑nl

i=1
QD[i] +

∑n

j=1
QL[j]

where, PSlack and QSlack represent real and reactive powers provided by 
slack bus, respectively; PD[i] and QD[i] represent active and reactive de-
mands of bus i, respectively; PL[j] and QL[j] represent active and reactive 
losses at section j, respectively; nl and n are the numbers of PQ buses and 

Fig. 1. A model of distribution line.  
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branches, respectively [45];  

2. Voltage limits: 

Vmin ≤ |V[i]| ≤ Vmax (11)  

where, Vmin and Vmax are the lower and upper bounds of voltage profile, 
respectively.  

3. Distribution line capacity constraints: 

S[i] < S[i]rated (12)  

where, S[i]rated denotes the allowable maximum rating at line section i 
[16].  

4. Capacitor size constraint: 

Qmin
c ≤ |Qc[i]| ≤ Qmax

c (13)  

where, Qmin
c and Qmax

c are the permissible lower and upper limits of the 
reactive power injection at any candidate bus.  

5. Total injection constraints [45]: 

∑NB

i=1
QC[i] ≤

∑nl

j=1
QD[j] (14)  

3. Loss sensitivity factor (LSF) 

As depicted in Fig. 1, real power loss in section ij is formulated as: 

Plineloss[ij] =

(
P2

eff [j] + Q2
eff [j]

)
× Rij

V2[j]
(15)  

Where, V[j] represents the voltage at location j.
LSF can be determined by Ref. [48]: 

LSF[j] =
∂Plineloss[ij]

∂Qeff [j]
=

2×Qeff [j] × Rij

V2[j]
(16) 

LSF values are normalized to be modelled by fuzzy rules and LSFnorm 

can be obtained by: 

LSFnorm[j] =
LSF[j] − LSFmin

LSFmax − LSFmin
, j∀[2,N] (17) 

LSFnorm varies from 0 to 1 [43]. The buses with maximum LSFnorm 

values are more sensitive to place the capacitors [48]. 

4. Fuzzy expert system (FES) 

Table 1 shows the fuzzy decision matrix summarizing the fuzzy rules 
[43]. The rows and columns of the fuzzy decision matrix represent two 
inputs, the voltage |vi| and LSFnorm, and they are coupled with IF parts in 
the IF-THEN rules. The suitability, a third-dimensional variable, is the 
conclusion that lies at the cross point of each row and each column, and 
that output is related to the THEN part in IF-THEN rules [43,49]. FES 

calculates the suitability of all nodes using a set of heuristic rules. Then, 
the highly nominated nodes for capacitor allocation are determined 
according to buses with the largest suitability values [43]. The fuzzy rule 
comprises twenty-five if-then rules to derive the conclusion or control 
output as listed in Table 1. 

The fuzzy terms, Low, Low- Medium/Normal, Medium/Normal, 
High- Medium/Normal, and High, are used to describe the fuzzy vari-
ables, voltage, LSFnorm, and capacitor placement suitability. Triangular 
and trapezoidal membership functions (MFs) are suggested. The 
centroid method is utilized for defuzzification. Figs. 2–4 graphically 
depict the MFs. Fig. 5 displays the surface chart of these rules. 

The initial selection of the most nominated nodes for capacitor 
allocation has helped in reducing the search space for NSGA-II and 
consequently decreasing CPU processing time [43]. 

5. A nondominated sorting genetic algorithm (NSGA II) based 
approach 

The nondominated sorting genetic algorithm (NSGA) is a powerful 
technique to handle MOPs. It was first developed by Srinivas and Deb. 
NSGA faces three challenges 1) high computational complexity, 2) 
nonelitism, and 3) the necessity for identification of a sharing param-
eter. To tackle these difficulties, Deb et al. developed NSGA II. NSGA-II 
generates a number of fronts that reduce multiple objectives to a single 
fitness arranged based on nondomination [41,50]. 

5.1. Fast nondominated sorting approach 

After initializing the population Pt of size N and determining the 
objective functions, two important entities for every solution p in pop-
ulation Pt have to be estimated: 1) domination count np, the number of 
individuals or solutions that dominate the individual p, and 2) the set of 
individuals Sp that is dominated by individual p. 

If solution p dominates solution q in the population Pt , then add 
solution q to a set of individuals Sp. If solution q dominates solution p, 
then increase np by one. If no solution dominates solution p (np = 0), 
then p belongs to the first front F1 with rank = 1. 

After identifying the first front F1, the front counter is initialized (i =
1) to determine the nonempty front Fi. A discrete list Q is initialized to 
arrange the solutions of the next fronts. For every individual p in Fi, 
every member q in its set Sp will be visited thereby decreasing domi-
nation count nq for member q by one. When domination count nq for any 
member q is zero, this member is directly carried over to a discrete list Q 
belonging to the second nondominated front F2 with rank = 2. This 
procedure continues to find all fronts [40,41]. 

In second or higher nondominated levels, the domination count for 
each solution p is at most N − 1. Therefore, every solution p is visited 
mostly N − 1 until np reaches zero. As soon as the domination count np 

for any solution becomes zero, this individual is assigned a non-
domination level, and it is not permissible to visit this solution again. 
The total complexity for the procedure is O(MN2), where M is a number 

Table 1 
Fuzzy expert rules for determining high nominated nodes.  

AND |vi |

L LN N HN H 

LSFnorm L LM LM L L L 
LM M LM LM L L 
M HM M LM L L 

HM HM HM M LM L 
H H HM M LM LM  Fig. 2. MFs for voltage.  
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of objective functions and N is a population size. 

5.2. Density estimation 

In order to determine the spread of individuals around a particular 
individual in the population, the mean separation of two points on each 
side of this point along every objective is determined. The crowding 
distance CrD is estimated to be the perimeter of the cuboid shaped by the 
closest neighbours as the vertices. 

To calculate CrD, this needs arranging the population Pt into each 
front based on each function value in ascending sort. For every function, 
an infinite distance value is specified for boundary solutions. The CrD of 
all other intermediate solutions is set as the absolute normalized dif-
ference in the objective function values of two adjoining individuals. 
The total CrD is computed as the sum of all distance values for every 
function. Every objective function is normalized before determining the 
CrD. 

5.3. Crowded-comparison operator 

The crowded-comparison operator directs the choice process to-
wards uniformly spread-out Pareto-optimal solutions. To choose be-
tween two solutions belonging to different fronts (prank ∕= qrank), the 
preference is for a lower-ranked solution. On the other hand, if both 
solutions have the same nondomination rank (prank = qrank), the pref-
erence is for the solution with a less crowded area. 

5.4. Main loop 

A random parent population is initially generated, and then it is 
arranged according to nondomination into each front. Every individual 
has a fitness (or rank) equal to its nondomination level [40]. Besides the 
rank, the crowding distance CrD is determined for every solution to es-
timate how close each solution is to its adjoining. The 
crowded-comparison operator is introduced to select the parents ac-
cording to rank and crowding distance [41]. The selection, crossover, 
and mutation operators [41] are implemented to generate an offspring 
population Qt of size N. An elite-conserving operator is introduced 
making the best solutions in the population move directly to the next 
generation. Therefore, the good solutions discovered early are main-
tained as long as a better solution is not yet found. 

First, a combined population Rt of size 2N is obtained as Rt= Pt ∪ Qt. 
Population Rt is then organized according to nondomination. Since 
population Rt comprises all former and present members of the popu-
lation, elitism is achieved. Now, the best individuals in Rt are the in-
dividuals of the best nondominated set F1. If the size of F1 is less than N, 
its members are selected for the new population Pt+1. All other in-
dividuals of the population Pt+1 are picked from suffix nondominated 
fronts according to their ranking. Therefore, individuals from set F2 are 
selected next, then from set F3, and so on. This procedure ends as soon as 
no other set can be accommodated. To select exactly all members in the 
population N, the individuals in the last nondominated front Fl are ar-
ranged by the crowded-comparison operator in descending sort [40]. 
The best-required individuals are picked to fill all slots in the population. 
The selection, crossover, and mutation operators [41] are employed to 
create a new population Qt+1 of size N [40]. 

5.5. Fuzzy decision maker (FDM) 

After a Pareto front is produced, the optimal solution is picked by the 
decision maker (DM) according to worth decisions and good judgments 
among Pareto-optimal solutions. The fuzzy satisfactory technique may 
be helpful in that problem. A linear waveform is elicited for fuzzy 
membership functions as depicted in Fig. 6. Linear membership function 
μi can be mathematically formulated by: 

Fig. 3. MFs for LSFnorm  

Fig. 4. MFs for suitability.  

Fig. 5. The surface chart of fuzzy expert rules.  

Fig. 6. Linear membership function.  
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μi =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1, if Fi ≤ Fmin
i

Fmax
i − Fi

Fmax
i − Fmin

i
, if Fmin

i < Fi < Fmax
i

0, if Fi ≥ Fmax
i

(18)  

Where, Fi is the value of objective function i; Here μi = 0, FDM is fully 
unsatisfied; whereas μi = 1, FDM is fully satisfied. 

The normalized membership function μk can be defined for any 

optimal Pareto solution k using (19): 

μk =

∑Nobj
i=1 μk

i
∑M

k=1
∑Nobj

i=1 μk
i

(19)  

where, Nobj is the objective function number; M is the number of Pareto 
front’s members. 

The solution with the highest value of μk is picked as the best 
compromise solution [51]. Fig. 7 shows the flowchart of the NSGA-II 

Fig. 7. Flowchart of NSGA-II based approach.  
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based approach. 

6. Numerical results and discussions 

To emphasize the validity and capability of the proposed method-
ology to solve the optimal capacitor allocation problem, numerical 
simulations are applied to IEEE 33- bus and an actual Portuguese IEEE 
94-bus RDNs. The bus-injection to branch-current (BIBC) and branch- 
current to bus-voltage (BCBV) matrices [52] are implemented to solve 
the load flow (LF) for the proposed RDNs. 

The proposed algorithm and the LF solution are programmed in the 
MATLAB environment with Intel(R) Core (TM) i3-3217U CPU, 1.80 
GHz, a 4.0 GB RAM Dell laptop, and a 64- bit operating system. For all 
test cases, the constant values used to determine net savings per year are 
set as: Ke = $0.06/kWh,Ci = $1600/location, Cp = $25/kVAr,Co = $

300/year/location, α = 20%,T = Hours 8760 /year [44]. The voltage 
constraint is assumed from 0.91 to 1.1 p.u. for 33- node system, while 
the voltage constraint is from 0.9 to 1.1 p.u. for 94- node system. The 
control variables representing the ratings of fixed and switched capac-
itors are between the lower limit (50 kVAr) and the upper limit (1500 
kVAr). The control variables of fixed capacitors are randomly distrib-
uted throughout the search space [4], while in switched capacitors, 
these values are distributed from the lower limit to the upper limit by a 
fixed step of 50 kVAr [45]. 

The calculation of most candidate buses for capacitor placement can 
help in minimization of the search space for the proposed NSGA-II. By 
conducting many trials, it was concluded that 10–25% of the total 
number of system buses after being arranged are the optimal solutions or 
close to optimal solutions. For systems with small sizes like 33-node 
RDN, the user may pick 20–25% of system buses with the largest suit-
ability values calculated by fuzzy expert rules as the initial possible lo-
cations for capacitor placement. While the user may select for large-scale 
systems (i.e 94-node RDN) 10–15% of system buses with the largest 
suitability values as the initial candidate locations for capacitor place-
ment [45]. Certainly, fuzzy expert rules may not determine the optimal 
buses for capacitor allocation. This is due to the inputs to fuzzy rules are 
the voltage and loss sensitivity factor which depend on the system to-
pology, configuration, and loading [45]. Thus, the proposed NSGA-II is 
applied to find the optimal sizes and locations for capacitor placement. 

The comparisons are made with MOWCA, MOGWO, and other re-
ported optimizers concerning voltage profile, active and reactive power 
losses, total voltage stability index, and net savings/year. 

The control parameters of NSGA-II are set as: the distribution index 
for crossover operator ηe = 20, the distribution index for mutation 
operator ηm = 20, and the number of generations = 200. 

The control parameters of MOWCA are adjusted as: population size 
Npop = 150, number of rivers and sea Nsr = 25, evaporation condition 
constant dmax = 10− 16, and number of iterations is 150 for 33-bus RDN 
and 300 for 94-bus RDN. 

The MOGWO parameters are set as: grid inflation parameter α =

0.1, leader selection pressure parameter β = 4, number of grids per each 
dimension nGrid = 10, and number of iterations is 100 for 33-bus RDN 
and 200 for 94-bus RDN. 

Two case studies are used to verify the efficacious of a two-stage 
methodology.  

1. Optimal placement of fixed capacitors.  
2. Optimal placement of switched capacitors 

6.1. 33-bus RDN 

This system contains 33 buses and 32 lines. The line and bus data can 
be obtained from Ref. [53]. Fig. 8 shows the network layout of 33-bus 
RDN. The total real and reactive power demands are 3715 kW and 

2300 kVAr, respectively. The per-unit system is used in simulation with 
base values VBase = 12.66 kV and SBase = 10 MVA. The nine top-ranking 
buses (i.e 20–25% of system buses) are picked as the initial potential 
locations for capacitor placement according to fuzzy expert rules; 
{28,6,29,8, 30,9, 13, 10,3}. 

Table 2 displays the optimum buses and capacities for fixed and 
switched capacitors using NSGA-II against two optimizers; MOWCA and 
MOGWO and other optimizers obtained from literature, FRCGA [46] 
and IP algorithm [54]. NSGA–II– fixed selects four capacitors at bus 
numbers {6,8,30,13} with ratings of { 137,359,1035,430} kVAr while 
NSGA–II– switched picks three capacitors at bus numbers {30,13,10}
with ratings of {1150,350,400 } kVAr, respectively. 

Table 3 gives the results before compensation and after using NSGA- 
II against MOWCA, MOGWO, and other techniques found in the litera-
ture. This Table lists Vmin (p.u), Vmax (p.u), 

∑
PLoss (kW), Reductions in 

PLoss (%), 
∑

QLoss (kVAr), Reductions in QLoss (%), VSImin, VSImax, TVSI, 
and Net Savings/year. 

From Tables 2 and 3, NSGA-II reduces power losses from 210.998 
kW + j143.033 kVAr to 142.7004 kW + j 97.5605 kVAr using fixed 
capacitors and 145.3756 kW + j99.4153 kVAr using switched capacitors 
with lower injected kVArs of 1961 kVAr and 1900 kVAr which are better 
than 150.6170 kW + j103.4236 kVAr and 149.9388 kW + j103.7441 
kVAr of MOWCA, 148.7872 kW + j102.0343 kVAr and 146.2804 kW + j 
100.3518 kVAr of MOGWO, 148.6951 kW of FRCGA, and 171.78 kW of 
IP algorithm with injected kVArs of 2087 kVAr, 2150 kVAr, 2035 kVAr, 
2050 kVAr, 2250 kVAr, and 2150 kVAr for MOWCA-fixed, MOWCA- 
switched, MOGWO-fixed, MOGWO switched, FRCGA, and IP algorithm, 
respectively. It is observed from load flow results that the end buses have 
lower voltages owing to the presence of heavy inductive loads. The 
lowest voltage without capacitor placement is 0.9039 p.u at bus number 
18. After installing capacitors, the voltages are substantially improved 
due to the compensation of a portion of reactive power absorbed by 
loads. The minimum voltages using NSGA-II are 0.9412 p.u and 0.9425 
p.u which are less than 0.9472 p.u and 0.9484 p.u using MOWCA, 
0.9456 p.u and 0.9446 p.u using MOGWO, 0.9665 p.u using FRCGA, and 
0.9501 p.u using IP algorithm. TVSI is enhanced from 25.5401 to 
27.8320 and 27.8800 using NSGA-II which are lower than 28.1298 and 
28.1519 using MOWCA and 28.0545 and 28.0080 using MOGWO. 
NSGA-II results in annual net savings of 23,612$ and 23,131$ for fixed 

Fig. 8. Network layout of 33-bus RDN.  
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and switched capacitors, respectively, which are higher than 19,441$ 
and 19,483$ of MOWCA, 20,663$ and 21,906$ of MOGWO, 17,777$ of 
FRCGA, and 8003.2$ of IP algorithm. The operating system constraints 
have been confirmed and have not exceeded the permissible limits. It’s 
estimated that the CPU time needed to finish one optimization run is 
122 s for the NSGA-II, 428 s for MOWCA, and 212 s for MOGWO. It is 
well-known that the optimization time includes the time spent in the 
load flow and may reach 70–75% of the optimization time. 

Figs. 9–11 depict the best compromise among Pareto optimal solu-
tions by NSGA-II, MOWCA, and MOGWO, respectively. Fig. 12 shows 
the voltages comparison without and with fixed and switched capacitors 
using the NSGA-II, MOWCA, and MOGWO. The voltage profile is also 
depicted by the increased TVSI. Although the total power losses, annual 
net savings, and total compensated power using NSGA-II are better than 
those found in other techniques, yet the minimum voltage and TVSI 
using NSGA-II are less than those obtained by other methods. The better 
performance of NSGA-II than its counterparts is reflected in its superi-
ority in achieving the highest annual net savings, which adds greater 
value to this method. 

6.2. An actual Portuguese 94-bus RDN 

To test the strength of NSGA-II when applied to large radial distri-
bution networks, 94 buses are selected. Fig. 13 shows the network layout 
of 94-bus RDN. The whole description of this system, including load and 
line data, can be found in Ref. [55]. It comprises 94 buses and 93 lines, 
where the rated voltage is 15 kV and total demands are 4797 kW and 
2323.9 kVAr. It should be noted that minimum voltages at the base case 
do not respect the permissible upper and lower limits. This is due to its 
presence in a rural region and the demanding attributes of the network 
that enforce difficult operating conditions. The fifteen top-ranking nodes 
(i.e 10–15% of system buses) are selected as initial candidate buses for 
capacitor allocation according to fuzzy expert rules; 11, 90, 10, 18, 21, 
54, 52, 15, 83, …,. 

Table 4 lists the optimal buses and ratings of capacitors determined 
by NSGA-II against two optimizers; MOWCA and MOGWO and another 
optimizer obtained from the literature; ABC algorithm [45]. NSGA–II– 
fixed yields five locations for capacitor placement at bus numbers 
{11,54, 83,20,23 } with sizes of {421,893,61,621,324 }kVAr, while 
NSGA–II– switched selects five locations for capacitor placement at bus 
numbers {11,90,18,54,83} with sizes of {300, 100, 500, 850,
550} kVAr. 

Table 2 
Optimum buses and capacities for 33-bus RDN for the two cases.  

Item NSGA-II MOWCA MOGWO Fuzzy-real coded GA algorithm 
(FRCGA) [46] 

Interior point algorithm 
(IP) [54]  

Fixed Switched Fixed Switched Fixed Switched   
Capacitor 

locations 
6, 8, 30, 13 30, 13, 10 30, 13, 10 8, 30, 13 30, 13, 10 8, 30, 13 28, 6, 29, 8, 30, 9 9, 29, 30 

Capacitor 
Sizes (kVAr) 

137, 359, 
1035, 430 

1150, 350, 
400 

1211, 396, 
480 

650, 1000, 
500 

1199, 362, 
474 

400, 1150, 
500 

100, 325, 425, 350, 675, 375 450, 800, 
900 

Total kVAr 1961 1900 2087 2150 2035 2050 2250 2150  

Table 3 
The results before and after proposing capacitors for 33-bus RDN.  

Item Base case NSGA-II MOWCA MOGWO FRCGA [46] Interior point algorithm (IP) [54]   

Fixed Switched Fixed Switched Fixed Switched   
Vmin (p.u) 0.9039 @bus 18 0.9412 0.9425 0.9472 0.9484 0.9456 0.9446 0.9665 0.9501 
Vmax (p.u) 0.9970 @bus 2 0.9977 0.9976 0.9977 0.9977 0.9977 0.9977 – – 
∑

PLoss (kW) 210.998 142.7004 145.3756 150.6170 149.9388 148.7872 146.2804 148.6951 171.78 
Reductions in PLoss (%) – 32.3690 31.1011 28.6170 28.9384 29.4842 30.6722 29.5278 18.5870 
∑

QLoss (kVAr) 143.033 97.5605 99.4153 103.4236 103.7441 102.0343 100.3518 – – 
Reductions in QLoss (%) – 31.7916 30.4948 27.6924 27.4684 28.6638 29.8401 – – 
VSImin 0.6672 @bus 18 0.7848 0.7890 0.8050 0.8091 0.7996 0.7961 0.8652 – 
VSImax 0.9881 @bus 2 0.9906 0.9906 0.9908 0.9908 0.9907 0.9907 – – 
TVSI 25.5401 27.8320 27.8800 28.1298 28.1519 28.0545 28.0080 – – 
Net Savings/year – 23,612 23,131 19,441 19,483 20,663 21,906 17,777 8003.2  

Fig. 9. Optimal solution among Pareto set for IEEE 33-node by NSGA-II for (a) fixed capacitors and (b) switched capacitors.  
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Table 5 arranges the cropped results from the base case and with 
NSGA-II against MOWCA, MOGWO, and ABC algorithm [45]. In this 
table, Vmin (p.u), Vmax (p.u), 

∑
PLoss (kW), Reductions in PLoss (%), 

∑

QLoss (kVAr), Reductions in QLoss (%), VSImin, VSImax, TVSI, and Net 
Savings/year are summarized. NSGA-II can minimize total active power 
loss from 362.86 kW to 269.8589 kW and 271.0450 kW with Reductions 
in PLoss (%) of 25.6296% and 25.3027% for fixed and switched capaci-
tors, respectively, which are better than 274.8324 kW, 276.4410 kW, 
272.4593 kW, 273.8650 kW, and 271.3590 kW with Reductions in PLoss 

(%) of 24.2589%, 23.8156%, 24.9129%, 24.5255%, and 25.23% using 
MOWCA-fixed, MOWCA-switched, MOGWO-fixed, MOGWO switched, 
and ABC algorithm, respectively. NSGA-II reduces total reactive power 
loss from 504.04 kVAr to 373.2646 kVAr and 373.9985 kVAr with Re-
ductions in QLoss (%) of 25.9457% and 25.8001% for fixed and switched 

Fig. 10. Optimal solution among Pareto set for IEEE 33-node by MOWCA for (a) fixed capacitors and (b) switched capacitors.  

Fig. 11. Optimal solution among Pareto set for IEEE 33-node by MOGWO for (a) fixed capacitors and (b) switched capacitors.  

Fig. 12. Voltage profile comparison for 33- bus RDN at the base case and after 
capacitor installation. 

Fig. 13. Network layout of 94-bus RDN.  
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capacitors, respectively, which are better than 378.0763 kVAr, 
380.3276 kVAr, 375.9245 kVAr, 376.6280 kVAr, 374.5060 kVAr with 
Reductions in QLoss (%) of 24.9911%, 24.5445%, 25.4180%, 25.2785%, 
and 25.70% using MOWCA-fixed, MOWCA-switched, MOGWO-fixed, 
MOGWO switched, and ABC algorithm, respectively. The lowest 
voltage at base case is 0.8485 p.u at bus number 92. The voltage profile 
is markedly improved after installing capacitors that inject reactive 
power into the system nodes. Therefore, the current flow and power 
losses are minimized. The lowest voltage after installing capacitors using 
NSGA-II is 0.915 p.u which is less than 0.92 p.u and 0.9216 p.u using 
MOWCA, and 0.9168 p.u using MOGWO. NSGA-II improves TVSI from 
62.2650 to 75.5046 and 75.4905 which are lower than 76.1385 and 
76.1747 using MOWCA and 75.7373 and 75.771 using MOWGO. 
NSGA–II–fixed yields annual net savings of 34,180 $ which are better 
than 33,657 $ using NSGA–II–switched, 32176.16 $ and 32060.68 $ 
using MOWCA, and 34,063 $ and 33,415 $ using MOGWO and are lower 
than 35,732 $ using ABC algorithm. The injected kVArs using NSGA-II 
are 2320 kVAr and 2300 kVAr, which are almost the same values for 
MOWCA of 2322 kVAr and 2300 kVAr and MOGWO of 2318 kVAr and 
2300 kVAr and are slightly higher than 2100 kVAr using ABC algorithm. 
The higher injected kVArs add up to lower power losses and higher 
annual net savings. The improved performance of NSGA-II is shown by 
increased annual net savings. For all case studies, the operating system 
constraints have not exceeded the allowed boundaries. The time elapsed 

is 1024 s for NSGA-II, which is lower than 2849 s for MOWCA and 1204 s 
for MOGWO. Figs. 14–16 depict the best solution among Pareto optimal 
solutions using NSGA-II, MOWCA, and MOGWO, respectively. Fig. 17 
indicates the network voltage profiles prior to and after capacitor in-
stallations using NSGA-II, MOWCA, and MOGWO. The voltage profile is 
greatly enhanced, which is demonstrated by high TVSI. 

From these tables, for 33 bus system, fixed capacitors yield lower real 
power loss and higher annual net savings than those obtained from 
switched capacitors using NSGA-II, while switched capacitors achieve 
lower real power loss and higher annual net savings than those obtained 
from fixed capacitors using MOWCA and MOGWO. Fixed capacitors give 
lower reactive power loss than those obtained from switched capacitors 
using NSGA-II and MOWCA. Switched capacitors yield better TVSI than 
those obtained from fixed capacitors using the NSGA-II and MOWCA, 
while the fixed capacitors result in higher TVSI than those obtained from 
switched capacitors using MOGWO. For 94 bus system, fixed capacitors 
achieve lower active and reactive power losses and higher annual net 
savings than those obtained from switched capacitors using NSGA-II, 
MOWCA, and MOGWO. For TVSI, fixed capacitors give better results 
than those obtained from switched capacitors using NSGA-II, while 
switched capacitors yield better results than those obtained from fixed 
capacitors using MOWCA and MOGWO. Therefore, it can be concluded 
that fixed capacitors outperform switched capacitors in more results. 
This is due to the resilience of fixed capacitors to specify the values of 

Table 4 
Optimum buses and capacities for 94-bus RDN for the two cases.  

Item NSGA-II MOWCA MOGWO ABC algorithm [45]  

Fixed Switched Fixed Switched Fixed Switched  
Capacitor locations 11, 54, 83, 20, 23 11, 90, 18, 54, 83 54, 83, 16, 23 54, 20, 25 18, 54, 24 54, 15, 20 18, 21, 54 
Capacitor 

Sizes (kVAr) 
421, 893, 61, 621, 324 300, 100, 500, 850, 550 701, 584, 600, 437 800, 1200, 300 1000, 949, 369 750, 500, 1050 600, 450, 1050 

Total kVAr 2320 2300 2322 2300 2318 2300 2100  

Table 5 
The results before and after proposing capacitors for 94-bus RDN.  

Item Base case NSGA-II MOWCA MOGWO ABC algorithm [45]   

Fixed Switched Fixed Switched Fixed Switched  
Vmin (p.u) 0.8485 @ bus 92 0.9150 0.9150 0.9200 0.9216 0.9168 0.9168 0.90721 
Vmax (p.u) 0.9951 @ bus 2 0.9972 0.9972 0.9972 0.9971 0.9972 0.9972 0.99699 
∑

PLoss (kW) 362.86 269.8589 271.0450 274.8324 276.4410 272.4593 273.8650 271.3590 
Reductions in PLoss (%) – 25.6296% 25.3027% 24.2589% 23.8156% 24.9129% 24.5255% 25.23% 
∑

QLoss (kVAr) 504.04 373.2646 373.9985 378.0763 380.3276 375.9245 376.6280 374.5060 
Reductions in QLoss (%) – 25.9457% 25.8001% 24.9911% 24.5445% 25.4180% 25.2785% 25.70% 
VSImin 0.5183 @ bus 92 0.7008 0.7010 0.7163 0.7215 0.7064 0.7066 0.6774 
VSImax 0.9804 @ bus 2 0.9887 0.9886 0.9887 0.9886 0.9887 0.9886 0.9879 
TVSI 62.2650 75.5046 75.4905 76.1385 76.1747 75.7373 75.7710 75.0565 
Savings/year – $34180 $33657 $32176.16 $32060.68 $34063 $33415 $35732  

Fig. 14. Optimal solution among Pareto set for IEEE 94-node by NSGA-II for (a) fixed capacitors and (b) switched capacitors.  
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control variables between lower and upper boundaries. While the con-
trol variables of switched capacitors are restricted to certain values be-
tween lower and upper boundaries. 

7. Conclusions 

This article discusses the optimal allocation of fixed and switched 
capacitors in radial distribution networks using NSGA-II. This problem is 
formulated considering multiple objectives to enhance voltage stability, 
reduce overall losses, and maximize total savings while satisfying all 
operating system constraints. Fuzzy logic is used to calculate the most 
candidate buses to be the optimal places for the capacitors. The NSGA-II 

based approach is then applied to calculate the optimal locations and 
sizes of the capacitors. IEEE 33-bus and actual Portuguese IEEE 94-bus 
RDNs are chosen to test the characteristics of this approach. The re-
sults from this method have been compared with the results found in 
MOWCA, MOGWO, and other algorithms found in published papers. 

The results show that optimal capacitor allocation has improved 
system stability, reduced overall power losses, and maximized annual 
total savings, leading to enhanced network performance and reinforced 
system security. The proposed method has also proven its efficiency in 
giving high-grade solutions as well as its good convergence 
characteristics. 

For the 33-node system, the percentages of minimization in real and 
reactive power losses using NSGA-II based approach are 32.369% and 
31.7916% using fixed capacitors and 31.1011% and 30.4948% using 
switched capacitors. The annual total savings reach 23,612 $ and 23,131 
$. The total voltage stability index is 27.832 using fixed capacitors and 
27.88 using switched capacitors. For the 94-node system, the percent-
ages of minimization in real and reactive power losses using NSGA-II 
based approach are 25.6296% and 25.9457% using fixed capacitors 
and 25.3027% and 25.8001% using switched capacitors. The annual 
total savings reach 34,180 $ and 33,657 $. The total voltage stability 
index is 75.5046 using fixed capacitors and 75.4905 using switched 
capacitors. 

8. Future work 

The future work is to add another parallel element to the capacitor 
for maximizing the results in terms of total voltage stability and net 

Fig. 15. Optimal solution among Pareto set for IEEE 94-node by MOWCA for (a) fixed capacitors and (b) switched capacitors.  

Fig. 16. Optimal solution among Pareto set for IEEE 94-node by MOGWO for (a) fixed capacitors and (b) switched capacitors.  

Fig. 17. Voltage profile comparison for 94- bus RDN at the base case and after 
capacitor installation. 
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savings, which is a distributed generation. Hybridizing other optimizers 
with NSGA-II will be proposed to simultaneously determine optimal 
locations and sizes of multi-type distributed generations and capacitor 
banks in an unbalanced distribution system. 
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