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A B S T R A C T   

Controlled islanding is considered the last remedial action for preventing power systems from moving toward 
collapsing. In this respect, power systems should be split into islands, so that each island remains stable from 
both static and dynamic viewpoints. Therefore, determining the center of each island and its load bus borders is a 
fundamental task. In this paper, an innovative method is presented to determine the appropriate islanding 
scheme following the occurrence of a disturbance. This method is based on excited modes and it uses density- 
based learning approaches to cluster buses of the system in complex planes. The clustering process is per
formed with respect to each central bus to find candidate area borders. This is crucial, since wide area post 
disturbance control actions and restoration can be more effective in this way. Additionally, the proposed co
herency evaluation method is incorporated into the static load flow analysis to form an optimization problem for 
determining the borders of each island. Accordingly, both static and dynamic aspects of islands are included in 
the problem from a control-based viewpoint. The results of applying the proposed approach on test cases 
demonstrate its effectiveness.   

1. Introduction 

Nowadays, modern power systems (or smart grids) are encountering 
challenges that affect their secure and stable operation [1]. Such chal
lenges may cause the power system to move toward an unstable oper
ation condition following a disturbance occurrence and then results in a 
series of cascading outages that can eventually lead to a major blackout 
in the system. In order to prevent any blackout in the system, controlled 
islanding is considered as the last corrective action [2,3]. However, 
applying an appropriate islanding scheme, which considers both dy
namics and statics of the system, has always been a challenge. This issue 
becomes more challenging when distributed generations (DGs) with 
uncertainties in their outputs exist, especially in distribution systems 
[4]. 

Generally, the basics of controlled islanding in transmission systems 
are different from those of distribution systems. In transmission systems, 
controlled islanding is applied to the system, so that each island can 
operate securely from both dynamic and static viewpoints. Controlled 
islanding in transmission systems is dealt with identifying coherency 
degrees in the system [5,6]. Coherency is the similarity of responses in 
the system following a disturbance, which is represented primarily by 

oscillations in the rotor angle or speed signals of generators [7,8]. 
Although modal-based methods like the slow-coherency method were 
first introduced for coherency evaluation [9], today the advent of online 
monitoring systems such as wide area measurement system has made it 
possible to use data driven coherency analysis methods (which are also 
called measurement-based methods) for online coherency evaluation 
[10,11]. In measurement-based methods, following a disturbance 
occurrence, the required data are measured across the power system and 
then are processed for coherency evaluation. In doing so, operations 
such as principal component analysis [12], cosine similarity evaluation 
[13], projection pursuit [14], etc. have been proposed for processing the 
measured data. A comprehensive review of coherency evaluation 
methods has been provided in [15]. 

In the literature, various methods have been presented for the 
controlled islanding of power systems. Broadly speaking, these methods 
can be divided into two main categories. The methods in the first cate
gory use the Graph theory to split a large power system into islands 
[16–20]. Ref. [18] provides the details of using graph theory in power 
system islanding. In another study presented in [19] weighted time 
varying graphs are utilized in order to determine the boundaries of 
islands. Another concept called graph spectra has been employed in [20] 
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to find the islanding strategy in a system highly penetrated with 
renewable generation. Authors in [21] have presented an optimization 
methodology for specifying the intentional islanding strategy in which 
graph theory-based network reduction technique is used to improve the 
computational efficacy of the model. In the second category, methods 
are placed that employ mixed integer programming to solve an opti
mization problem which its solution is an optimal islanding strategy 
[22–32]. The purpose of these optimization problems is to minimize 
power imbalance or dynamic coupling or power flow disruption [30]. 
For example, in [22] DC load flow as the simplest formulation of power 
flow balance has been employed in mixed integer linear programming 
(MILP) formulation to find the optimal islanding strategy. However, 
since a linear AC formulation can better represent the system constraints 
(mostly in terms of power losses which should not be ignored), Ref. [23] 
has considered the linear AC power flow in their linear optimization 
formulation. Authors in [25] have used an MILP optimization model 
based on the linearized ac power flow to find the optimal island 
boundaries and guarantee the efficient isolation of critical or most 
affected islands by detection of generators most affected by the distur
bance. The impacts of uncertainties brought by renewable generation on 
the generation-demand balance required for establishing a correct 
islanding condition have been addressed in [26]. A method for optimal 
power system splitting based on mixed integer programming has been 
developed in [29] which also considers the system restoration con
straints. In another work presented in [6], authors have presented a 
methodology for intentional controlled islanding using a MILP model in 
which transient stability constraints are combined with voltage stability 
constraints. Other technical aspects such as the impact of false data in
jections attack on correct controlled islanding of power systems have 
been investigated in [31]. Recently, the use of convolutional neural 
networks in intentional power system islanding has been investigated in 
[32]. 

It is worthy to note that, nevertheless the above-mentioned works 
uses either graph theory or optimization approaches (or a combination 
of them such as the one presented in [21]), the use of both 
slow-coherency and online coherency concepts have been reported in 
both categories [33–35]. Recently, the use of data driven methods for 
online coherency evaluation incorporated into mixed linear 

programming models for finding the controlled islanding strategy has 
been proposed [27,36]. First, this method is suggested in the related 
literature to find coherent generators, and then the obtained coherency 
between generators is added to the optimization problem as a dis
connectivity constraint. 

However, it should be noted that in all previous studies in the second 
category, islands’ borders have been determined in the solution of an 
optimization problem, aiming at minimizing the amount of load shed
ding at buses [37]. In other words, maintaining the static stability of an 
island has played the main role in finding the best controlled islanding 
solution in the papers published thus far. After a disturbance occurs in 
the system, generators will respond to the disturbance, which is repre
sented by the variations in their rotor angle or speed signals. The 
response of a generator is also propagated in the system and is reflected 
by variations in voltage and current phasors at buses and lines. Conse
quently, voltage phasors measured at buses closer to a generator exhibit 
more similar variations in their amplitude or phase angles. In other 
words, analysis of the variations in voltage phasors can help to find how 
far the response of coherent groups of generators has been propagated in 
the system [38,39]. In the proposed approach, coherency evaluation is 
carried out on the phase angle variation of buses rather than on the rotor 
angle or speed of generators. By doing so, we are capable to find the 
boundaries in the first step and therefore simplify the optimization 
problem in the second step by removing the auxiliary variables associ
ated to dis-connectivity of buses. 

In the other hand, a new look at the coherency evaluation among 
buses in the complex plane is introduced in this paper. This new way of 
coherency evaluation enables us to evaluate coherency from the view 
point of each central bus. By doing so, buses will be located at different 
places in the complex planes, meaning that the degree of coherency 
between two buses (the distance between their location in the complex 
plane) is dependent to their similarity with the cluster centers. In other 
words, in the proposed approach, coherency between each two buses is 
evaluated from a system-wide point of view rather than solely relying on 
the data of the two buses. Accordingly, using this new concept it will be 
able to obtain a candidate splitting strategy from the view point of each 
central bus. Then, the simplified optimization problem will calculate the 
load shedding for each of the given candidate splitting strategies to 

Fig. 1. Comparison between the steps of the proposed approach and traditional approaches.  
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determine which one leads to the least amount of the load shedding, i.e. 
the best strategy as the final solution. 

In summary, the contributions of this paper are as follows. 

• Instead of finding coherency between generators, this paper evalu
ates the coherency between buses of the system. Hence, some 
candidate splitting schemes will be obtained, which are then 
analyzed for finding the best of them. Note that, in the proposed 
approach, the aim is to move the focus of the controlled islanding 
problem to the dynamics of the system. Such approach have 
simplified the mixed linear optimization problem, such that more 
than half of variables used in previous works have been omitted.  

• In the proposed approach, coherency is assessed from the view point 
of each central bus. In other words, coherency between each two 
buses is evaluated from a system-wide point of view rather than 
solely using the data measured at the two buses.  

• The proposed approach uses data measured to analyze coherency 
based on the similarity of excited modes. Therefore, a novel co
herency evaluation in the complex domain is proposed, which uses a 
density-based unsupervised learning technique called density-based 
spatial clustering of applications with noise (DBSCAN), which is 
described in [40] to find clusters in each complex domain. DBSCAN 
has advantages over other conventional clustering methods, such as 
fuzzy c-means (FCM) and k-means (KM) algorithms, causing it to be 
an appropriate technique for this online coherency evaluation 
application. Section 2.1 will present the features of DBSCAN.  

• By using the proposed coherency evaluation approach, several 
candidate splitting schemes will be determined in advance, and then 
the best of them is detected as the one leading to less amount of load 
shedding. Thus, as the borders of islands are determined based on the 
propagation of responses of generators in the system, tuning the 
controllers during islanding and when restoration is carried out will 
be more effective. 

The rest of paper is organized as follows: In Section 2, the proposed 
methodology for online power system controlled islanding is presented. 
Section 3 is dedicated to demonstrate the validation of the proposed 
methodology using two different cases. A discussion is also provided in 
Section 3. Finally, conclusions are presented in Section 4. 

2. Proposed methodology for online power system controlled 
islanding 

The approach proposed in this paper for controlled islanding is an 
optimization-based approach like those presented in [28] and [35] 
which are here called traditional approaches. As Fig. 1 depicts, both the 
proposed approach and traditional approaches consist of two steps. This 
figure shows the features of each step of the approaches. In traditional 
approaches, following the occurrence of a disturbance, the coherency is 
evaluated among generators, and then groups of coherent generators are 
identified. Note that no splitting strategy is determined in this step. 
Then, in the second step, a general optimization problem is solved to 
find the optimal splitting strategy considering the groups of coherent 
generators identified in the previous step. Note that the optimization 
problem defined in traditional approaches is solved for numerous vari
ables, including those related to the dis-connectivity of buses. 

However, in the first step of the proposed approach, candidate- 
splitting strategies are identified using a density-based unsupervised 
learning technique applied to data points in separate complex planes. 
Then, in the second step, an optimization problem is solved for each 
strategy to find the best one in terms of the minimum load shedding 
required to maintain each island securely in operation. The two steps of 
the proposed approach will be discussed in the following subsections: 

2.1. Coherency evaluation in the complex domain 

In this paper, coherency is evaluated from a data-driven viewpoint, 
since previously slow-coherency-based approaches have been proven 
not to be applicable in practical applications. The coherency evaluation 
approach presented in this section is based on excited modes and 
therefore it is suitable for control actions before and during controlled 
islanding. It is assumed that all required data, including voltage phasor 
signals are securely available through the wide area measurement sys
tem. Thus, discrete Fourier transform (DFT) can be applied to these 
signals as in (1) to extract the frequency components existing in them 
[41]. 

Fi(f ) =
∑N− 1

k=0
δi(k)e

−

(

j 2πfk
N

)

f = 0, 1, ...,N − 1 (1)  

where δi is the phase angle of the voltage phasor at the ith bus, and N is 
the number of samples in the time window. A traditional and effective 
way to assess the similarity of xi and xj, which are two vectors each of 
them with N real values, is to use the Pearson correlation coefficient 
(CC) defined in (2) [42]. 

cci,j =

∑N
k=1xi(k)xj(k)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑N
k=1x2

i (k)
∑N

k=1x2
j (k)

√ (2) 

Using (2) for the two vectors xi and xj which have real components, 
the value of cci,j will be real as well and with a value between 1 (for two 
in phase real vectors) and − 1 (for two out of phase real vectors). 
However, since the frequency spectrum obtained from applying DFT, i.e. 
F(f), is a vector with complex components, the value of cci,jbetween two 
complex vectors, which in this paper correspond to buses i and j, will be 
a complex value as well using (2). Interpretation of the values of cci,j 

obtained from (2) is not easy as it may leads to complex values greater 
than 1. To solve this problem and more importantly to consider the ef
fects of phase difference in each frequency component, the following 
form of cci,j defined in (3) will be utilized in which the inner production 
of complex vectors (the (.) production) is used in the numerator in order 
to include the phase difference of each element of complex vectors; this 
is essential for mode-based coherency evaluation [43]. 

cci,j =
Fi(f ).Fj(f )

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

f=1|Fi(f )|2
∑N

f=1

⃒
⃒Fj(f )

⃒
⃒2

√ (3) 

Thus, the value of cci,j obtained using (3) will be a complex value 
with a magnitude between [0, 1] and an angle between [0◦, 360◦]. 
Accordingly, it would be easier to evaluate the coherency between two 
buses or generators. Obviously, the more the CC’s value is close to 1 +
j0, the more the two complex vectors are similar, and therefore the more 
the two buses are probable to be in the same area based on excited 
modes. 

To find coherent buses, the proposed approach uses a combination of 
two density-based methods, one using the real values to find the number 
of clusters and their centers and another one to find the borders of each 
area. Note that both methods act in the complex domain. Given the 
angular velocity of voltage phasors of all buses, in the first step, the 
similarity between each pair of them is calculated using the Pearson 
correlation coefficient. Then, a density value is calculated for each bus 
using the following density measure [44]. 

Di =
∑NB

j=1
e
−

(
di,j

ra/2

)2

i = 1, ...,NB (4)  

where NB is the number of buses in the system and ra is a positive con
stant used to represent the desired neighboring radius. In addition, di,j is 
the dissimilarity index defined as di,j =

⃒
⃒1 − cci,j

⃒
⃒. According to (4), the 
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value of D for a bus that owns a high similarity in its variation with a 
large number of buses will be high. Hence, the bus having the highest 
density value is regarded as the first cluster center. Having obtained the 
first cluster center, the following subtractive operation is conducted to 
revise the density values with respect to the similarity of buses with the 
first cluster center. Thus, the second cluster center will be determined as 
the one that has the highest value among the revised density values [44]. 

Dh
i = Dh− 1

i − Dh− 1
C × e

−

(
di,Ch− 1

rb/2

)2

i = 1, 2, ...,NB (5) 

In (5), Dh− 1
C is the density value of the cluster center identified in the 

iteration h – 1, di,Ch− 1 is the value of the dissimilarity index calculated 
between bus i and the central bus (cluster center) identified in the 
iteration h – 1. Moreover, rb is a positive constant used to define the 
neighborhood that has measurable reductions in density values. Note 
that the ratio of rb to ra must be greater than 1. The above process is then 
repeated until the rejection factor rejects the new center. A rejection 
factor can be simply defined as in (6) [44]. 

Dh
C

D1
C
≥ λ (6) 

Having obtained NC clusters centers, the next step is triggered in the 
complex domain to achieve NC candidate strategies. Then, NC set of 
complex values are created as follows: 

Ωi = { cc1,i cc2,i ... ccNB ,i }i = 1, ...,NC (7)  

where ccj,i is the correlation coefficient between the jth bus and ith cluster 
center (central bus). Then, the elements of Ωi, which are complex values, 
are depicted in the complex plane. In other words, we will have NC il
lustrations of complex values in the complex plane, so that each one 
corresponds to one cluster center. For example, if only two central buses 
are obtained for a system with NB buses, then there would be two 2D 
complex plane illustrations. In the first one, NB data points are depicted, 
which correspond to the correlation coefficient values obtained between 

Fig. 2. Flowchart of the proposed approach.  

Fig. 3. Single line diagram of the test system.  

Table 1 
Parameters used in the simulations and their 
values.  

Parameter Value 

ra 0.5 
rb 1.5 × ra 

λ 0.2 
minPt 2 
α 0.15 
Vmax

i 1.05 pu 
Vmin

i 0.95 pu  
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Fig. 4. Rotor speed variations in Case 1.  

Fig. 5. Locations of complex CCs in the complex domain (a) with respect to bus 21 (b) with respect to bus 64 and (c) with respect to bus 52.  

Fig. 6. Clusters identified by DBSCAN in Case 1, (a) with respect to bus 21 (b) with respect to bus 64 and (c) with respect to bus 52.  
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the first central bus and the rest of buses, while in the second illustra
tions, the NB data points are the correlation coefficient values between 
the second central bus and the rest of buses. 

Once the correlation coefficient values as data points are depicted in 
the complex domain, DBSCAN is applied to cluster them. For a trans
mission system with tens or hundreds of buses, it is impossible to cluster 
the buses visually. Therefore, it is needed to employ an appropriate 
clustering algorithm. Among various types of clustering algorithms, 
such as k-means clustering (KM), fuzzy c-means (FCM), and fuzzy c- 
medoid (FCMd) clustering, DBSCAN is the one suitable for the proposed 
approach. Indeed, DBSCAN has advantages over other clustering 

Fig. 7. Areas identified in Case 1, (a) with respect to bus 21 (b) with respect to either bus 64 or bus 52.  

Table 2 
Load shedding results (case 1).   

Scheme 1 Scheme 2  

Area 1 Area 2 Area 3 Area 1 Area 2 
Load shedding in each area 

(MW) 
0 11 0 0 0 

Total (MW) 11 0  
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algorithms, such as FCM and KM, as follows: (i) unlike KM and FCM, 
DBSCAN does not need any prior assumption on the number of clusters 
in the dataset, (ii) DBSCAN can easily find small clusters in the dataset; 
this is not always practical, when using KM and FCM, (iii) the solution 
obtained by DBSCAN is deterministic. 

Note that when using DBSCAN, two parameters, i.e. a radius for 
determining the neighborhood (α) and the minimum number of data 
points required to exist in the α-neighborhood of a data point to form a 
cluster (minPt), are needed to be tuned. Also, note that in the case of 
coherency assessment application, there is a difference between 
applying DBSCAN to correlation coefficient values obtained from real 
vectors and complex vectors. In other words, in the complex domain, 
there is the possibility to discriminate between other coherent groups 
swinging against the under study coherent group, which is impossible 
when using real vectors. This means that applying DBSCAN to the 
complex correlation coefficient values provides a better view of co
herency and non-coherency among the buses. This can also be seen in 
the test cases simulated in Section 3. 

2.2. Mixed integer linear approach for load shedding in candidate islands 

As described in Section 1, in conventional optimization-based 
methods coherency is evaluated between rotor angle or speed of gen
erators. Accordingly, before solving the optimization problem, only sets 
of coherent generators are determined. However, the borders of each 
island within which coherent generators do exist are not determined yet. 
Therefore, in conventional methods an optimization problem has been 
solved not only to find the borders of islands but to calculate the least 
amount of load shedding required in each island. In order to do that, a 
set of auxiliary variables have been added to the problem to make sure 
that coherent generators remain in an island. Additionally, another set 
of auxiliary variables have been also used to reflect the connection of 
buses. These additional auxiliary variables are binary, meaning that the 
unity values means connectivity and vice versa. Hence, as it can be seen, 
too many auxiliary variables have been included in the optimization 
problem used by conventional methods. However, in the proposed 
method these auxiliary variables do not exist since the borders of islands 
are known (a few candidate islanding strategies are determined be
forehand) and thus the optimization problem only calculates the opti
mum load shedding required in each island. 

After determining the candidate islanding strategies in step 1, it is 
now necessary to calculate the minimum amount of load shedding 

required at each load bus in each island so that load flow constraints of 
the island are satisfied. This is a necessary task to make sure that in each 
island the load-generation remains in balance. In doing so, the objective 
function of the proposed optimization problem, which is aimed to 
minimize the required amount of load shedding, will be as follows: 

min
∑NS

s=1

∑

i∈ΩS

ΔPi (8)  

where ΔPi is the amount of load curtailed at the ith bus. Constraints used 
in this problem consist of those related to the remaining power balance 
in each island. Note that, unlike many previous works in which addi
tional variables were added to the problem to represent the connectivity 
of buses and the disconnectivity of non-coherent generators, our prob
lem defined in this paper is free from these auxiliary variables. Addi
tionally, although the use of AC load flow constraints, which are non- 
linear, leads to a high level of accuracy, the use of a linear approxima
tion will expedite the procedure of solving the problem, while a satis
factory level of accuracy is obtained. The linearized model of AC active 
and reactive power flow equations defined in (9) and (10) can be ob
tained from the Taylor expansion as in (11) and (12) [28]. 

Pij = ViVj
(
Gijcosδij +Bijsinδij

)
− V2

i Gij (9)  

Qij = ViVj
(
Gijsinδij − Bijcosδij

)
+ V2

i

(

Bij −
Bsh

ij

2

)

(10)  

Pij = Gij
(
Vi +Vj − 1

)
+ Bijδij + Gij(1 − 2Vi) (11)  

Qij = Gijδij − Bij
(
Vi +Vj − 1

)
+ (2Vi − 1)

(

Bij −
Bsh

ij

2

)

(12) 

Having linearized the power flow equations, the active and reactive 
power balance equations at the ith bus will be defined as follows: 

Pi =
∑

Pij = PG,i + ΔPup
G,i − ΔPdown

G,i − PL,i + ΔPsh
L,i (13)  

Qi =
∑

Qij = QG,i + ΔQup
G,i − ΔQdown

G,i − QL,i + ΔQsh
L,i (14)  

where ΔQsh
L,i is the amount of reactive load curtailment, ΔPup

G,i and ΔPdown
G,i 

are the amounts of increase and decrease in active power generations, 

Fig. 8. Rotor speed variations of generators G1 – G9.  
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and ΔQup
G,i and ΔQdown

G,i are the amounts of increase and decrease in 
reactive power generations all at the ith bus. In addition to the con
straints defined in (9) - (14), operational limits should also be defined. In 
this regard, limits on the output of generators as well as amount of short 
time increase and decrease in generators’ output active and reactive 
powers can be defined as follows: 

Pmin
G,i ≤ PG,i + ΔPup

G,i − ΔPdown
G,i ≤ Pmax

G,i (15)  

Qmin
G,i ≤ QG,i + ΔQup

G,i − ΔQdown
G,i ≤ Qmax

G,i (16)  

0 ≤ ΔPup
G,i ≤ ΔPup,max

G,i (17)  

0 ≤ ΔPdown
G,i ≤ ΔPdown,max

G,i (18)  

0 ≤ ΔQup
G,i ≤ ΔQup,max

G,i (19)  

0 ≤ ΔQdown
G,i ≤ ΔQdown,max

G,i (20) 

It is obvious that the amount of load shedding is limited to the 
original load. Accordingly, the following limits can be considered. 

0 ≤ ΔPsh
L,i ≤ PL,i (21)  

0 ≤ ΔQsh
L,i ≤ QL,i (22) 

Note that since loads are modeled as constant PQ loads, the 
constraint on the reactive load shedding can be removed if the same 
percentage of active load shedding is considered for the reactive load, or 
in other words, ΔQsh

L,i = ΔQsh
L,i × tanφi. Another limit used to maintain the 

voltage stability of the system is defined in (22) to assure that the voltage 
values remain within the secure range. 

Vmin
i ≤ Vi ≤ Vmax

i (23) 

Accordingly, for a given splitting strategy in which the system is split 
into islands from a dynamic viewpoint, the optimization problem 
defined in (8) – (23) is solved for each island to find the minimum 
amount of load shedding required in the island in order to ensure that, in 
addition to dynamic stability, each island remains stable statically after 
load shedding is applied. 

After solving the optimization problem defined in (8) – (23) for all 
candidate splitting strategies obtained in the previous step (defined in 
Section 2.1), the best strategy is then determined as the one leading to 
the least required amount of load shedding. Fig. 2 depicts the flowchart 
of the proposed controlled islanding approach. Simulations conducted in 
the next section will better describe the steps of the proposed approach. 

Fig. 9. Clusters identified by DBSCAN in Case 2, (a) with respect to bus 33 (b) with respect to bus 26 (c) with respect to bus 11 (d) with respect to bus 42 and (e) with 
respect to bus 23. 
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3. Simulation results 

In this paper, the controlled islanding approach proposed in Section 
2 is applied to the 68-bus, 16-machine system shown in Fig. 3. This 
system consists of two areas called New England Test system (NETS) and 
New York Power System (NYPS). Note that generators 14 – 16 are virtual 
large generators used to represent the dynamic characteristics of areas 
adjacent to NYPS. More details about this system can be found in [45]. It 
should also be noted that all simulations were performed in the MATLAB 
software. Dynamic and time domain simulations were conducted using 
the Power System Toolbox (PST) available in [46]. 

Table 1 provides the values of parameters used in this simulations. It 
should be noted that in order to obtain cluster centers, ra, rb and λ are set 
on 0.5, 1.5 × ra and 0.2, respectively, according to [44,47]. These values 
are selected to avoid the formation of closely spaced areas and to ensure 
that small areas without any generation will not be formed. Parameter 
associated with the limitations on the active and reactive power increase 
and decrease in generators, i.e. ΔPup,max

G,i , ΔPdown,max
G,i , ΔQup,max

G,i and 

ΔQdown,max
G,i , are assumed to be 20% of the generators’ nominal power 

available in [45]. Furthermore, minPt and α are set on 2 and 0.15, 
respectively. This means that at least two buses with Euclidean distance 
less than 0.15 can form an area. 

It should also be noted that, time duration of voltage phasor sam
pling used for coherency evaluation is assumed to be 10 s after fault 
occurrence. This time duration will allow us to extract low frequencies 
higher than 0.1 Hz to 2 Hz, which are associated with inter-area and 
local oscillation modes. Note that smaller time windows can also be 
considered; however, some low frequencies may not be accurately 
observable for smaller windows. For example, if a time window of 5 s is 
selected to be used for coherency evaluation, frequencies lower than 0.2 
Hz are not observable anymore. 

Two test cases were simulated in this paper. The two cases include 
two different faults occurring in two different parts of the system to 
show how the proposed approach can effectively find the solution. In 
this regard, the aim is to show that coherency evaluation is necessary to 
be conducted online using data-driven methods in modern power 
systems. 

3.1. Case 1 

It is assumed in this case that after disconnecting the line between 
buses 8 and 9, which is done to increase the electrical distance between 
the NETS and NYPS, a 3-phase fault is occurred on the line connecting 
buses 1 and 2 and near to bus 2 and then is cleared after 0.3 s. It is also 
assumed that no line is tripped out. Fig. 4 shows the post disturbance 
speed variation of the generators. 

By applying the procedure described in Section 2.1, buses 21, 64 and 
52 are found to be the cluster centers, meaning that there could be three 
clusters (or probable islands if necessary) following the occurrence of 
this fault. In this regard, it is then necessary to analyze the similarity 
between buses in three separate complex planes. Fig. 5 show the loca
tions of complex CCs between the phase angle variations measured at 
buses of the system and phase angle variations measured at buses 21, 64 
and 52 (cluster centers). 

In the first step, DBSCAN is applied to the data points at each com
plex plane. Clusters obtained after applying DBSCAN are shown in 
Fig. 6. It can be seen that two clusters have been found in Figs. 6(b) and 6 
(c), whereas three clusters have been identified in Fig. 6(a). Therefore, 
two splitting schemes have been identified in this case and will be then 
analyzed in the next step of the proposed approach. 

Fig. 7 shows the areas corresponding to the clusters shown in Fig. 6. 
It can be seen from this figure that the test system has been partitioned 
into two distinct areas in Fig. 7(b) meaning that the right side (NETS) 
oscillates against the left side (NYPS) following this disturbance. How
ever, as we look to the system from the view of NETS (Fig. 7(a)), virtual 

Fig. 10. Areas identified in Case 2, (a) with respect to bus 33 (b) with respect to 
bus 26 (c) with respect to either bus 11 or bus 42 and (d) with respect to bus 23. 
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Table 3 
Load shedding results (case 2).   

Scheme 1 Scheme 2 Scheme 3 Scheme 4  

Area 1 Area 2 Area 3 Area 1 Area 2 Area 1 Area 2 Area 1 Area 2 Area 3 
Load shedding in each area (MW) 0 15 0 0 5.6 0 5.6 0 0 0 
Total (MW) 15 5.6 5.6 0  

Fig. 11. Areas identified by coherency evaluation method in [8].  

Fig. 12. Splitting strategy identified by the method presented in [28].  

M. Sadeghi et al.                                                                                                                                                                                                                                



Electric Power Systems Research 214 (2023) 108808

11

generators, i.e. Gens 14, 15 and 16, which are connected to NYPS, can 
form a distinct area as well. 

The load shedding solution applied to each of the separation schemes 
are tabulated in Table 2. It can be seen that the second separation 
scheme, which associates with Fig. 6(b), is the best in this case since very 
low load shedding is required in this scheme. In fact, in response to this 
fault, large virtual generators, i.e. generators 14, 15 and 16, have 
revealed responses relatively similar to real generators in NYPS. 
Therefore, retaining their connection to NYPS can help in achieving a 
better solution in terms of lower load shedding, while the dynamics of 
elements within the area are relatively similar. 

Fig. 8 shows the speed variations of generators G1 – G9 which are in 
the right side of the test system. As it can be seen, these generators reveal 
approximately the same variations in response to the disturbance. There 
are also several local oscillations that are damped in the first two sec
onds following disturbance occurrence. These modes are not seen as we 
have set α on 0.15. In order to include these modes and consider local 
oscillation frequencies one could consider a smaller value for α. 

3.2. Case 2 

The aim of this case is to show that the proposed method can work 
well for different cases. In this case, a 3-phase fault is applied to the line 
between buses 12 and 11 and near to bus 12 and it is cleared after 0.3 s. 
Fig. 9 depicts the data points in complex planes and the clusters obtained 
by applying DBSCAN to the data points in each complex plane. It is 
found that buses 33, 26, 11, 42 and 23 have been identified as the cluster 
centers in this case. As Fig. 9 shows, four splitting schemes have been 
found as the candidate schemes, which should be further analyzed. 
Fig. 10 shows the areas of the system corresponding to the clusters ob
tained in Fig. 9. 

Table 3 tabulates the details of the minimum load shedding required 
in each scheme. Note that the order of splitting schemes in Table 2 
corresponds to the order of sub-figures (a) to (d) shown in Fig. 10. As 
observed, Scheme 4, which corresponds to the system splitting scheme 
shown in Figure 10(d), has the best solution, since the lowest amount of 
load shedding is required in this scheme. Note that, another conclusion 
drawn from comparing this case and Case 1 is that an online coherency 
evaluation is indispensable for controlled islanding, and dependence on 
fixed coherent groups obtained through slow-coherency concept cannot 
be reliable. 

3.3. Discussion and additional notes 

In this Section, comparisons made between the proposed method and 
several methods presented in the literature is provided. In the first part, 
the features of the proposed coherency evaluation approach over other 
methods are highlighted. To do that, results obtained in Case 1 are 
compared with the results obtained from using the method presented in 
[8]. It should be noted that the reason for selecting these methods is that, 
like our proposed method, the method in [8] tries to evaluate the co
herency on the buses of the system rather than on generators’ rotor angle 
variations. By applying the coherency evaluation method presented in 
[8], areas will be identified as shown in Fig. 11. As it can be seen from 
this figure, although there is a slight difference between Fig. 11 and 
Fig. 7(a), it is different from the final solution in Case 1. Moreover, it 
should be noted that the areas identified by [8] are the outcome of a 
coherency evaluation process and no load shedding strategy is involved. 
In contrast, the areas shown in Fig. 7(b), which are the outcome of the 
proposed method, is the splitting strategy through which the final load 
shedding scheme is determined as well. 

In the second part, another comparison is made between the final 
splitting results in Case 2 and the results obtained through applying the 
method presented in [28] (with the exception that the effects of 
renewable generation in [28] have been excluded). Fig. 12 shows the 
islanding strategy that is identified in the solution obtained by the 

method in [28]. The total load shedding that this islanding strategy 
proposes is 9.8 MW, which is greater than the 5.6 MW obtained by using 
our proposed method. This is a strong verification of what we discussed 
in Section I. As discussed, the final load shedding solution of the 
methods in [28] or [35] is highly dependent to the coherent groups of 
generators that has been identified in the first step. In this regard, since 
only a specific generators grouping scheme is proposed as the input for 
the second step, there would be a smaller search space for optimization 
problem in the second step. However, in the proposed approach a set of 
candidate splitting strategies is proposed in the first step, and therefore 
the optimization problem faces more flexibility in terms of load shed
ding, which is a great advantage of the proposed approach. 

In fact, there is a big difference between the proposed approach and 
the rest of similar approaches in the literature and that is in our proposed 
approach the coherency evaluation process and system load shedding 
determination are not separated from each other. In other words, using 
the method proposed in this paper an area identification solution solely 
on the basis of coherency will not be obtained. As shown through the 
simulations of Cases 1 and 2, by using the proposed approach a set of 
candidate splitting strategies on the basis of coherency evaluation is 
obtained and then the final strategy is selected after the load shedding 
strategy is specified. This means that, unlike methods presented in [28] 
and [35] in which a specific generators grouping is determined in the 
first step, in our proposed approach the specific areas are identified after 
the step 2 (optimal load shedding strategy determination) is carried out 
as well. 

It should also be noted that, since the identified islanding solution 
assures the coherency of generators in each area as well as the balance 
between generation and load, each island expected to be stable after 
islanding is applied. However, in order to show that each area remains 
stable after system separation it is needed to apply the system separation 
after disturbance occurrence. But, the question is when to apply? The 
answer to this question is out of scope of this paper and is considered as a 
suggestion for future works. In fact, the aim of the proposed method
ology is to find the solution for the controlled islanding if a controlled 
islanding becomes essential. 

There are additional notes that should be taken into account. First, 
The cases simulated above were chosen to demonstrate how the pro
posed approach reaches the final solution in response to different types 
of disturbance. It should be noted that in the above cases, it was not 
simulated how controlled islanding could prevent the probable system 
collapse. Indeed, it was not the aim of this paper to apply the controlled 
islanding solution to the system. Certainly, a controlled islanding 
strategy could be appropriate and successful if it is triggered on time and 
is performed in a way that retains both the dynamic and static stability 
of each island. 

Secondly, the proposed islanding approach splits the system into 
islands, so that lower amount of load shedding in each island is needed 
to maintain the static and dynamic stability of each island. Therefore, 
the time at which the controlled islanding strategy should be detected to 
create islands; this has been investigated in research studies such as [48] 
and [49], and is out of the scope of this paper. Accordingly, although a 
10-second time frame is assumed in this paper for data measurement 
required for coherency evaluation after disturbance occurrence, in re
ality, the end of this time frame is the time at which creating islands is 
essential to prevent the propagation of disturbance effects into the 
system. 

4. Conclusion 

In this paper, a novel approach was presented to obtain a solution for 
online controlled islanding. In the proposed approach, an innovative 
online coherency evaluation in the complex domain was incorporated 
into a much simpler load shedding optimization problem. Unlike pre
vious works in which the emphasis was on the static characteristics of 
the system when finding the controlled islanding solution, the proposed 
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approach emphasized the dynamics of the system. The reason is that for 
tuning controllers during the islanded power system and for the system 
restoration, it is more important to determine the borders of islands 
based on the propagation of responses of generators in the system 
following a disturbance. The results of applying the proposed approach 
on different cases of a standard test system indicate that it can effectively 
find the best solution with very low amount of load shedding. Moreover, 
the method is fast as it is much simpler than other optimization ap
proaches in the literature and is suitable for online applications. 

The method presented in this paper solely determines the islanding 
strategy if islanding becomes required for given a disturbance occur
rence, which means that the necessity for islanding was not included. 
Future works on this topic are therefore recommended in order to 
establish a more general framework by which, along with the islanding 
strategy determination, the necessity to perform islanding is also 
detected on the basis of putting the priority on the dynamics of the 
system. 
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