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A B S T R A C T

Meshed offshore grids (MOGs) present a viable option for a reliable bulk power transmission topology. The
station-level control of MOGs requires faster dynamics along with multiple objective functions, which is
realized by the model predictive control (MPC). This paper provides control, and protection design for the
Modular Multilevel Converter (MMC) based multi-terminal DC (MTDC) power system using MPC. MPC is
defined using a quadratic cost function, and a 𝑑𝑞𝑧 rotating frame voltage inputs are represented using Laguerre
orthonormal functions. MPC has been applied for the control of both grid forming and grid following converters
in a four-terminal MTDC setup, implemented for real-time Electromagnetic Transient (EMT) simulation. By
applying numerous time-domain simulations, the advantages of the MPC when dealing with AC and DC side
disturbances are investigated. The investigation highlights the MPC’s inherent feature of fast response and high
damping during- and post-disturbance, which is compared to the traditional PI controller performance. The
analysis provides a comprehensive insight into the transient behavior of the MTDC during disturbances.
1. Introduction

In the past years, a significant amount of electrical energy from
wind energy has been produced by Northern Europe’s vast offshore
wind parks [1–3]. However, its harnessing is followed by different chal-
lenges related to the social, economic, and technological levels. These
challenges have already been addressed, and possible solutions were
provided in the PROMOTioN project [4]. According to this project’s
results, HVDC MOGs need to be installed in the North Sea to meet
the requirements related to climate changes and utilize Northern Eu-
rope’s vast offshore wind energy. The MOGs can transfer offshore wind
power between different countries. Besides, live wind gusts due to
climate change, the onshore grid strength due to decommissioning of
synchronous machines, and the load demands were not a matter of
consideration in the previous large projects like Best Paths [5], and
PROMOTioN [1].

The Energy conversion in MOGs is ensured by the power electronic
devices (PEDs). PEDs are responsible for AC/DC and DC/AC energy
transfer. They are controlled using fast controlling loops, which pro-
duce predicted and unpredicted high-frequency grid interactions [6,7],
and are identified during Electromagnetic Transient (EMT) simulations.
EMT simulations in real-time simulations (RTS) are preferred due to
their Hardware-in-the-Loop (HiL) capabilities [8,9]. There is a need for
a detailed model representation to identify the high-frequency inter-
actions, which is possible by utilizing Field Programming Gate Arrays
(FPGAs) [10]. Due to the penetration of power electronics, the power

∗ Corresponding author.
E-mail address: A.D.Shetgaonkar@tudelft.nl (A. Shetgaonkar).

system response shifts from seconds to microseconds, and therefore,
robust and fast non-linear controls like MPC are required [11–15]. Most
of the proposed indirect MPCs or optimization control schemes for the
power electronic applications make use of tool support to generate
optimal control signals (online or offline) [16,17]. These tools consist
of implicit function, and hence, disable the MPC algorithm to run
on different real-time simulation platforms as they do not support a
standalone code. In the Real-Time Digital Simulator (RTDS), for a low
level control (i.e. proposed MPC), the modeling has to be done in C-
code using C builder of RTDS. Furthermore, this C-code needs to be
simple and executable in the given time step of 80 μs. The previous
work of MPC has been focused on a single MMC unit in a real-time
platform [13,18,19]. Furthermore, the application of MPC in MMC-
based HVDC systems is implemented for offline EMT simulations [20,
21]. A study on the three-terminal HVDC with an MPC on a real-time
platform was carried out. However, this MPC design is centralized [22].
Hence, up to our knowledge, no study has been carried out with an MPC
on a station level control for four-terminal HVDC grids with a stan-
dalone code in real-time. In this paper, we present an MPC algorithm
that runs standalone in an RTDS environment and performance under
faster transients. Further, interaction between MMC converter models
(i.e. average and detailed MMC model) is investigated. This paper also
proposes the live wind profile interface with the real time simulator.

The majority of high-frequency studies are carried out from the
HVAC grid’s perspective [23–26]. Some studies have also been carried
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out from the HVDC grid perspective [27,28]. To provide full selec-
tive protection of the meshed HVDC system, a Direct Current Circuit
Breaker (DC CB) is supposed to be applied at the end of each cable.
However, among the different DC CBs [29], the Voltage source con-
verter Assisted Resonant Current (VARC) DC CB has shown significant
improvement during the initial transient interruption voltage (ITIV)
with the fast operation (3 ms) at the kiloampere-current level [30].
Non-linear elements like surge arresters and voltage source converters
(VSC) in VARC DC CBs can lead to unprecedented DC grid phenomena.
These phenomena might arise during VARC DC CB’s operation in the
presence of a detailed MMC model and a linear MPC. In addition,
these phenomena might also delay the post fault recovery of the DC
grid. This paper also investigates the interaction between the non-
linear control loops and active/passive HVDC network elements during
different operating scenarios and transient events.

The dynamic behavior of improved control and protection (C&P)
schemes for power systems, along with the stability and reliability of
the meshed HVDC grid, is analyzed using the following RTS:

• Transients during nominal operation: The common cases under
steady-state operation analyze set-point changes and switching
operations.

• AC grid side fault analysis: The typical cases are chosen where
symmetrical and asymmetrical faults occur.

• DC grid side fault analysis: The common cases analyze DC cable
faults and internal converter station faults.

urthermore, the performance and the interaction analysis of the MPC-
ontrolled meshed HVDC grid are compared against the classical PI
ontrol-based meshed HVDC grid to provide interoperability scenar-
os. The outcome of these analyses will highlight the reliability and
esilience of the designed MPC with fast recovery after the occurrence
f small and large disturbances.

This paper is structured as follows. Section 2 describes the math-
matical representation of MMC and MPC formulation for different
ontrol objectives. Section 3 describes the four-terminal HVDC sys-
em and the offshore wind power plant and its controls. The cross
ack, Gigabit Transceiver Field Programmable Gate Array (GTFPGA)
onfiguration, and the Software-in-the-loop (SiL) setup are described
n Section 4. Section 5 deals with the performance of MPC and PI
ontrollers during set-point changes, cable re-close, AC and DC side
aults occurrence, and controller interoperability studies. Also, MMC’s
ubmodules’ internal fault is analyzed for both controllers. Finally,
ection 6 concludes the work and highlights the important findings.

. MMC mathematical representation and MPC formulation

.1. MMC state-space representation

The MMC is the three-phase rectifier/inverter that consists of 3 legs,
ne for each phase. Each leg consists of two arms, upper and lower arm,
aving 𝑁𝑆𝑀 half-bridge submodules.

The usual converter topology is depicted in Fig. 1. Variables from
ig. 1 are defined for all three phases, i.e. 𝑗 ∈ {𝑎, 𝑏, 𝑐}. Submodules

(SMs) are considered with their averaged equivalents, 𝑅𝑎𝑟𝑚, and 𝐿𝑎𝑟𝑚
being resistance and inductance, respectively. Each SM have capaci-
tance 𝐶. The following equations for the voltage and the current can
be written for the upper and lower arms:

𝑣𝑈,𝐿𝑀𝑗 = 𝑚𝑈,𝐿𝑗 𝑣𝑈,𝐿𝐶𝑗 , 𝑖𝑈,𝐿𝑀𝑗 = 𝑚𝑈,𝐿𝑗 𝑖𝑈,𝐿𝑗 , (1)

where 𝑚𝑈,𝐿𝑗 are the corresponding upper and lower arm insertion
indices.

The converter model is developed following the methodology re-
ported in [31]. Using the 𝛴−𝛥 nomenclature, the variables in the upper
and lower converter arms can be represented as:

𝑖𝛥 = 𝑖𝑈 − 𝑖𝐿, 𝑖𝛴 =
𝑖𝑈𝑗 +𝑖

𝐿
𝑗 , (2a)
2

𝑗 𝑗 𝑗 𝑗 2
Fig. 1. MMC diagram.

𝑣𝛥𝐶𝑗 =
𝑣𝑈𝐶𝑗−𝑣

𝐿
𝐶𝑗

2 , 𝑣𝛴𝐶𝑗 =
𝑣𝑈𝐶𝑗+𝑣

𝐿
𝐶𝑗

2 , (2b)

𝑚𝛥𝑗 = 𝑚𝑈𝑗 − 𝑚𝐿𝑗 , 𝑚𝛴𝑗 = 𝑚𝑈𝑗 + 𝑚𝐿𝑗 , (2c)

𝑣𝛥𝑀𝑗 =
−𝑣𝑈𝑀𝑗+𝑣

𝐿
𝑀𝑗

2 = −
𝑚𝛥𝑗 𝑣

𝛴
𝐶𝑗+𝑚

𝛴
𝑗 𝑣

𝛥
𝐶𝑗

2 , (2d)

𝑣𝛴𝑀𝑗 =
𝑣𝑈𝑀𝑗+𝑣

𝐿
𝑀𝑗

2 =
𝑚𝛴𝑗 𝑣

𝛴
𝐶𝑗+𝑚

𝛥
𝑗 𝑣
𝛥
𝐶𝑗

2 . (2e)

y making use of the dqz-frame [31,32], the set of differential equations
an be written with capacitor voltages and inductor currents as state
ariables:

𝑑
𝑑𝑡

(

𝑖⃗𝛥𝑑𝑞
)

=
𝑣𝛥𝑀𝑑𝑞 −

(

𝜔𝐿𝑎𝑐𝑒𝑞𝐽2 + 𝑅
𝑎𝑐
𝑒𝑞𝐼2

)

𝑖⃗𝛥𝑑𝑞 − 𝑣𝐺𝑑𝑞
𝐿𝑎𝑐𝑒𝑞

, (3a)

𝑑
𝑑𝑡

(

𝑖⃗𝛴𝑑𝑞
)

= −
𝑣𝛴𝑀𝑑𝑞 +

(

𝑅𝑎𝑟𝑚𝐼2 − 2𝜔𝐿𝑎𝑟𝑚𝐽2
)

𝑖⃗𝛴𝑑𝑞
𝐿𝑎𝑟𝑚

, (3b)

𝑑
𝑑𝑡

(

𝑖𝛴𝑧
)

=
𝑣𝑑𝑐

2𝐿𝑎𝑟𝑚
−
𝑣𝛴𝑀𝑧 + 𝑅𝑎𝑟𝑚 𝑖

𝛴
𝑧

𝐿𝑎𝑟𝑚
, (3c)

𝑑
𝑑𝑡

(

𝑣𝛥𝐶𝑑𝑞
)

=
𝑁𝑆𝑀
2𝐶

𝑖⃗𝛥𝑀𝑑𝑞 − 𝜔𝐽2𝑣
𝛥
𝐶𝑑𝑞 , (3d)

𝑑
𝑑𝑡

(

𝑣𝛥𝐶𝑍𝑑𝑞

)

= −
𝑁𝑆𝑀
8𝐶

𝛹 − 3𝜔𝐽2𝑣𝛥𝐶𝑍𝑑𝑞 , (3e)

𝑑
𝑑𝑡

(

𝑣𝛴𝐶𝑑𝑞𝑧
)

=
𝑁𝑆𝑀
2𝐶

𝑖⃗𝛴𝑀𝑑𝑞𝑧 + 2𝜔𝐽3𝑣𝛴𝐶𝑑𝑞𝑧, (3f)

where 𝑁𝑆𝑀 is the number of SMs per arm, and 𝜔 is the angular
requency, and:

𝛥
𝑀𝑑𝑞 = 𝑃𝜔 (𝑡) (𝑃−1

−2𝜔 (𝑡) 𝑚⃗
𝛴
𝑑𝑞𝑧◦

𝑃−1
𝜔 (𝑡) 𝑖⃗𝛥𝑑𝑞𝑧

2
+ 𝑃−1

𝜔 (𝑡) 𝑚⃗𝛥𝑑𝑞𝑧◦𝑃
−1
−2𝜔 (𝑡) 𝑖⃗

𝛴
𝑑𝑞𝑧),

𝑖𝛴 = 𝑃 (𝑡) (𝑃−1 (𝑡) 𝑚⃗𝛴 ◦𝑃−1 (𝑡) 𝑖⃗𝛴 + 𝑃−1 (𝑡) 𝑚⃗𝛥 ◦
𝑃−1
𝜔 (𝑡) 𝑖⃗

𝛥
𝑑𝑞𝑧 ),
𝑀𝑑𝑞𝑧 −2𝜔 −2𝜔 𝑑𝑞𝑧 −2𝜔 𝑑𝑞𝑧 𝜔 𝑑𝑞𝑧 2
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𝑣𝛥𝑀𝑑𝑞𝑧 = −
𝑃𝜔 (𝑡)
2

(𝑃−1
𝜔 (𝑡) 𝑚⃗𝛥𝑑𝑞𝑧◦𝑃

−1
−2𝜔 (𝑡) 𝑣

𝛴
𝐶𝑑𝑞𝑧

+ 𝑃−1
−2𝜔 (𝑡) 𝑚⃗

𝛴
𝑑𝑞𝑧◦ 𝑃

−1
𝜔 (𝑡) 𝑣𝛥𝐶𝑑𝑞𝑧),

𝑣𝛴𝑀𝑑𝑞 = −
𝑃−2𝜔 (𝑡)

2
(𝑃−1
𝜔 (𝑡) 𝑚⃗𝛥𝑑𝑞𝑧◦𝑃

−1
𝜔 (𝑡) 𝑣𝛥𝐶𝑑𝑞𝑧

+ 𝑃−1
−2𝜔 (𝑡) 𝑚⃗

𝛴
𝑑𝑞𝑧◦𝑃

−1
−2𝜔 (𝑡) 𝑣

𝛴
𝐶𝑑𝑞𝑧),

𝛹 =

[

𝑖𝛥𝑑𝑚
𝛴
𝑑 + 2𝑖𝛴𝑑 𝑚

𝛥
𝑑 + 𝑖

𝛥
𝑞𝑚

𝛴
𝑞 + 2𝑖𝛴𝑞 𝑚

𝛥
𝑞 + 4𝑖𝛴𝑧 𝑚

𝛥
𝑍𝑑

𝑖𝛥𝑞𝑚
𝛴
𝑑 + 2𝑖𝛴𝑑 𝑚

𝛥
𝑞 − 𝑖

𝛥
𝑑𝑚

𝛴
𝑞 − 2𝑖𝛴𝑞 𝑚

𝛥
𝑑 + 4𝑖𝛴𝑧 𝑚

𝛥
𝑍𝑞

]

,

with 𝐿𝑎𝑐𝑒𝑞 = 𝐿𝑟 + 𝐿𝑎𝑟𝑚
2 , 𝑅𝑎𝑐𝑒𝑞 = 𝑅𝑟 + 𝑅𝑎𝑟𝑚

2 . Here,

the 𝑃𝜔0 (𝑡) =
2
3

⎡

⎢

⎢

⎢

⎢

⎣

cos(𝜔0𝑡) cos
(

𝜔0𝑡 −
2𝜋
3

)

cos
(

𝜔0𝑡 −
4𝜋
3

)

sin(𝜔0𝑡) sin
(

𝜔0𝑡 −
2𝜋
3

)

sin
(

𝜔0𝑡 −
4𝜋
3

)

1
2

1
2

1
2

⎤

⎥

⎥

⎥

⎥

⎦

nd 𝑃−1
𝜔0

(𝑡) = 3
2 𝑃

𝑇
𝜔0
(𝑡) + 1

2

⎡

⎢

⎢

⎣

0 0 1
0 0 1
0 0 1

⎤

⎥

⎥

⎦

are the Park’s transformation and

inverse park’s transformation at 𝜔0 angular frequency and 𝜔0 ∈
{−2𝜔,𝜔, 3𝜔}. 𝐼𝑛 is the identity matrix with an order of 𝑛 × 𝑛, while

matrices 𝐽2 =
[

0 1
−1 0

]

, and 𝐽3 =
⎡

⎢

⎢

⎣

0 1 0
−1 0 0
0 0 0

⎤

⎥

⎥

⎦

. In the previous

equations,
(

.⃗
)

denotes a vector and the ( ◦ ) is a hadamard product.
Subscripts 𝑑, 𝑞, 𝑧 denote the corresponding components within the 𝑑𝑞𝑧-
frame at the angular frequency 𝜔, while 𝑍𝑑𝑞 represents zero component
eparated to 𝑑 and 𝑞 components in the reference frame determined
ith the angular frequency 3𝜔.

In the further text, the MMC’s AC side and DC side dynamics given
n Eq. (3) is discretized using the zero-order hold discretization method
nd augmented in the rate based state space equations [32]:

𝛥𝑥⃗(𝑘 + 1)
𝑦(𝑘 + 1)

]

=

𝐴𝑑
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
[

𝐹 (𝑇𝑠) 𝑜𝑇

𝐻(𝑇𝑠)𝐹 (𝑇𝑠) 1

]

𝑥⃗𝑚(𝑘)
⏞⏞⏞⏞⏞
[

𝛥⃖⃗𝑥(𝑘)
⃖⃗𝑦(𝑘)

]

+

𝐵𝑑
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
[

𝐺(𝑇𝑠)
𝐻(𝑇𝑠)𝐺(𝑇𝑠)

]

𝛥𝑢(𝑘), (4a)

𝑦𝑚(𝑘) =

𝐶𝑑
⏞⏞⏞
[

0 𝐼
]

𝑥⃗𝑚(𝑘), (4b)

where 𝐻(𝑇𝑠) is an identity matrix, whereas 𝐹 (𝑇𝑠) = 𝑒𝐴 𝑇𝑠 and 𝐺(𝑇𝑠) =
𝐴−1 (𝑒𝐴 𝑇𝑠 − 𝐼

)

𝐵. Matrices 𝐴 and 𝐵 are determined from the con-
tinuous system equations and they are separately defined for each
MPC as shown in Sections 2.3 and 2.4. 𝑇𝑠 is the sampling time, and
it is set to 30 μs. Furthermore, the augmented state is defined as
𝛥𝑥⃗(𝑘) = 𝑥⃗(𝑘) − 𝑥⃗(𝑘 − 1), where 𝑥⃗(𝑘) indicates the system state vector at
𝑘th instant and 𝑥⃗(𝑘 − 1) indicates vector of past states. Similarly, the
augmented input is defined as 𝛥𝑢(𝑘) = 𝑢(𝑘) − 𝑢(𝑘 − 1), where 𝑢(𝑘)
represent the system inputs at 𝑘th instant and 𝑢(𝑘 − 1) indicates the
past inputs.

2.2. MPC formulation

In power electronic applications, the MPC has been classified into
two major categories: indirect (also known as continuous control set
MPC) and direct MPC. The direct MPC creates the firing sequences and
has a high degree of control. However, MMC has a few hundred sub-
modules, and creation of firing pulses would result in an extremely high
computation burden during real-time simulation.

The indirect MPC controls the converter by making use of the mod-
ulator which converts the reference signal into the firing sequences.
Furthermore, the indirect MPC is classified into explicit and implicit
MPC. Implicit MPC solves the optimization problem online at each time
step. In comparison, the explicit MPC make use of offline optimization
techniques. Furthermore, an outline of the MPC implemented in the
HVDC application are provided in Table 1.

Here, we present implicit MPC. The implicit MPC in literature for
HVDC application usually uses the difference of the control signal,
3

(i.e. 𝛥𝑢). The use of 𝛥𝑢 in the cost function with the high sampling
rate, and high demands on close-loop performance requires a large
number of parameters (i.e. control horizon 𝑁𝑐). This further creates
poorly numerically conditioned solutions and high computation power.

Thus, in this subsection we will explain Laguerre network represen-
tation which approximates 𝛥𝑢. In the Laguerre based MPC design, the
𝛥𝑈 = [𝛥𝑢(𝑘𝑖) 𝛥𝑢(𝑘𝑖 +1)⋯ 𝛥𝑢(𝑘𝑖 +𝑁𝑐 −1)]𝑇 can be represented by pulse
operator (i.e. 𝛿(𝑖)) in conjunction with 𝛥𝑈 and 𝑁𝑐 is control horizon.
As a result, 𝛥𝑢(𝑘𝑖 + 1) =

[

𝛿(𝑖) 𝛿(𝑖 − 1) ⋯ 𝛿(𝑖 −𝑁𝑐 + 1)
]

, where the pulse
operator is defined as

𝛿(𝑖) =
{

1, 𝑖 = 0,
0, 𝑖 ≠ 0.

Therefore, the presented MPC results in a lower number of parameters
and lower computation burden during online optimization [47].

By considering the discrete augmented system

𝑥⃗𝑚⃗(𝑘 + 1) = 𝐴𝑑 𝑥⃗𝑚⃗(𝑘) + 𝐵𝑑𝛥𝑢(𝑘), (5)

with state variables 𝑥𝑚, inputs 𝑢, for 𝑘th instance. Matrices 𝐴𝑑 and
𝐵𝑑 , with subscript 𝑑 denoting a discrete system, contain corresponding
quantities. Inputs 𝛥𝑢(𝑘) are represented using orthonormal Laguerre
functions [32,47]. The removal of the dependency of the control hori-
zon gives an advantage for the real-time applications, as the number of
parameters is reduced. With Laguerre’s function, the control parameter
changes to 𝜂 from 𝛥𝑢(𝑘):

𝛥𝑢(𝑘 + 𝑚|𝑘) =

⎡

⎢

⎢

⎢

⎢

⎣

𝐿1(𝑚)𝑇 𝑜𝑇1 ⋯ 𝑜𝑇𝑀
𝑜𝑇1 𝐿2(𝑚)𝑇 ⋯ 𝑜𝑇𝑀
⋮ ⋮ ⋱ ⋮
𝑜𝑇1 𝑜𝑇2 ⋯ 𝐿𝑀 (𝑚)𝑇

⎤

⎥

⎥

⎥

⎥

⎦

𝜂 (6)

where 𝑜𝑇𝑘 represents zero block raw vector with an identical dimension
to 𝐿𝑘(𝑚)𝑇 . The vector 𝐿(𝑘) = [𝑙1(𝑘), 𝑙2(𝑘), … , 𝑙𝑁 (𝑘)]𝑇 , and 𝑙𝑖(𝑘) is the
iscrete Laguerre function determined by the inverse z transformation
f 𝛤𝑖(𝑧). Function in Z-domain 𝛤 (𝑧) is defined as 𝛤𝑖(𝑧) = 𝛤𝑖−1(𝑧)

𝑧−1−𝑎
1−𝑎𝑧−1 ,

and 𝛤1(𝑧) =
√

1−𝑎2
1−𝑎𝑧−1 . Here, 𝑎 is called Laguerre’s network pole with

0 < 𝑎 < 1 for safeguarding the network’s stability, 𝛽 =
√

1 − 𝑎2, and 𝑁
is the number of terms required to represent the approximated system
response. The notation 𝑓 (𝑘+𝑚|𝑘) is a discrete value of the vector 𝑓 at
he instance 𝑘+𝑚 estimated during sampling instant 𝑘. Furthermore, it
s

(𝑘 + 1) = 𝐴𝑙𝐿(𝑘), (7a)

𝑙 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑎 0 0 0
𝛽 𝑎 0 0

−𝑎𝛽 𝛽 𝑎 0
⋮ ⋮ ⋮ ⋱

⎤

⎥

⎥

⎥

⎥

⎦

, (7b)

(0)𝑇 =
√

𝛽
[

1 −𝑎 𝑎2 ⋯ (−1)𝑁−1𝑎𝑁−1] , (7c)

𝜂 =
[

𝑐1 𝑐2 ⋯ 𝑐𝑁
]𝑇 , (7d)

The value of 𝜂 is calculated by minimizing the objective (cost)
function, subjected to the equality and inequality constraints. The cost
function is formulated considering LQR as a base. Hence, the cost
function is given by

min
𝜂
𝐽 =

𝑁𝑝
∑

𝑖=1
𝑥⃗𝑚⃗(𝑘 + 𝑖|𝑘)𝑇𝑄𝑥⃗𝑚⃗(𝑘 + 𝑖|𝑘) + 𝜂𝑇𝑅𝜂, (8a)

subject to 𝑀𝜂 ≤ 𝑏, (8b)

𝑥⃗𝑚⃗(𝑘 + 𝑖|𝑘) = 𝑟(𝑘) − 𝑦𝑚(𝑘|𝑘). (8c)

Here, 𝑄 ⪰ 0 and 𝑅 ≻ 0 are weighting matrices, and 𝑁𝑝 is the prediction

horizon. For variables 𝑥⃗𝑚⃗(𝑘), vector 𝑟(𝑘) is a reference signal. The Matrix



International Journal of Electrical Power and Energy Systems 146 (2023) 108710A. Shetgaonkar et al.

𝑀
t

𝑀

Table 1
Overview of the MPC for HVDC application.

Literature MPC problema Platform Online solver Circuit

J. Qin et al. [33] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

PSCAD/EMTDC No Point to point HVDC

D. Zhou et al. [34] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

dSPACE No Grid connected MMC unit.

J. Bocker et al. [35] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

+ 𝑅𝑢 ‖‖
‖

𝑢(𝑘) − 𝑢(𝑘 − 1)‖‖
‖1

Scaled converter test bench. No Grid connected MMC unit.

A. Dekka et al. [36] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

MATLAB/Simulink simulations / dSPACE No Grid connected MMC unit.

M. Vatani et al. [37] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

PSCAD/EMTDC No Grid connected MMC unit.

P. Liu et al. [38] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

MMC Back-to-back dynamic test system No Back-to-back MMC-HVDC
system.

J. W. Moon et al. [39] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

PSCAD/EMTDC No Grid connected MMC unit.

Y. Wang Yue et al. [40] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

PSCAD/EMTDC No Grid connected MMC unit.

J. Huang et al. [41] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

PSCAD/EMTDC & experimental prototype No Grid connected MMC unit.

H. Mahmoudi et al. [42] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

DSP/ prototype MMC No Grid connected MMC unit.

T. Nowak et al. [43] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

+ 𝑅𝑢 ‖‖
‖

𝑢(𝑘) − 𝑢(𝑘 − 1)‖‖
‖1

PSCAD/EMTDC No Multi-terminal HVDC system

J. Zhang et al. [44] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖1

PSCAD/EMTDC No Point to point HVDC

S. Pirooz Azad et al. [45] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖2

+ 𝑅𝑢 ‖‖
‖

𝑢(𝑘) − 𝑢(𝑘 − 1)‖‖
‖2

PSCAD/EMTDC Quadratic Meshed IEEE 14-bus with
HVDC link.

P. Mc Namara et al. [45] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖2

+ 𝑅𝑢 ‖‖
‖

𝑢(𝑘) − 𝑢(𝑘 − 1)‖‖
‖2

Matlab /Simulink Quadratic A multi-terminal DC grid.

S. Fuchs et al. [46] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖2

+𝑅𝑢 ‖‖
‖

𝑢(𝑘) − 𝑢(𝑘 − 1)‖‖
‖2

Matlab/Simulink Quadratic Grid-connected MMC unit.

M. M. Belhaouanes et al. [22] 𝐽 = 𝑄 ‖

‖

‖

𝑦𝑟𝑒𝑓 (𝑘 + 1) − 𝑦(𝑘 + 1)‖‖
‖2

+ 𝑅𝑢 ‖‖
‖

𝑢(𝑘) − 𝑢(𝑘 − 1)‖‖
‖2

Matlab/Simulink and OPAL-RT Quadratic Three-terminal VSC-HVDC

a𝑄, 𝑅 are weight matrices for output and control states, 𝑦𝑟𝑒𝑓 (𝑘 + 1) , 𝑦(𝑘 + 1) are reference and predicted output and 𝑢(𝑘) , 𝑢(𝑘 − 1) are the present and past control inputs.
t
f

𝑉

T
e
𝑙

𝑚

T

𝑉

T
i

and the column vector 𝑏 are related to the constraint information on
he rate and amplitude:

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑀𝛥𝑈 𝑜 𝑜 𝑜
𝑜 𝑀𝛥𝑈 𝑜 𝑜
𝑜 𝑜 −𝑀𝑈 𝑜
𝑜 𝑜 𝑜 −𝑀𝑈

⎤

⎥

⎥

⎥

⎥

⎦

,

𝑏 =

⎡

⎢

⎢

⎢

⎢

⎣

𝛥𝑈𝑚𝑎𝑥
−𝛥𝑈𝑚𝑎𝑥

𝑈𝑚𝑎𝑥 − 𝑢(𝑘 − 1)
−𝑈𝑚𝑖𝑛 + 𝑢(𝑘 − 1)

⎤

⎥

⎥

⎥

⎥

⎦

,

𝑀𝛥𝑈 =

⎡

⎢

⎢

⎢

⎢

⎣

𝐿1(𝑚)𝑇 𝑜 ⋯ 𝑜
𝑜 𝐿2(𝑚)𝑇 ⋯ 𝑜
⋮ ⋮ ⋱ ⋮
𝑜 𝑜 ⋯ 𝐿𝑚(𝑚)𝑇

⎤

⎥

⎥

⎥

⎥

⎦

,

𝑀𝑈 =

⎡

⎢

⎢

⎢

⎢

⎣

∑𝑁−1
𝑖=0 𝐿1(𝑖)𝑇 𝑜 ⋯ 𝑜

𝑜
∑𝑁−1
𝑖=0 𝐿2(𝑖)𝑇 ⋯ 𝑜

⋮ ⋮ ⋱ ⋮
𝑜 𝑜 ⋯

∑𝑁−1
𝑖=0 𝐿𝑚(𝑖)𝑇

⎤

⎥

⎥

⎥

⎥

⎦

,

𝛥𝑈𝑚𝑎𝑥 = 1 × 1⃗, 𝛥𝑈𝑚𝑖𝑛 = −1 × 1⃗,

𝑈𝑚𝑎𝑥 = 0.8 × 1⃗, 𝑈𝑚𝑖𝑛 = −0.8 × 1⃗,

where 1⃗ is the vector of all ones with dimensions 𝑁×1, and 𝑚 indicates
the future sampling instant. Since the formulation of MPC is in per
unit, the values of constraints 𝛥𝑈𝑚𝑎𝑥,𝑚𝑖𝑛 and 𝑈𝑚𝑎𝑥,𝑚𝑖𝑛 set based on the
performance and control energy. In this paper, we allow control energy
of inner and grid forming MPC up to 80% of rated voltage such that
modulation index remains below 1.2 pu. Further, this limit has an
4

impact on the arm current during the fault. Furthermore, taking the
performance into the consideration, the rate constraints are kept equal
to 1 pu.

In the unconstrained case, Eq. (8b) does not exist, and the opti-
mization problem is only solved by using a terminal constraint. The
quadratic programming problem (8) is solved by making use of Hil-
dreth’s quadratic programming procedure [47].

MPC given with Eq. (8) is stable, which can be shown by taking into
account the terminal constraint 𝑥⃗(𝑘 +𝑁𝑝|𝑘) = 0, see chapter 3 in [47].
If it is assumed that for every 𝑘 exists 𝜂 which satisfies (8a) subjected to
erminal constraint, the stability can be expressed by using Lyapunov
unction:

(𝑥⃗(𝑘), 𝑘) =
𝑁𝑝
∑

𝑖=1
𝑥⃗(𝑘 + 𝑖|𝑘)𝑇𝑄𝑥⃗(𝑘 + 𝑖|𝑘) +

𝑁𝑝−1
∑

𝑖=1
𝛥𝑢(𝑘 + 𝑖)𝑇𝑅𝛥𝑢(𝑘 + 𝑖).

his Lyapunov function equivalents the cost expressed by (8a). The
quality stems from the fact that 𝛥𝑢(𝑘 + 𝑖) = 𝐿(𝑖)𝑇 𝜂(𝑘) = [𝑙1(𝑖), … ,
𝑁 (𝑖)]𝑇 𝜂(𝑘), and that the convolution between Laguerre functions gives:
𝑁𝑝
∑

=0
𝑙𝑖(𝑚)𝑙𝑗 (𝑚) =

{

0 for 𝑖 ≠ 𝑗,
1 for 𝑖 = 𝑗.

he Lyapunov function for the next sampling instant 𝑘 + 1 is:

(𝑥⃗(𝑘 + 1), 𝑘 + 1) =
𝑁𝑝
∑

𝑖=1
𝑥⃗(𝑘 + 𝑖 + 1|𝑘 + 1)𝑇𝑄𝑥⃗(𝑘 + 𝑖 + 1|𝑘 + 1)

+
𝑁𝑝−1
∑

𝑖=1
𝛥𝑢(𝑘 + 𝑖 + 1)𝑇𝑅𝛥𝑢(𝑘 + 𝑖 + 1). (11)

hen, because of the optimality of the solution for 𝜂, the follow-
ng inequality holds 𝑉 (𝑥⃗(𝑘 + 1), 𝑘 + 1) ≤ 𝑉 (𝑥⃗(𝑘 + 1), 𝑘 + 1), for
𝑉 (𝑥⃗(𝑘 + 1), 𝑘 + 1) which is similar to 𝑉 (𝑥⃗(𝑘 + 1), 𝑘 + 1), where the
original control sequence (i.e. 𝐿(0)𝑇 𝜂𝑘, 𝐿(1)𝑇 𝜂𝑘, … , 𝐿(𝑁 − 1)𝑇 𝜂𝑘) is
𝑝
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Fig. 2. Graphical representation of the cascaded MPC DC voltage controller: left — outer MPC and right — inner MPC controller.
𝑢

replaced by the sequence 𝐿(1)𝑇 𝜂𝑘, 𝐿(2)𝑇 𝜂𝑘, … , 𝐿(𝑁𝑝 −1)𝑇 𝜂𝑘, 0. There-
fore, 𝑉 (𝑥⃗(𝑘 + 1), 𝑘 + 1) shares the same control sequence as 𝑉 (𝑥⃗(𝑘), 𝑘) for
the sample time 𝑘+1, 𝑘+2, … , 𝑘+𝑁𝑝 −1. To prove that the system is
stable, it is sufficient to show that the forward difference of the discrete
Lyapunov function is negative. In the unconstrained case, this can be
shown using terminal constraint [47]:

𝑉 (𝑥⃗(𝑘 + 1), 𝑘 + 1) − 𝑉 (𝑥⃗(𝑘), 𝑘) ≤ 𝑉 (𝑥⃗(𝑘 + 1), 𝑘 + 1) − 𝑉 (𝑥⃗(𝑘), 𝑘) =

=

0, terminal constraint
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑥⃗(𝑘 +𝑁𝑝|𝑘)𝑇𝑄𝑥⃗(𝑘 +𝑁𝑝|𝑘) −𝑥⃗(𝑘 + 1)𝑇𝑄𝑥⃗(𝑘 + 1) − 𝛥𝑢(𝑘)𝑇𝑅𝛥𝑢(𝑘) =

= −𝑥⃗(𝑘 + 1)𝑇𝑄𝑥⃗(𝑘 + 1) − 𝛥𝑢(𝑘)𝑇𝑅𝛥𝑢(𝑘) < 0.

Clearly, the system is stable. In the constrained case, the stability is
proven using Eq. (8b).

2.3. Cascaded MPC for DC voltage control

The MPC is designed using two cascaded controllers: inner and outer
MPC. The inner MPC is used to control the MMC’s currents, while the
output sets the DC voltage, as it is depicted in Fig. 2. This control
architecture is similar to conventional PI control as given in [48]. Both
controllers, the inner and outer MPC, control the discretized augmented
system defined by the difference Eqs. (5).

The DC voltage dynamics are in general related to the power grid
dynamics, which could be unknown and hard to be modeled. Thus,
sometimes is hard to have an accurate model. In that case is possible
to use model mismatch factor, as it is described in Appendix.

2.3.1. Inner MPC loop
The inner MPC loop is represented in the discretized augmented

form as in (4), with state matrix 𝐴𝑑 , input matrix 𝐵𝑑 and output matrix
𝐶𝑑 . Matrices 𝐴 and 𝐵 are taken from a continuous averaged system
representation of the MMC as in (3) and written as :

𝐴 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

−𝑅𝑎𝑟𝑚
𝐿𝑎𝑟𝑚

2𝜔 0 0 0

−2𝜔 −𝑅𝑎𝑟𝑚
𝐿𝑎𝑟𝑚

0 0 0

0 0 −𝑅𝑎𝑟𝑚
𝐿𝑎𝑟𝑚

0 0

0 0 0 −
𝑅𝑎𝑐𝑒𝑞
𝐿𝑎𝑐𝑒𝑞

−𝜔

0 0 0 𝜔 −
𝑅𝑎𝑐𝑒𝑞
𝐿𝑎𝑐𝑒𝑞

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (12a)

𝐵 = diag

{

− 1
𝐿𝑎𝑟𝑚

, − 1
𝐿𝑎𝑟𝑚

, − 1
𝐿𝑎𝑟𝑚

, 1
𝐿𝑎𝑐𝑒𝑞

, 1
𝐿𝑎𝑐𝑒𝑞

}

, (12b)

The vector 𝑥⃗ = [𝑖𝛴𝑑 , 𝑖𝛴𝑞 , 𝑖𝛴𝑧 , 𝑖𝛥𝑑 , 𝑖𝛥𝑞 ]
𝑇 represents state variables,

while 𝑢 = [𝑣𝛴𝑀𝑑 , 𝑣
𝛴
𝑀𝑞 , 𝑣

𝛴
𝑀𝑧 −

𝑣𝑑𝑐
2 , 𝑣𝑀𝑑 − 𝑣𝛥𝑑 , 𝑣𝑀𝑞 − 𝑣𝛥𝑞 ]

𝑇 represents sys-
tem inputs. Therefore, upon discretization and augmentation (Eq. (4)),
5

𝑥⃗𝑚⃗ = [𝛥𝑥⃗, 𝑖𝛴𝑑 𝑟𝑒𝑓 − 𝑖𝛴𝑑 , 𝑖
𝛴
𝑞 𝑟𝑒𝑓 − 𝑖𝛴𝑞 , 𝑖

𝛴
𝑧 𝑟𝑒𝑓 − 𝑖𝛴𝑧 , 𝑖

𝛥
𝑑 𝑟𝑒𝑓 − 𝑖𝛥𝑑 , 𝑖

𝛥
𝑞 𝑟𝑒𝑓 − 𝑖𝛥𝑞 ]

𝑇 rep-
resents the state variables. Here, the output variables are the same as
the state variables.

This MPC loop controls the circulating and output currents, as
shown in Fig. 2 right. In order to minimize the circulating currents, the
references of 𝛴-currents (𝑖⃗𝛴𝑑𝑞𝑧 𝑟𝑒𝑓 ) are set to zero. The references of 𝛥-
currents (𝑖⃗𝛥𝑑𝑞 𝑟𝑒𝑓 ) are provided by the outer MPC loop, and the reactive
power or AC voltage support control.

2.3.2. Outer MPC loop
This MPC loop is used to control the DC voltage. It is designed

as the outer loop to ensure that the rated DC voltage is maintained
dynamically, i.e., without linearization. Thus, the outer loop is added
to consider other system variables, which are indirectly derived by the
inner MPC loop state variables. The continuous state space matrices
are:

𝐴 =
[

−1
𝑘𝑑𝑐×𝑇𝑑𝑐

]

, 𝐵 =
[

1
𝑘𝑑𝑐

]

. (13)

The vector 𝑥⃗ = [𝑣𝑑𝑐 𝑟𝑒𝑓 − 𝑣𝑑𝑐 ] represents the state variables, while
⃗ =

[

𝑖𝛥𝑑,𝑟𝑒𝑓
]

represents system inputs. The 𝑘𝑑𝑐 and 𝑇𝑑𝑐 are 6.5 and
0.0035, respectively. This is further discretized and augmented to form
Eq. (4). Upon discretization and augmentation, 𝑥⃗𝑚⃗ = [𝛥𝑥⃗, 𝑣𝑑𝑐 𝑟𝑒𝑓 −𝑣𝑑𝑐 ]𝑇

represents state variables. Here, the output variables are the same
as the state variables. The cost function minimizes the control signal
to eliminate any deviation from the rated DC link voltage. The rate
constraint is responsible for damping, and damping is better when the
rate constraint is larger. Thus, the input rate and amplitude constraints
are set to 5 and 0.8, respectively.

2.4. Grid forming MPC

The grid forming control is based on the direct Voltage (𝑉𝑎𝑐 − 𝑓 )
control [49]. The state equation for the grid forming MPC is represented
by matrices:

𝐴 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

−1
𝑘𝐺𝐹 ×𝑇𝐺𝐹

0 0 0

0 −𝑅𝑎𝑟𝑚
𝐿𝑎𝑟𝑚

2𝜔 0

0 −2𝜔 −𝑅𝑎𝑟𝑚
𝐿𝑎𝑟𝑚

0

0 0 0 −𝑅𝑎𝑟𝑚
𝐿𝑎𝑟𝑚

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, (14a)

𝐵 = diag
{

1
𝑘𝐺𝐹

, − 1
𝐿𝑎𝑟𝑚

, − 1
𝐿𝑎𝑟𝑚

, − 1
𝐿𝑎𝑟𝑚

}

, (14b)

and vector 𝑥⃗ = [𝑣𝑎𝑐 𝑟𝑒𝑓 −𝑣𝑎𝑐 , 𝑖𝛴𝑑 , 𝑖
𝛴
𝑞 , 𝑖

𝛴
𝑧 ]

𝑇 represents the state variables,
while 𝑢 = [𝑣𝛥𝑀𝑑 , 𝑣

𝛴
𝑀𝑑 , 𝑣

𝛴
𝑀𝑞 , 𝑣

𝛴
𝑀𝑧 −

𝑣𝑑𝑐
2 ] represents system inputs. The

𝑘𝐺𝐹 and 𝑇𝐺𝐹 are 6.5 and 0.008, respectively. Upon discretization and
augmentation as shown in Eq. (4), 𝑥⃗𝑚 = [𝛥𝑥⃗, 𝑣𝑎𝑐 𝑟𝑒𝑓 − 𝑣𝑎𝑐 , 𝑖𝛴𝑑 𝑟𝑒𝑓 −
𝑖𝛴 , 𝑖𝛴 − 𝑖𝛴 , 𝑖𝛴 − 𝑖𝛴 , ]𝑇 represents state variables. Here, the
𝑑 𝑞 𝑟𝑒𝑓 𝑞 𝑧 𝑟𝑒𝑓 𝑧
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Fig. 3. Different simulation step in RTDS, 𝑁 = 2 − 5.
output variables are the same as the state variables. The cost function
minimizes the control signal to eliminate any deviation from the rated
AC voltage at the point of common coupling (PCC) of offshore AC grid
and minimize the circulating current in the converter.

3. System configuration of the four-terminal HVDC system

Among different real-time simulators, the RTDS is widely used
in academia and industry. The RISC processor of NovaCor in RTDS
consists of ten cores (CPU units), which operate at 3.5 GHz each. In the
RTDS, there are different simulation time steps as shown in Fig. 3. Each
modeling time step has its advantages and disadvantages. Typically, for
every simulation, three components exist in RTDS, namely, the Network
solution, Control, and Power system. Among these components, the Power
system changes with the type of simulation time step model (i.e. super
step, main step, etc.). The control works in the main step. Thus, the
execution of all control units has to be done within 80 μs. For a large
system, the control can be split into several parallel paths. However, this
parallel path is restricted to the number of available cores in RTDS.

Considering all these requirements, the users have defined MPC’s
execution time within the 80 μs to run successfully in the real-time
simulator. Among the different MPC schemes [50], OVL-MPC provides
the best performance for HVDC application [50]. Other MPC schemes
can also be implemented within RTDS environment; however, a trade-
off between the predictive plant model and prediction horizon must be
made. Still, up to now, we are not aware of an MPC within the RTDS
environment.

Among the OVL-MPC, MPC-based on Laguerre’s function is the most
suitable for a real-time application due to the independence of the
control horizon. However, this type of MPC was used only in electrical
drives. The applications for MMC-based HVDC power systems have not
been studied.

Fig. 4 depicts a ±200 kV monopole meshed four-terminal MMC-
based HVDC power system with a digital twin model of a 2 GW offshore
wind farm. This power system is applied to test the accuracy of the
proposed control and protection algorithms. In the system of Fig. 4,
two offshore wind farms operate at different wind speeds. The wind
speed data is taken directly from the actual measurement in the North
Sea. The wind speed measurements are updated into the RTDS every
two seconds using the SiL setup. There are three detailed equivalent
MMC models (MMCs 1, 2, and 4), implemented using GTFPGAs, and
one averaged model of the MMC (MMC 3), implemented in the RTDS
core.

Furthermore, MMC 1 is connected to the strong grid, modeled as
a Thevenin grid equivalent. MMC 3 is connected to the weak grid
6

Table 2
Data of the four-terminal MTDC.

Parameter Converters

MMC 1 MMC 2 MMC 3 MMC 4

Active power 500 MW 500 MW 500 MW 500 MW
Control mode Vdc Vac PQ Vac
Reactive power 0 MVAR 0 MVAR 0 MVAR 0 MVAR

DC link Voltage ±200 kV
Rated power 800 MW
Number of Submodules per arm 200
Arm capacitance Carm 22 μF
Arm inductance Larm 42 mH
Arm resistance Rarm 0.544Ω
AC converter voltage 220 kV
Transformer leakage reactance 0.18 pu

Onshore AC grid

Onshore grid 1 Onshore grid 2

AC grid voltage 380 kV AC grid voltage 380 kV
SCR 37.5 SCR 3

Offshore AC grid

AC grid voltage 145 kV

modeled as a Thevenin grid equivalent with a lower Short Circuit Ratio
(SCR). The offshore MMCs act as grid forming converters. The data of
the four-terminal HVDC system is shown in Table 2. The MTDC system
has five cables with the lengths of each 200 km. The VARC DC CB is
implemented at both ends of the cable as shown in Fig. 4.

3.1. Model of MMCs and their controls

The switching model of the MMC is implemented on a Xilinx
VC707 FPGA (Virtex 7 FPGA), called GTFPGA within firmware for
RTDS connection, that satisfies high computational requirements. The
MMC’s operation (i.e. its equations) is solved with a time-step of 1.4
to 3 μs, which is known as a small-time step. A GTFPGA unit [51] is
used to represent one leg of the MMC. Thus a total of three GTFPGA
units are required to represent one MMC unit. Additionally, the sub-
module capacitor voltage balancing controller is required. Due to the
high number of submodules, this controller is implemented using two
GTFPGA units. The connections between RTDS and GTFPGAs, as well
as between GTFPGAs, are realized by two full-duplex fiber optic cables
using the Aurora protocol. To represent three detailed MMCs (MMCs
1, 2, and 4), nine GTFPGAs are used for MMC units’ legs. Furthermore,
six GTFPGAs are used to represent the submodule capacitor voltage bal-
ancing controllers for respective MMC units. In total, fifteen GTFPGAs
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Fig. 4. The four-terminal MMC-based MTDC system with a HiL and a SiL setup.
Table 3
Values for PI control.

MMC 1 MMC 2 MMC 3 MMC 4

Outer Voltage loop

Proportional constant (𝑘𝑝) 8 pu – 8 pu –
Integral Time constant (T) 0.2 s – 0.2 s –

Inner current loop

Proportional constant (𝑘𝑝) 0.48 pu 0.2 pu 0.48 pu 0.2 pu
Integral constant (T) 0.0067 s 0.0333 s 0.0067 s 0.0333 s

are used. Each valve of the MMC is represented as a surrogate network
in RSCAD/RTDS. The surrogate network has four sections. Namely, the
Reactor section, Block section, + ve inserted submodules (SM) section,
and a Bypass section. The reactor, the block, and the + ve inserted SM
are connected in series among these sections. Depending on the SMs’
firing signals, several SMs are added to these sections. In contrast to
the average model, in the switching model of the MMC, each SM is
controllable and observable. The averaged model is based on model
type 5 described in Cigre B4.57 [52], and it is simulated in the RTDS
rack (core).

The upper and the lower-level controls of MMCs are based on
the MPC proposed in [32] and the PI control published in Cigre
B4.57 [52]. The details of PI control for different control loops are
provided in Table 3. The MMC 1 is DC voltage controlled, while MMC
3 is active/reactive power controlled. Furthermore, MMC 2 and MMC
3 have direct voltage (𝑉𝑎𝑐 − 𝑓 ) control. In this system, a decentralized
controlling approach is considered.

Here, for the MPC will be used values for 𝑎 = 0.65 and𝑁 = 4. For the
cost function expressed by (8a), matrices 𝑄 = 1 × 𝐼 and 𝑅 = 0.2 × 𝐼 are
used, where 𝐼 is an identity matrix. The prediction horizon (𝑁𝑝) is set to
30 sampling instances. Further, all the physical quantities like current
and voltages are normalized. In the simulations, the input amplitude
and the input rate constraints are implemented in the inner and outer
7

MPC for the entire prediction horizon. These constraints are given as

−0.04 ≤ 𝑣𝛴𝑀𝑑𝑞𝑧 ≤ 0.04, (15a)

−0.8 ≤ 𝑣𝛥𝑀𝑑𝑞𝑧 ≤ 0.8, (15b)

−1 ≤ 𝛥𝑣𝛴𝑀𝑑𝑞𝑧 ≤ 1, (15c)

−1 ≤ 𝛥𝑣𝛥𝑀𝑑𝑞𝑧 ≤ 1. (15d)

It should be noted that in RSCAD/RTDS, the response times of PI
and MPC control are different. Fig. 5(a) depicts how the calculation
times of the PI control evolve for different controlling loops. With
the MPC, all control values are computed within the shortest control
interval of 80 μs, as can be seen in Fig. 5(b).

3.2. Cable model

The cable is modeled by the traveling wave cable model routine.
Among the two traveling wave cable models, the Frequency-Dependent
Phase model is used. Due to its higher accuracy which is shown during
controller interactions [53]. The cable data for XLPE submarine cables
are used.

3.3. VARC DC CB model

The detailed model structure, operating principle, and experimental
validation of the VARC DC CB have been discussed in [30,54–56]. The
authors have used four 80 kV VARC modules for a 320 kV MTDC
system. Thus, high computational power is required. Since one of
this paper aims to understand the interaction between the advanced
control and the VARC DC CB, some simplifications are made. The stray
capacitance across the vacuum breaker and the surge arrester that exist
in the VARC DC CB can be neglected. During some operation intervals,
specific VARC DC CB modules branches are connected in series, and the
model can be aggregated. As a result, a single representation is obtained
as shown in Fig. 6.
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Fig. 5. Overview of the control hierarchy of MMC: (a) PI-based control hierarchy; (b) MPC-based control hierarchy.
Fig. 6. An illustration of a VARC DC CB with downscaled parameters for a 200 kV system.
3.4. Wind power plant model and controls

The wind power plant model consists of two major sections; a per-
manent magnet generator (PMSM)-based wind turbine and an interface
transformer with a high pass filter. For a PMSM-based wind power
plant, back-to-back VSCs are connected to the interface transformer at
one AC end, and the PMSM at the other AC end. Both VSCs, i.e., the
grid side converter (GSC) and the machine side converter (MSC), are
Neutral point Clamped (NPC) three level type converters. The DC bus is
represented by a small reactor. The neutral point of the GSC’s capacitor
is connected to the ground to block zero-sequence voltage and the
3rd harmonic component produced by PMSM. The 𝑑-component of the
input current is used to maintain the capacitor voltage as a part of GSC
control. The neutral point voltage balance is achieved by introducing a
DC side voltage balance, where the small offset is calculated and added
to PWM modulating waveforms in consecutive half-cycles [57].
8

The characteristic equations of the GSC at the PCC in a 𝑑𝑞 rotating
frame are given as [58]:

𝑣𝐺𝑚𝑑 = 𝑣𝐺𝑑 + 𝑅𝐺𝑖𝐺𝑑 + 𝐿𝐺𝐿
d𝑖𝐺𝑑
d𝑥

− 𝜔𝐺𝐿𝐺𝐿 𝑖
𝐺
𝑞 , (16a)

𝑣𝐺𝑚𝑞 = 𝑣𝐺𝑞 + 𝑅𝐺𝑖𝐺𝑞 + 𝐿𝐺𝐿
d𝑖𝐺𝑞
d𝑥

+ 𝜔𝐺𝐿𝐺𝐿 𝑖
𝐺
𝑑 , (16b)

where 𝑣𝐺𝑚𝑑 = 1
2𝑚

𝐺
𝑑 𝑉

𝑏𝑢𝑠
𝑑𝑐 and 𝑣𝐺𝑚𝑞 =

1
2𝑚

𝐺
𝑞 𝑉

𝑏𝑢𝑠
𝑑𝑐 are the 𝑑𝑞 components of the

modulating voltages of GSC, being the product of the modulation index
𝑚 and DC bus voltage 𝑉 𝑏𝑢𝑠

𝑑𝑐 . Furthermore, 𝑅𝐺 is the leakage resistance,
𝐿𝐺𝐿 is the leakage inductance, 𝑖𝐺𝑑 and 𝑖𝐺𝑞 are the grid currents in 𝑑𝑞-frame
and 𝜔𝐺 is the angular grid frequency.

The PMSM is rated at 4 kV, 2 MW at wind speed of 12 m/s. An
interior magnet machine with a sinusoidally distributed winding is
considered during the modeling of PMSM. As Clark-Park transformation
is used, PMSM is represented in a 𝑑𝑞-frame as [58]:

𝑣𝑃 = 𝑅𝑃 𝑖𝑃 + (𝐿𝑃 + 𝐿𝑃 )
d𝑖𝑃𝑑 − 𝜔𝑃 (𝐿𝑃 + 𝐿𝑃 )𝑖𝑃 , (17a)
𝑚𝑑 𝑑 𝑀𝑑 𝐿 d𝑥 𝑟 𝑀𝑑 𝐿 𝑞
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Fig. 7. Controller scheme for: (a) grid side converter (GSC); (b) machine side converter (MSC).
𝑣𝑃𝑚𝑞 = 𝑅𝑃 𝑖𝑃𝑞 + (𝐿𝑃𝑀𝑞 + 𝐿
𝑃
𝐿)

d𝑖𝑃𝑞
d𝑥

+ 𝜔𝑃𝑟 (𝐿
𝑃
𝑀𝑞 + 𝐿

𝑃
𝐿)𝑖

𝑃
𝑑 + 𝜔𝑃𝑟 𝛹

𝑃
𝑓 , (17b)

𝑇 𝑃𝑒 = 3
2

[

𝜓𝑃𝑓 𝑖
𝑃
𝑞 + (𝐿𝑃𝑀𝑑 − 𝐿

𝑃
𝑀𝑞)𝑖

𝑃
𝑑 𝑖
𝑃
𝑞

]

, (17c)

where 𝑣𝑃𝑚𝑑 = 1
2𝑚

𝑃
𝑑 𝑉

𝑏𝑢𝑠
𝑑𝑐 and 𝑣𝑃𝑚𝑞 = 1

2𝑚
𝑃
𝑞 𝑉

𝑏𝑢𝑠
𝑑𝑐 are the 𝑑𝑞 components

of the modulating voltages of PMSM, as a product of the modulation
index 𝑚 and the DC bus voltage 𝑉 𝑏𝑢𝑠

𝑑𝑐 , 𝑅𝑃 is the stator resistance, 𝐿𝑃𝑀𝑑
and 𝐿𝑃𝑀𝑞 are the mutual inductances in the 𝑑𝑞-frame, 𝐿𝑃𝐿 is the stator
leakage inductance, 𝑖𝑃𝑑 and 𝑖𝑃𝑞 are the stator current in 𝑑𝑞-frame, 𝜔𝑃𝑟 is
the rotor electrical speed, 𝑇 𝑃𝑒 is the developed toque by PMSM and 𝛹𝑃𝑓
is the permanent magnet flux. The model of the wind turbine is derived
considering steady-state wind power:

𝑃 𝑃𝑚 = 𝑐𝑝(𝜆, 𝛽)
𝜌𝐴
2
𝑣3𝑤𝑖𝑛𝑑 , (18)

where 𝑃 𝑃𝑚 is the mechanical power output of the turbine, 𝜌 is the air
density, 𝐴 is the area swept pot by the turbine blade, 𝑣𝑤𝑖𝑛𝑑 is the
wind velocity, and 𝑐𝑝(𝜆, 𝛽) is the performance coefficient of the turbine,
which is a function of tip speed ratio 𝜆 and the blade pitch angle 𝛽.

A classical PI controls control the offshore wind farms. The GSC
controls the active and the reactive power exchange between the wind
power plant and the offshore AC grid. The 𝑑𝑞 current decoupling
method is used as shown in Fig. 7(a). The active power reference
9

is computed in a way that the DC bus voltage is maintained at a
constant value, whereas the reactive reference is computed to support
the offshore AC voltage.

For a higher PMSM efficiency, MSC controls maintain the 180-
degree phase shift between the stator current and voltage. The quadra-
ture axis component of the stator current maintains the power re-
quested by the wind turbine as shown in Fig. 7(b). The rotor speed
is a cubic function of power, while the direct component of the stator
current controls the reactive power at its minimum level until the rated
power is reached. This is carried out by storing the 𝑑-axis stator current
in a table (formatted as 𝑦 = 𝑓 (𝑥)), where the output is the function of
the rotor electrical speed.

The interface transformer performs two functions. Firstly, it con-
nects the large time step (i.e., 80 μs) network to the small-time step
network. Secondly, it is used to represent an entire wind farm. The
scaling increases the MVA power and current ratings. The PWM scheme
is used, where switching occurs at 19 times the fundamental fre-
quency. Therefore, the current and the voltage harmonics appear to
be around the switching frequency. For this reason, a high-pass filter
is implemented at the large time step network side of the interface
transformer.
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Fig. 8. Overview of the GTIO port connections between GTFPGA and RTDS.
4. Simulation tool configuration

4.1. NovaCor rack and GTFPGA configuration

In RTDS/RSCAD, on one GTFPGA can be programmed two MMCs,
namely, ‘rtds_vsc_FPGA_U5’ and ’rtds_vsc_FPGA_GM’ models [59]. The
later MMC model can simulate IGBT faults within the SM(s). However,
it comes with an extra computation burden, and as a result, one
GTFPGA unit can be used to simulate one leg. Hence, to represent
an MMC unit, three GTFPGA units are required. The GTFPGA unit is
connected to the GTIO port of RTDS via a full-duplex optical fiber
using the Aurora protocol [59]. The ‘rtds_vsc_FPGA_GM’ model uses 2
additional GTFPGA units for capacitor voltage balancing of MMC’s sub-
modules known as ‘‘MMC’s lower level controller’’. Each leg sends SM
capacitor voltage values and receives Firing sequence over two full-
duplex optical fibers from MMC’s lower level controller, as shown in
Fig. 8. Using this configuration, 5 GTFPGA units are used to represent
one MMC.

Due to a large number of system nodes, the meshed HVDC system
is programmed on one RTDS rack. The MPC is programmed on another
rack, as shown in Fig. 4. Hence, this rack can be considered an external
cubical control. The cross-rack communication is performed by a global
bus hub and an IRC switch.

4.2. Software-in-the-loop setup

A wind gust data expressed in meter per second (m/s) measured
near the Orkney Islands (58.9809◦ N, 2.9605◦ W) and Shetland Islands
(60.5297◦ N, 1.2659◦ W) are adopted from [60], which represents the
OWF 1 and OWF 2 wind profiles, respectively. A Selenium tool is used
to extract the wind speeds from the web using Python. These wind
data are communicated through a TCP/IP connection to RSCAD with a
communication delay of 100 ms, and the update rate is every 2 s. An
illustrated overview of the software-in-the-loop is shown in Fig. 9.

5. Simulation results

Considering the full selective HVDC protection scheme, the blocking
of all MMCs is disabled. Furthermore, the internal protection of the
MMCs is disabled to test the performance of both controllers under
the worst operating conditions. In all cases, the disturbance (small and
large) takes place at 𝑡 = 0.2 s. In the mentioned case studies, the
circulating current suppression control (CCSC) is enabled for all the
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converters. During the steady-state conditions prior to AC and DC fault
occurrence, Fig. 10 shows the CCSC for MMC 2 with a PI and MPC
control in the 𝑎𝑏𝑐 and 𝑑𝑞𝑧 rotating frames. Next, CCSC is enabled at 0.1
s. Likewise, Fig. 11 shows the first and the last four upper and lower
SM capacitor voltages for phase C of MMC 2 during the steady-state
condition before AC or DC faults take place.

The following case studies are performed to identify the dynamic
performance of the control and protection along with its effect on the
system. For each case, the PI and MPC controlled MMCs’ performances
are compared.

5.1. Transients during nominal operation

To evaluate the controller’s performance, an increase of the wind
power (case 11), active power injection into the weak grid (case 12),
and a re-close of cable 12 (case 13) are conducted in this study.

For case 11, Fig. 12 shows the performance of the MPC and PI
controlled MMC during the higher wind gust of OWF 1 and OWF 2.
Before the disturbance, OWF 1 and OWF 2 transfer active power of 202
MW and 221 MW, respectively, into the HVDC grid through MMCs 2
and 4. MMC 3 absorbs 400 MW from the HVDC grid. The surplus power
within the DC grid is injected into a strong AC grid to maintain the
DC voltage. At 0.2 s, an extra 201 MW and 218 MW are injected by
OWF 1 and OWF 2, respectively. With the same active power by MMC
3, the DC voltage increases to a new steady-state value at the MMCs’
terminals, except the one near MMC 1 (due to DC voltage control), as
shown in Fig. 12(a). However, during the transient period, the MPC-
controlled DC grid regulates the DC voltage at the rated value with an
overshoot of 0.1% and a short settling time of 0.3 s (for 0.125% of the
steady-state value), as shown in Fig. 12(a). Likewise, an overshoot of
0.825% in the DC voltage is observed for the PI-controlled MMC with a
settling time of 1.48 s (for 0.125% of steady-state value). Furthermore,
MPC-controlled MMC provides a higher damping in the offshore and
the onshore AC voltage grids, as seen in Fig. 12(c).

Case 12 demonstrates an active power injection into the weak grid,
and it is depicted in Fig. 13. It shows the capability of active power
regulation. Initially, no active power is injected into the weak grid, as
seen in Fig. 13(b). Then, OWF 1 and OWF 2 provide an active power of
304.4 MW and 330.4 MW into the HVDC grid. To keep the DC voltage
fixed to the rated value, more power is injected into the AC grid through
MMC 1, which behaves as a slack bus. At 0.2 s, 400 MW of power is
injected into a weak grid keeping the AC terminal voltage stable with
MMC 2’s AC voltage support. The active power injection into the weak
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Fig. 9. Overview of software-in-the-loop setup.
Fig. 10. Circulating current suppression control in MMC 2 with a PI and a MPC control.
grid creates a power shortage in the HVDC grid, and the DC voltage
drops, as seen in Fig. 13(b). The DC voltage drop for the MPC-controlled
MMCs near MMC 2 is 101V/ms, while for the PI-controlled MMCs is
78 V/ms. The high voltage drop in the case when MPC is used occurs
due to the faster response of the MPC at MMC 2. However, with the fast
power support from MMC 1, the DC voltage decreases to 396.1 kV, as
seen in Fig. 13(a) and settles to 398.6 kV. In the case of a PI-controlled
DC grid, the DC voltage reaches the negative peak of 393.5 kV. A fast
control action of the MPC influences slow transient oscillations. The DC
voltage swing is within ±2 kV around the steady-state value with the
frequency of 9 Hz and a damping of 0.1 kV per cycle. Furthermore, it is
observed that this slower oscillation is reflected in the state variables of
the DC and AC grids, which induces slow transient oscillations of 9 Hz
and 12 Hz in offshore and onshore AC grids. The time taken by the
MPC to reach the active power reference in MMC 3 is 120 ms, while
the PI controller takes 260 ms, as shown in Fig. 13(b).

Fig. 14 indicates the controllers’ effect and performance with the
reclosing of the DC CB and putting cable 12 in service. During the pre-
disturbance stage, the active power from OFW 1 is transferred to the
11
onshore grids through four other DC cables. The DC bus voltages near
MMCs 1 and 2 are 400 kV and 408 kV, respectively (see Fig. 14(a)).
Upon re-close of cable 12 from both ends at 0.2 s, there is a current
surge in the cable with the peak value of 2.73 kA, which oscillates
at 112 Hz as observed in Fig. 14(c). This oscillation is caused by the
charging of the cable’s capacitance and the interaction with the line
inductance of the DC CB, which is given by equation 1

√

𝐿𝐶
, where

𝐿 = 80 mH and 𝐶 = 0.125 μF∕km. However, this oscillation is damped
around the steady-state value at the time instant of 0.44 s for the MPC-
controlled DC grid, while PI takes 0.5 s to settle. Due to the restoration
of cable 12, the DC bus voltage at MMC 2 decreases to a new steady-
state value. The current surge in the cable produces a larger MMC 1’s
arm current (as shown in Fig. 15) and MMC 2’s arm current, which in
a realistic system leads to converter blocking. Furthermore, this surge
has a minimum impact on MMCs 3 and 4, and the AC grids they are
connected to, as they are not directly connected to cable 12. These
current surge suppression can be done by introducing a high value
of inductance in series with cable 12. Addition of this inductance not
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Fig. 11. The first and the last four upper and lower SM capacitor voltages for the phase C of MMC 2.
Fig. 12. Case 11: (a) MMC’s voltage [kV], (b) active power [MW], and (c) RMS AC voltages [pu].
only suppress this surge but will aid in current interruption. However,
high value of inductance will have negative impact on the converter’s
control. Thus a appropriate a value of inductance need to be selected.
However, the possibility of suppressing this current by control action
is out of scope of this paper and will be investigated in future work.

5.2. AC grid side fault analysis

The two standard studies, i.e., symmetrical and asymmetrical fault
cases, are simulated at two different locations: at the PCC of MMC 1
and at the PCC of MMC 2. As a result, three cases are considered: a
12
three-phase fault at PCC of MMC 1 (case 21), a phase-to-ground fault
at PCC of MMC 1 (Case 22), and a three-phase fault at PCC of MMC 2
(Case 23). The pre-fault condition is shown in Fig. 16.

Fig. 17 depicts the performance of the MPC and the PI-controlled
MMCs during the three-phase fault at the PCC of MMC 1. This fault
is self-clearing, and the duration is 200 ms. The terminal AC voltage
collapses during the fault at PCC of MMC 1, as seen in Fig. 17(c). Since
MMC 1 controls the DC grid voltage, after an AC fault takes place, MMC
1 losses its synchronization. Due to the fault, the power delivered by the
MMC 1 goes to zero. With the same power infeed from the OWFs and
the power extraction by MMC 3, the DC grid voltage increases to 468
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Fig. 13. Case 12: (a) MMC’s voltage [kV], (b) active power [MW], and (c) current of the positive part of cable 12 [kA].
Fig. 14. Case 13: (a) MMC’s voltage [kV], (b) current of the positive part of cable 12 [kA]; (c) positive MMCs’ currents [kA], and (d) RMS AC voltages [pu].
kV, as seen in Fig. 17(a). During the fault, offshore AC grid voltage, in
the case of the PI-controlled DC grid, produces an over-voltage of 3%,
which is absent in the MPC-controlled DC grid (indicated in Fig. 17(c)).
13
Furthermore, the AC side fault near MMC 1 causes a large arm current,
as seen in Fig. 20. For both controllers, the arm current increases during
the fault. However, the MPC restricts this rise to a lower level. This
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Fig. 15. Three-phase MMC 1’s arm currents in: (a) upper arm; and (b) lower arm during re-closing of cable 12.
Fig. 16. Steady-state condition before AC and DC fault.
restriction is enabled with the MPC constraints in MMC 1. However,
the MPC takes longer time to recover after the fault is cleared due
to the input constraints. As a result an DC over-voltage 486 kV near
MMC 1 with a higher settling time as compared to PI controller. Still,
the MPC at MMC 1 regulates the arm current and power, as seen in
Figs. 17(b) and 17(d). Further, the performance of MPC can be enhance
14
by introducing the drop based control strategies at the PQ controlled
converter.

Fig. 18 shows the impact of a temporary single phase-to-ground at
PCC of MMC 1 considering PI and MPC controllers. With a phase-to-
ground fault at PCC of MMC 1, the AC voltage at PCC drops. However,
there is an oscillation of 100 Hz at the PCC during a fault. This
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Fig. 17. Case 21: (a) MMC’s voltage [kV], (b) positive MMC’s current [kA], (c) RMS
AC voltages [pu], and (d) active power [MW].

Fig. 18. Case 22: (a) MMC’s voltage [kV], (b) positive MMC’s current [kA], (c) RMS
AC voltages [pu], and (d) active power [MW].

onshore oscillation propagates into the DC grid as seen in Fig. 17(a).
Furthermore, it is also reflected in the offshore AC grid but with a
lower amplitude. During the fault, the DC overvoltage observed with
MPC-controlled is 0.5%, while with PI-controlled converter is 4%.
Comparing both controllers, MPC provides better performance during
the fault and post-fault period in terms of response and stability. In
case of a phase-to-ground fault at the PCC of MMC 1, at 𝑡 = 0.2 s, the
15
AC voltage at PCC drops to 0.78 p.u for both controllers as seen in
Fig. 17(c). During the fault, the arm current of PI-controlled MMC 1 has
a peak value of 2.8 kA, whereas the arm current of the MPC-controlled
MMC 1 has the peak of 1.8 kA, as depicted in Fig. 21.

Fig. 19 depicts the performance of the MPC and the PI controlled
MMCs during the temporary three-phase fault at the PCC of MMC 2.
During the three-phase fault, the AC voltage at MMC 2’s PCC decreases
to zero, as observed in Fig. 19(c). The fault creates a power shortage
of 405 MW. MMC 1 injects the required power into the DC grid to
maintain the rated DC voltage, which is indicated by the power reversal
in Fig. 19(d). It is observed that the MPC-controlled MMC 1 regulates
the DC grid voltage quickly, with a DC voltage drop of 3% at MMC 2
and 2% at the MMC 1 terminal. However, in the PI-control case, the
DC grid experiences a DC voltage drop of 7.4% at MMC 2 and 5.75%
at MMC 1. Furthermore, the higher voltage drop generates a significant
overshoot of 30% at the PCC of MMC 4. Due to the fast control of the
MPC over the DC voltage and the offshore AC voltage, the overshoot
is 7%. The MPC-controlled DC grid shows a faster recovery than the
PI-controlled DC grid, as seen in Fig. 19.

5.3. DC grid side fault analysis

The steady-state solution (i.e., power flow solution) of the four-
terminal HVDC system is depicted in Fig. 16. For the DC fault analysis,
a pole-to-pole fault on cable 12 near MMC 1 (case 31), a pole-to-pole
fault on cable 34 near MMC 3 (case 32), and eight MMC 1 sub-module
faults (case 33) are performed.

During the pole-to-pole fault near MMC 1 on cable 12 at 0.2 s, the
DC voltage of MMC 1 drops until the DC CB operates. With the higher
potential provided by the surge arrester of the DC CB, the fault current
in cable 12 reaches a peak value of 7.2 kA (as shown in Fig. 22(d)).
Due to the fast recovery of the MPC-controlled DC grid, the DC voltage
drops near MMC 1 and is restricted to 397 kV, as seen in Fig. 22(a),
while in PI-controlled MMC 1, the DC voltage decreases to 395 kV.
After the fault is cleared, the MPC provides higher damping, resulting
in faster post-fault recovery. When cable 12 is disconnected, power
redistribution occurs. This redistribution is due to potential differences
at the MMC terminals. MMCs 2 and 4 are the grid forming offshore
converters, which reduce the impact on the onshore AC grids during
and after the fault.

With a pole-to-pole fault near MMC 3 at cable 34, the DC voltage
near MMC 3 decreases to 388 kV. The recovery of the MPC-controlled
MMCs DC grid is faster with the decreasing rate of 273.33 V/ms, whilst
for a PI-controlled MMCs DC grid’s decreasing rate is 135.34 V/ms as
seen in Fig. 23(a). The VARC DC CB receives the trip signal after 3 ms,
and the maximum fault current rises to 7 kA (as seen in Fig. 23(d)).
Since the MMC 2 is connected to a weak grid, there is a damped
oscillation of 125 Hz after the fault is cleared, as seen in Fig. 23(c).
However, when the AC voltage is controlled, this oscillation is damped.

In the case of eight internal SM faults in the upper and lower leg
of phase A of MMC 1, a lower order frequency oscillation is observed
in the AC and DC voltages of MMC 1. For PI-controlled MMCs, the
oscillation frequency is 100 Hz, while for the MPC-controlled MMCs,
the oscillation frequency is 59 Hz. The oscillation of the DC voltage
observed at the MMC 1’s terminal with an MPC control has a peak-
to-peak value of 0.6 kV from the pre-disturbance value. However,
using the PI control, the peak-to-peak value is 0.2 kV. Moreover, this
oscillation is restricted to the MMC 1’s AC and DC terminals only, as
seen in Figs. 24(a) and 24(b).

5.4. Control interoperability

To understand the controller interaction, the following case studies
are performed for MMC 1, as they are graphically illustrated in Fig. 25:
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Fig. 19. Case 23: (a) MMC’s voltage [kV], (b) positive MMC’s current [kA], (b) RMS AC voltages [pu], and (d) active power [MW].

Fig. 20. Three-phase MMC 1’s arm currents in: (a) upper arm; and (b) lower arm during three-phase fault.
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Fig. 21. Three-phase MMC 1 arm currents in: (a) upper arm; and (b) lower arm during
single-phase fault at PCC of MMC 1.

Fig. 22. Case 31: (a) MMC’s voltage [kV], (b) positive MMC’s current [kA], (c) RMS
AC voltages [pu], and (d) positive cable 12 current [kA].

• Case 1 - all PI controllers — In this case, the inner current, the
outer voltage, and the circulating current suppression controls of
MMC 1 are realized using classical PI controllers. The proportion
gains and the integral time constants for different loops are
summarized in Table 3 and taken from [52].
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Fig. 23. Case 32: (a) MMC’s voltage [kV], (b) MMC’s current [kA], (c) RMS AC voltages
[pu], and (d) positive cable 34 current [kA].

• Case 2 - PI controller in cascade with the inner MPC controller —
In this case, the DC voltage control of MMC 1 is realized as a PI
controller. The output of this controller provides the reference to
the MPC controller.

• Case 3 - all MPC controllers — In this case, all control loops of
MMC 1 are designed using the MPC.

For this operating scenario, the system is analyzed before and after
the change of the wind power. Before the disturbance, the wind farm
near MMC 2 provides an active power of 10 MW. Similarly, the active
power of 100 MW is produced by the wind farm near MMC 3. At
𝑡 = 0.5 s, there is a sudden rise in the wind power with a time constant
of 5 ms near MMC 2. Thus, the active power rises from 10 MW to 500
MW. A different controller combination shows a different reaction to
this sudden change, as it is shown in Fig. 26. In the case of a classical
PI controller (case 1), this rise in power stimulates the increase of the
DC link voltages (Fig. 26(a)). The maximum percentage rise of the DC
bus voltage varies with the bus location. Due to the DC voltage control
at MMC 1, this voltage rise is restricted to 6%, whereas the DC link
voltage at MMC 2 and MMC 3 rises by 7.82% and 8%, respectively.
Furthermore, the converging time to the new steady-state is 1 s. For
case 2, even with the presence of the MPC, a similar pattern is observed
during the wind power increase at MMC 2. However, due to the MPC-
based DC voltage controller in case 3, the maximum DC voltages rise
of MMC 2 and MMC 3 is less than 4%, which is less than the standard
DC voltage margin [61]. Also, the settling time of the DC-link voltage
is 100 ms.

The active power injected into MMCs, and the cable currents are
shown in Figs. 26(b) and (c), respectively. Compared to other cases,
case 3 yields a faster and more stable response. Furthermore, the
interaction with other MMCs’ controllers can be seen in Fig. 27. The fast
control action in case 3, provides a good reference for the PI controllers
of MMC 2 and MMC 3 to achieve a new steady-state with a minimum
deviation.
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Fig. 24. Case 33: (a) MMC’s voltage [kV], (b) MMC’s current [kA], (c) RMS AC voltages [pu], and (d) active power [MW].
Fig. 25. Graphical representation of different cases implemented in MMC 1 control for interoperability studies.
The dynamic change of power causes an increase of the DC volt-
age for a few seconds in the case when a classical PI controller is
applied(case 1). This sudden and longer duration of the DC overvoltage
can create protection anomalies. Also, the effect of this overvoltage is
18
propagated in the offshore grids. In this case, the fast control action
will play a crucial role, leading to a optimal coordination between the
advance control and protection. In this scenario, the combination of the
advanced and classical controllers does not improve the performance
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Fig. 26. Effect of the increase in the wind power (speed): (a) bus voltages of the MMCs; (b) active power at PCC of MMCs; (c) DC cable current.
Fig. 27. Effect of the increase in the wind power (speed) on 𝑖𝛥𝑑 and 𝑖𝛥𝑞 grid current of MMCs.
compared to case 1. This poor performance arises due to the slower
DC voltage control. Thus, re-tuning of the PI is required. In the future,
faster power control will be needed to connect intermittent energy
sources. Adaptive tuning of the PI or controllers like the MPC will be
required at the converter’s and system operator’s levels.

6. Conclusion

This paper investigates the performance of the MPC in a four-
terminal, monopolar, MMC-based HVDC grid connecting two offshore
wind power plants, a weak grid and a strong grid, under fast transient
like AC, DC faults and submodule internal faults. The paper also
highlights the expansion of the control scheme from a single MMC
terminal to a multi-terminal, indicating the MPC control’s minimum
tuning. The paper highlights the use of a switching model of an MMC
by applying a GTFPGA in a hardware-in-the-loop and its interaction
with average MMC model. Furthermore, SiL is used for an online update
of the wind profile. The studies are conducted using RSCAD/RTDS
simulations. The performance of the MPC is investigated against the
traditional PI control.

The performance results show:
19
• The MPC-controlled MMC-based HVDC grid enables the converter
to provide faster and more reliable controlled power support
during the nominal operation with the minimum effect on the
AC and DC terminal voltages than the PI-controlled MMC-based
HVDC grid.

• The lower arm current and DC voltage droops are observed with
the MPC-controlled MMCs during AC-side disturbances. Further-
more, the MPC-controlled MMC’s post-recovery is faster than the
PI-controlled ones.

• During DC fault, the MPC provides rigid terminal DC voltage
support with a fast and damped recovery.

• The propagation of AC and DC side disturbances (faults) is smaller
when the control is a MPC than PI-controlled MMCs. Furthermore,
the MPC-based grid forming converter provides good voltage
stability compared to the one with a PI control. During the
interoperability studies, the slower response of the PI controller
creates a bottleneck in the system recovery. Thus, the parameter
of the PI controller needs to be re-calibrated. In contrast, the MPC
provides a faster and more stable response.

Nevertheless, both controllers show similar performance during in-
ternal MMC faults. The reason for this is the internal implementation of
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Fig. A.28. Comparison of the diagrams for the active power of the MMC 2 with and without model mismatch factor included.
the lower level controlling strategies for SM capacitor voltage balancing
in RTDS and GTFPGAs.

Up to our knowledge, the proposed control and protection algo-
rithms are implemented as a standalone for the first time together with
controller interoperability and post DC fault performance of MPC.
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Appendix. Model mismatch factor

The mismatch between the model and plant can be handled by a
factor called model mismatch factor. This factor considers the effect of
any difference in the plant and model into the optimization problem.
This mismatch factor is formulated as:

𝑥 (𝑘 + 𝑚|𝑘) = 𝐶𝑑𝐴
𝑚
𝑑 𝑥 (𝑘) + 𝐶𝑑

𝑚−1
∑

𝑖=0
𝐴𝑚−𝑖−1𝐵𝑑𝐿(𝑖)𝑇 𝜂 + 𝐼𝑚𝑒(𝑘)

= 𝐹 (𝑚)𝑥 (𝑘) + 𝜙(𝑚)𝑇 𝜂 + 𝐼𝑚𝑒(𝑘), (A.1)

where 𝐹 (𝑚) = 𝐶𝑑𝐴𝑚𝑑 , 𝜙(𝑚)𝑇 = 𝐶𝑑
∑𝑚−1
𝑖=0 𝐴

𝑚−𝑖−1𝐵𝑑𝐿(𝑖)𝑇 and 𝑚 ∈
{1, 2,… , 𝑁 }. The new term in the above formulation is the 𝐼 𝑒(𝑘) for
20

𝑝 𝑚
𝐼𝑚 being an identity matrix of order (5, 5) and 𝑒(𝑘) is error between
the model output signal and plant output at time step 𝑘. Considering
the cost function, 𝐽 given Eq. (8) and substituting Eq. (A.1) in 𝐽 and
re-arranging terms we get:

𝐻 = 𝜙𝑇𝑄𝜙 + 𝑅, (A.2a)

𝑓 = 𝜙𝑇𝑄[𝑅(𝑘) − 𝐼𝑝𝑒(𝑘) − 𝐹𝑥(𝑘)], (A.2b)

where 𝐻 and 𝑓 matrices are the input to QP optimization solver. The
𝑅(𝑘) = 1⃗1×𝑁𝑝

⨂

𝑟 , where 𝑟 is the reference signal column matrix of
order 5 at 𝑘 instance and ⨂ is Kronecker Tensor Product. 𝐹 and 𝜙
are evolution of 𝐹 (𝑚) and 𝜙(𝑚) matrix over 𝑁𝑝 with given system
dynamics. The 𝐼𝑝 = [𝐼1, 𝐼2, … , 𝐼𝑁𝑝 ]

𝑇 and 𝐼𝑖, for 𝑖 ∈ {1, 2,… , 𝑁𝑝}, is
an identity matrix of order (5, 5), which acts like weight factor for the
error mismatch. Following figure shows the impact of mismatch factor
during the step change event.

For the simulated power system from Section 5, the time diagrams
with and without mismatch factor are depicted in Fig. A.28 for the
MMC 2. In this test case the active power has been changed from 400
MW to 0 MW.
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