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Abstract

Background: Text data includes things like customer reviews and complaints,
tweets from social media platforms. When analyzing text-based data, the Sentiment
Model is used. Understanding news headlines, blogs, the stock market, political
debates, and film reviews some of the areas where sentiment analysis is used. The
results of a sentiment analysis may be used to aid in evaluating whether a review
is favorable, negative, or neutral. In this thesis we explore the performance of some
algorithms.

Objectives: The problems with natural language processing, on the other hand,
make it harder for sentiment analysis to work well and be accurate (NLP). In the
past few years, it has been shown that deep learning models are a promising way
to solve some of NLP’s problems. This paper looks at the most recent studies that
used deep learning to solve problems with sentiment analysis and their performance
metrics

Methods: The literature review is done to figure out which algorithms are best for
achieving the above goals. An experiment is done to understand how deep learning
works and what metrics are used to figure out which model is the best for sentiment
analysis. Several datasets have been used to test models that use the term frequency-
inverse document frequency and word embedding.

Results: The experiment indicated that the CNN model strikes the best balance
between how fast it works and how well it works. When used with word embedding,
the RNN model was the most accurate, but it took a long time to process and didn’t
work well with TF-IDF. The processing times and results of DNN are about average.

Conclusions: The primary objective of this research is to learn more about the
fundamentals of deep learning models and related approaches that have been used
for sentiment analysis of social network data. Before feeding it to deep learning
models, we changed the data using TF-IDF and word embedding. Architectures for
DNN, CNN, and RNN were looked into after performing the literature review. The
processing time gap was fixed, and the best combination was found.
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Chapter 1

Introduction

Since we often rely our choices on the experiences and perspectives of others, feelings
and viewpoints play a significant part in human behaviour. Learning about someone
else’s experiences and ideas is helpful in gaining a more well-rounded perspective
since everyone’s perspectives are subjective and influenced by their own unique cir-
cumstances. There has been an interest in public opinion to institutions, businesses,
and political figures over a significant length of time. The opinions of a population
as a whole may be used to develop information about future subjects and trends, as
well as provide insight into who will win elections. In addition to this, it helps assess
public opinion on goods and services, which in turn assists marketing teams in de-
ciding on a marketing plan, enhancing current or manufacture of a new product, and
increasing customer assistance [1,2,6] As a result, the acknowledgment of sentiment
in a variety of professions is of the utmost importance.

At first, people’s thoughts were gathered and analysed by hand after being gath-
ered via the use of questionnaires and surveys. On the other hand, as people’s
familiarity with the internet grew, they began posting their thoughts and behaviors
on the web more regularly [1]. The proliferation of social media platforms in recent
years has made it possible for users of these platforms to disseminate a broad range
of information and to offer a greater number of methods in which they may express
their thoughts [2]. Blogs, discussion forums, reviews, comments, and microblogging
services like Twitter and Facebook all serve as valuable data sources since they in-
clude audio recordings, video files, picture files, and opinions. Other rich data sources
include reviews and comments. [3, 4]

This paper looks at how people feel and think about a furniture store’s new
product based on online reviews of it. Especially how much attention it gets and
how many good and bad feelings it makes people feel. Researchers have come up with
a lot of strategies and algorithms for figuring out how people feel about something.
The analysis of this kind analyzed assists businesses in better understanding their
customers’ attitudes regarding their brand efforts. Sentiment Analysis is a kind of
Natural Language Processing that makes use of a variety of techniques - Machine
Learning algorithms, Lexicon based algorithms and Hybrid algorithms to classify
data [7, 9].In the past few years, a number of studies have come up with ideas for
deep-learning-based sentiment analyses. These analyses have different features and
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2 Chapter 1. Introduction

levels of performance. This work looks at the most recent studies that used deep
learning models to solve different problems related to sentiment analysis. [5]

1.1 Problem statement
In the past few years, a number of studies have come up with ideas for deep-learning-
based sentiment analyses. [5] These analyses have different features and levels of per-
formance. This work looks at the most recent studies that used deep learning models
to solve different problems related to sentiment analysis.We applied deep learning
models with TF-IDF and word embedding to Twitter datasets and implemented the
state-of-the-art of sentiment analysis approaches based on deep learning.

1.2 Aim and Objectives

1.2.1 Aim

This thesis aims to explore the different combinations of application of the deep learn-
ing techniques and publish their comparative study, performed on the data available
on the social media networks for a furniture store and derive insights from it. Most
papers that do comparison studies focus on reliability metrics like overall accuracy
or F-score and ignore processing time out. This thesis addresses that gap. Also, only
a small number of datasets are used to evaluate the models.

1.2.2 Objectives

• To apply different word embedding methods with deep learning techniques.

• To find the most popular deep learning Techniques.

• Discussion on the processing time of the deep learning models.
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1.3 Research Questions
RQ1: Which are the popular deep learning techniques used to perform
sentiment analysis?

Justification:By doing a thorough literature study, the research issue is addressed
(SLR). The Sentiment Analysis algorithm is executed by a collection of algorithms.
The SLR enables us to examine prior research and locate popular methods for our
thesis.

RQ2: Which combination of word embedding performs the best with the
deep learning model?

Justification: This research question contributes to the comparative study of dif-
ferent word embedding techniques in combinations with techniques obtained from
RQ1.The Experimentation method is used to solve this question.

RQ3:Which Deep Learning model has the best processing time?

Justification: The need for RQ3 is to address the gap of the processing time of
different models.The Experimentation method is used to solve this question.This
questions is used to help in determing the computing cost as well.

1.4 Outline
This section describes the thesis structure

Chapter 1: The Introduction and motivation of the thesis, as well as the aim
and is an overview of the thesis and the problem that we are trying to solve. It talks
about the purpose, goals, and research questions.

Chapter 2: This chapter provides an overview of the research’s technical back-
ground as well as its core principles.

Chapter 3: The methodology section gives a summary of the many algorithms that
were used as a direct consequence of the literature review and the recommended
strategy.

Chapter 4: The experiments that were carried out in order to address the re-
search questions are the primary emphasis of this chapter.

Chapter 5: This chapter is where the findings from the experiment are presented.

Chapter 6: This section contains a discussion and analysis of the acquired re-
sults.

Chapter 7:This chapter provides conclusion and future work of the thesis.





Chapter 2
Background

2.1 Machine Learning

Machine learning, as the name implies, is the process of computers learning without
explicit human programming. First, give them excellent data, then train them by de-
veloping several machine learning models utilising the data and different techniques.
Primarily divided into two types: [3, 29]

• Supervised Learning: Using labelled data, supervised learning algorithms
are taught.The outcome is predicted using a supervised learning model.In su-
pervised learning, the model is fed input and output.

• Unsupervised Learning: Algorithms for unsupervised learning are taught on
unlabeled data. Unsupervised learning models uncover data’s hidden patterns.
In unsupervised learning, the model is fed simply input data. Ex:- Clustering

• Reinforcement Learning: Reinforcement Learning (RL) is a machine learn-
ing technique that enables an agent to learn in an interactive environment by
trial and error using feedback from its actions and experiences. The investiga-
tion’s target is finding an appropriate action model that would maximize the
agent’s overall cumulative reward. RL model performs learning based on the
suitable action that would maximize the agent’s total cumulative reward.

2.2 Traditional sentiment classification techniques

Traditionally, supervised machine learning methods like Naive Bayes (NB), Support
Vector Machine (SVM), or Logistic Regression (LR) have been used in an effort to
solve the text sentiment categorization issue [22]. Pang et al. [10] produced one of the
first studies to suggest that machine learning may be utilized for the categorization
of content on online platforms based on the sentiment of the text. On the IMDb
movie review dataset, Pang et al. compared the performance of the NB, Maximum
Entropy (ME), and SVM classifiers [17, 18]. SVM was able to achieve an accuracy
that was about 83 Percent, which was considered to be good. Since that time, the
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6 Chapter 2. Background

use of social media has steadily increased over the years, and these days, millions
of individuals express their thoughts and ideas via online platforms. An interest in
attaining automated sentiment categorization has been sparked as a result of the vast
amounts of emotive data that are made accessible on the majority of social network
sites. [29]

Twitter has been one of the social media platforms that has been investigated the
most in terms of sentiment analysis up to this point. Twitter gives users the abil-
ity to communicate their thoughts in the form of brief messages known as tweets.
Users are compelled to organize their ideas in a way that is succinct but gets to to
the point since the available space is restricted. This results in data that is rich in
sentiment, making it suited for use in NLP activities. Neethu and Rajasree investi-
gated and compared the effectiveness of SVM, [28] NB, [27]and ME algorithms on
electronic product tweets categorization, reaching 93 Percent accuracy with SVM
and ME. Agarwal et al. obtained 75 percent accuracy using SVM for binary classi-
fication on non-domain specific data. [11] [12]. There has also been some work done
with YouTube datasets, such as the classification of YouTube cooking videos using
SVM (with an accuracy of 95.3 Percent achieved) [19] or the classification of popular
Arabic YouTube videos using their comments, with an F1-score of 0.88 achieved by
SVM with the Radial Bases function [12,16].

The classic machine learning algorithms perform poorly with cross-lingual or cross-
domain data [15] and have been under performing in contrast to deep learning.
Despite the fact that these techniques may yield accurate sentiment prediction for
text, they also have drawbacks.

2.3 Deep Learning

By incorporating a multi layer structure into the neural network’s hidden layers,
deep learning is able to achieve more complex results. Features in conventional ma-
chine learning methods are specified and retrieved by hand or via the use of feature
selection techniques. Deep learning models, on the other hand, automatically learn
and extract information, leading to improved accuracy and performance. Classifier
models’ hyper parameters are often measured automatically as well. Comparison of
standard machine learning (Support Vector Machine (SVM), Bayesian networks, and
decision trees) with deep learning for sentiment polarity categorization is shown in
Figure 2.1 and 2.2. When it comes to solving difficult issues in areas like image and
voice recognition and NLP, the state-of-the-art solutions are those that use artificial
neural networks and deep learning. In this part, we’ll go through a variety of deep
learning approaches.
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Figure 2.1: Sentiment Analysis using Machine Learning

Figure 2.2: Sentiment Analysis using Deep Learning

2.3.1 Deep Neural Network

It is a new generation of machine learning [10] that mimics the structure and func-
tion of the human brain. This algorithm’s distinctive characteristic enables it to
automatically grasp the needed features. The deep learning model is a mathematical
function f: X Y. Deep learning is the development of an ANN that employs more
than one hidden layer to model a dataset [6].As shown in figure 2.3 It has three
primary layers:

• Input Layer: neurons receive input from variable X.

• It contains neurons that receive signals from the preceding input layer. Each
buried layer trains its own set of characteristics.The more buried layers, the
more intricate abstract.

• Output Layer: This layer is made up of neurons that receive input from the
hidden layer and create the output value.
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Figure 2.3: Deep Neural Network

2.3.2 Convolutional Neural Networks (CNN)

CNNs consist of multiple layers of convolutions with nonlinear activation functions,
such as ReLU or tanh, applied to the results. In a conventional feedforward neural
network, each input neuron is connected to each output neuron in the next layer.
This is also known as a fully connected or affine layer. [19]

In CNNs, the output is computed using convolutions over the input layer. This
produces local connections in which each input area is linked to a neuron in the
output. Each layer applies several filters, generally hundreds or thousands as seen
above, and mixes the resulting images. A CNN automatically learns the values of its
filters based on the desired task during the training phase.

For instance, a CNN for image classification may learn to detect edges from raw
pixels in the first layer, then use the edges to detect simple shapes in the second
layer, and finally use these simple shapes to deter higher-level features, such as facial
shapes, in higher layers. The last layer is a classifier that employs these high-level
characteristics. Instead of picture pixels, the input to the majority of NLP jobs is
a matrix of phrases or texts. Each row of the matrix represents one token, which
is often a word but might also be a character. In other words, each row is a vec-
tor representing a word. These vectors are often word embeddings (low-dimensional
representations) such as word2vec or GloVe, but they may also be one-hot vectors
that index the word into a dictionary.

Data were preprocessed for the embedding matrix. Figure 2.4 depicts 4 convolution
layers and 2 max pooling layers processing an input embedding matrix. That the
very first 2 convolution layers utilize 64 and 32 filters to train various features; a
max pooling layer reduces output complexity and prevents over fitting. 3 and
4 convolution layers feature 16 and 8 filters, followed by max pooling. The last layer
is a fully linked layer that reduces the 8-dimensional vector to a 1-dimensional output
vector (Positive, Negative)
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Figure 2.4: Convolutional Neural Network

2.3.3 Recurrent Neural Networks (RNN)

Recurrent Neural Network is an extension of feedforward neural network with an
internal memory. [20] RNN is recurrent in nature since it performs the same func-
tion for each data input while the outcome of the current input is dependent on the
previous calculation. After the output has been generated, it is duplicated and fed
back into the recurrent network. For decision-making, it evaluates both the current
input and the outcome from the prior input from which it has learnt. Long Short
Term Memory Networks is an advanced RNN, a sequential network, that allows for
the persistence of information. It is capable of resolving the gradient issue encoun-
tered by RNN. For permanent memory, a recurrent neural network, also known as
RNN, is used.. As a result of the diminishing gradient, RNNs are incapable of re-
membering long-term dependencies. LSTMs are purposefully intended to prevent
difficulties with long-term dependencies. Preprocessing the input data to reformat
the data for the embedding matrix (the process is similar to the one described for
the CNN). The next layer is the LSTM, which consists of 200 cells. The final layer
is a completely interconnected layer with 128 text categorization cells. Given that
there are two classes to be predicted, the last layer employs the sigmoid activation
function [Fig 2.5] to decrease the vector of height 128 to an output vector of one
(positive, negative).

Figure 2.5: Recurrent Neural Network
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2.4 Sentiment Analysis
Sentiment analysis is the technique of obtaining information about an entity and
determining its subjectivities automatically. The purpose is to identify whether user-
generated material expresses favorable, negative, or neutral sentiments. Classifica-
tion of sentiment may be accomplished on three levels of extraction: aspect or feature
level, phrase level, and document level. There are currently three solutions [24] to the
issue of sentiment analysis : (1) lexicon-based strategies, (2) machine-learning-based
techniques, and (3) hybrid approaches as shown in [Fig 2.6].

Initially, approaches based on a lexicon were utilized for sentiment analysis. They
are separated into dictionary-based and corpus-based techniques [25]. In the first
kind, sentiment categorization is accomplished by the use of a terminology dictio-
nary, such as SentiWordNet and WordNet. However, corpus-based sentiment analysis
does not rely on a predefined dictionary, but rather on a statistical analysis of the
contents of a collection of documents, using techniques such as k-nearest neighbors
(k-NN) , conditional random field (CRF) [22], and hidden Markov models (HMM) ,
among others.

Machine learning Techniques offered for sentiment analysis issues fall into two
categories: (1) standard models and (2) deep learning models. Traditional models
relate to traditional machine learning algorithms, such as the nave Bayes classifier ,
the maximum entropy classifier [21,23], and support vector machines (SVM) . These
algorithms receive as input lexical characteristics, sentiment lexicon-based features,
parts of speech, as well as adjectives and adverbs. The precision of these systems
relies on the selected characteristics. Deep learning models can deliver superior than
traditional methods.CNN, DNN, and RNN are among the deep learning models that
may be utilized for sentiment analysis. These methods handle categorization issues
at the document, phrase, and aspect levels. The next section will cover these ap-
proaches of deep learning.

The hybrid techniques [26] combine methodologies based on lexicons and ma-
chine learning. Commonly, sentiment lexicons play a crucial part in the bulk of these
tactics.



2.4. Sentiment Analysis 11

Figure 2.6: Categorisation of Sentiment Analysis Techniques
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2.5 BERT
BERT is an open source natural language processing machine learning framework
(NLP). Word embedding is intended to assist computers in understanding the mean-
ing of ambiguous words in text by leveraging surrounding material to build con-
text. [13]

BERT, which stands for Bidirectional Encoder Representations from Transformers,
is based on Transformers, a deep learning model in which every output element is
linked to every input element, and the weightings between them are produced dy-
namically depending on their relationship. (This is referred to as attention in NLP.)

A fundamental Transformer consists of an encoder that reads the text input and
a decoder that generates a prediction for the job. Since the objective of BERT is
to construct a language representation model, it simply requires the encoder. En-
coder input for BERT is a series of tokens, which are transformed to vectors and
then processed by the neural network. [14] Some of the other alternative options are
Hugging Face:- Distilled BERT,GPT 23 and XLNet. They are efficient but BERT
beat’s them all and has been a better performer by being state of the art in 7 0f 11
NLP tasks.

Figure 2.7: BERT Architecture

2.6 Performance Measures
The performance of the classifier is assessed using different metrics than the per-
formance of the model. As the data used for the thesis consists of text data and
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multi-class classification, the optimal metrics are selected. In multi-class classifica-
tion, the accuracy, recall, F-score, and area under the curve are prominent measures
(AUC). [17]

2.6.1 Accuracy

Classification accuracy is defined as the total number of correct predictions divided
by the classifier’s total number of predictions. A ’true positive’ is a result when the
model accurately predicts the positive class. Likewise, a ’true negative’ is a result
that the model accurately predicts the negative class. A ’false positive’ result from
the model mistakenly predicts the negative class as a positive class. A ’false negative
’result from the model mistakenly predicts the positive class as a negative class.For
a binary classification problem the accuracy is calculated as in equation 3.32 [27].

Accuracy =
TP + TN

TP + TN + FP + FN

2.6.2 Precision

Precision is another statistic used to measure the performance of a classifier. It
is determined by dividing the number of positive class predictions, i.e., true positives
that belong to the positive class, by the total number of true positives.

Precision =
TP

TP + FP

2.6.3 Recall

Recall is calculated as true positive divided by the true positives and false nega-
tives.

Recall =
TP

TP + FN
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2.6.4 F1 Score

The F1 score is the harmonic mean of accuracy and recall, accounting for both
measurements using the following equation: We use the harmonic mean rather than
a simple average since it penalizes outliers. To design a classification model with the
ideal combination of recall and accuracy, we maximize the F1 score.

F1 Score =
2 ∗ Precision ∗Recall

Precision+Recall



Chapter 3

Related Work

This study aims to examine various techniques and methodologies in sentiment anal-
ysis that might serve as a reference for future empirical research.

Recently, deep learning models (such as DNN, CNN, and RNN) have been used to
improve the efficiency of sentiment analysis jobs. In this part, cutting-edge techniques
to sentiment analysis based on deep learning are examined.

Since 2015, several scholars have studied this tendency. Tang et al. [37]proposed
deep learning-based algorithms for a variety of sentiment studies, including learn-
ing word embedding, sentiment categorization, and opinion extraction. Zhang and
Zheng [26] addressed the use of machine learning to sentiment analysis. Both study
teams employed POS as a text feature and TF-IDF to compute the weight of words
for analysis. Sharef et al. [32] explored the advantages of large data sentiment analy-
sis methodologies. The most recent studies [3,7,33] are cited in deep-learning-based
techniques (namely CNN, RNN, and LSTM) were reviewed and compared with each
other in the context of sentiment analysis problems.

Other research used sentiment analysis based on deep learning to many areas, in-
cluding banking [2, 4] tweets about the weather [5], travel advisers, recommender
systems for cloud services [34], and movie reviews [6, 29]. In [5], where text char-
acteristics were automatically retrieved from several data sources, Word2vec was
used to translate user information and weather knowledge into word embedding.
Several papers [2, 34] use the same methodologies. Combining topic modeling with
the findings of a sentiment analysis conducted on customer-generated social media
data, Jeong et al. [43] highlighted product development prospects. It has been used
as a tool for real-time monitoring and analysis of changing client demands in situa-
tions with fast-developing products. Pham et al. [35] analyzed travel evaluations and
determined opinions for five criteria, including value, room, location, and cleanliness.

The application of polarity-based sentiment deep learning to tweets yielded [8,9,22].
The authors revealed how they employed deep learning models to boost the accuracy
of their sentiment assessments. Most of the models are used for material posted in
English, although there a handful that handle tweets in other languages, including
Spanish , Thai , and Persian [36]. Researchers in the past have examined tweets us-
ing various models of polarity-based sentiment deep learning. Those models include
DNN CNN , and hybrid techniques [9].

15
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We discovered three prominent models for sentiment polarity analysis using deep
learning from studies: DNN [15, 29], CNN [9], and hybrid [29]. In [7, 8, 37], CNN,
RNN, and LSTM were evaluated independently on distinct data sets. However, a
comparative comparison of these three methodologies was lacking. [8]

Convolutional Neural Networks (CNN) and Recurrent Neural Networks (RNN) ex-
hibit very good overall accuracy [8, 29] when evaluating the performance of a single
approach on a single dataset inside a certain domain (RNN). Hassan and Mahmood
shown that CNN and RNN models may circumvent the short-text limitation of deep
learning algorithms. Qian et al. [10] shown that Long Short-Term Memory (LSTM)
performs well when applied to varying text levels of weather-and-mood tweets.

Recently, sentiment expression and categorization systems have acquired significant
appeal. Numerous feature extraction methods are used in this study [21], including
the Gabor filter, the Histogram of Oriented Gradient, the Local Binary Pattern, the
Discrete Cosine Transform, and many more. The majority of approaches take the
complete text as input, extracting characteristics and generating many sub spaces
that are then used to assess different independent and dependent components [21].

The authors proposed deep learning sentiment analysis algorithms to classify Twit-
ter data reviews [38]. Significant data demonstrate that deep learning outperforms
conventional methods, such as Naive Bayes and SVM without Maximum Entropy. In
their research, the authors have used LSTM and DCNN models. Using word2vec [21]
to train word vectors for the DCNN and LSTM models. In this research, the Twitter
dataset was used. This study shown that DNN is superior than LSTM for sentiment
analysis using deep learning [38]. Furthermore, a big, almost meaningful data sample
is required for mining.



Chapter 4

Method

This chapter covers the methodology used in the study. The research begins with
a systematic assessment of the literature to identify frequently used algorithms for
doing Sentiment Analysis. It is followed by experiments to compare algorithm perfor-
mance. Experiments, Case studies, and Surveys [44] are the most prevalent empirical
methods.

This research may be conducted objectively by any industry or applied to many
topics, and the results can be used appropriately. Consequently, experimentation
is selected as one of the study methods.The experimentation method [44] is an an-
alytical and scholarly strategy in which the researcher systematically conducts an
experiment The primary purpose of experimentation is to apply and assess the cho-
sen algorithms using defined evaluation procedures. In addition, our dataset includes
dependent and independent variables, which motivates us to do experiments.The ex-
perimental research approach is used to answer research questions 2 and 3, The
Experiments utilize the same hardware and software described in this chapter.

4.1 Literature Review

A Systematic Literature Review (SLR) is a way of examining the existing literature
on a given research issue or subject that is systematic, rigorous, and transparent. It
entails doing systematic and organized searches for, selection of, appraisal of, and
synthesis of relevant research. An SLR’s goal is to offer an overview of existing
knowledge on a field, identify gaps in the literature, and influence future research
objectives. It is most often utilized in many fields, although it may be employed in
any sector.

For RQ1, literature research helps us uncover deep learning approaches and choose
the most popular algorithms. We examine relevant papers to determine which met-
rics to utilize to evaluate the algorithm for efficient sentiment analysis. Research will
build on the literature study findings.

How to do SLR:

• Choose keywords that relate to the thesis.

• Make a short list of the helpful resources that have something to do with the
thesis.

17
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• Add the criteria for which articles are included and which are not.

• Choose the research papers and publications that will help with the thesis.

• Look at the papers you found after your search.

• Write a summary of what you found and use it in the next steps of your research

SpringerLink,IEEE Xplore,Google Scholar, ACM Digital Library, arXiv, IGI Global,
and others are searched using a search string. Snowballing, which finds relevant new
articles by referencing previously recognized documents, also finds papers. RQ1 lit-
erature search strings are below.

Search terms and phrases:

• ’Sentiment Analysis’,’Opinion Mining’,’Sentiment Classification’,’Machine Learn-
ing’,’Deep Learning’,’Supervised Learning’,’Word Embedding’,’Neural Networks’

• ( Sentiment Analysis OR Opinion Mining OR Opinion Analysis OR Sentiment
Classification ) AND ( Machine Learning OR Deep Learning OR Supervised
Learning ) AND ( Word Embedding ) AND ( Challenges ) AND ( Opportuni-
ties)

The inclusion criteria for the articles are:

• The articles must be written in English as their primary language.

• Articles considered for inclusion are required to make sentiment analysis the
primary focus of their discussion.

• Articles published in the last 10 years.

• Articles are required to address at least one of the research questions.

• Article must be published in top-tier conferences, publicationsand journals.

The exclusion criteria for the articles are:

• Exclude non-English-written articles.

• Additionally omitted are paid papers, student articles, and older versions which
have various versions.

• Articles published before 2013 are excluded.

• Articles unrelated to the present research.

SLR is used to answer the RQ1

• RQ1: Which are the popular deep learning techniques used to perform senti-
ment analysis?
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4.2 Experiment

Hardware Environment

Table 4.1: Hardware Environment.

Processor Intel(R) Core(TM) i7-10750H CPU @
2.60GHz 2.5

OS Windows 10
Memory 64gb

4.2.1 Software Tools

Python is selected as the experiment’s programming language since it supports a
broad variety of libraries required to implement sentiment analysis, extract data,
etc. Python [40] is useful for site scraping, data preprocessing, prediction, and vi-
sualization studies. Python is an open-source programming language with excellent
frameworks for Artificial Intelligence, Machine Learning, statistical analysis, and vi-
sualization. It supports a variety of libraries with robust capabilities and highly
customized implementations; some packages are used for improved outcomes

4.2.1.1 Pandas

For data pre-processing and data handling, panda’s package is used. [40] For the
next steps, it is very important to create a data structure for the scrapped data
that is provided by pandas for fast and flexible structuring of data. Its multipurpose
functionality for handling data is an advantage, all the data that is scraped for the
thesis work is converted to a data frame for further analysis and prediction [40].

4.2.1.2 NumPy

A NumPy stands for “Numerical Python” is used for implementing numerical com-
putations for vectors and matrices. It provides 50 times faster computation than
list data. For data analysis and numerical calculation in the thesis, this library is
used [38].

4.2.1.3 nltk

Natural Language Toolkit (NLTK) is a standard library that eases the use and im-
plementation of natural language processing and information retrieval tasks like to-
kenization, stemming, parsing, and semantic text relationships [40].
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4.2.1.4 Sklearn

Scikit-learn provides tools and functionality for machine learning and statistical mod-
eling for classification, clustering, and other predictions. For example, split data into
train, validation, and test subsets, create features for text inputs, create tokens, and
count vectors like frequency count for tf-idf. For classification, task data is split into
train and test [41].

4.2.1.5 seaborn

Like matplotlib, the seaborn library is also used for data visualization and exploratory
data analysis, built on Matplotlib to create customized plots [40].

4.2.1.6 TensorFlow

TensorFlow is an end-to-end open-source library for creating deep learning models
to handle extensive data and implementing complex models like BERT to simplify
and speed up the process [18].

4.2.1.7 Keras

Like tensorflow, Keras is an open-source software high-level Application Program-
ming Interface (API) that provides a Python interface for artificial neural networks.,
it acts as an interface for the TensorFlow library. It is more user-friendly and a little
faster compared to Tensor flow. For the implementation of the Bidirectional En-
coder Representations from Transformers (BERT) model in the thesis, this package
is used [18]

4.2.2 Data

In order to conduct sentiment analysis, researchers may either create their own data
or make use of already databases Creating a new dataset allows for the use of data
that is relevant to the issue being analyzed, and the usage of personal data guaran-
tees that no privacy rules are broken [29].

The purpose of this thesis was to collect data and public opinion on the furniture
shop through various social media outlets. As part of the process, we have collected
data and built datasets from Twitter, Reddit, and several consumer forum websites
that include reviews of the furniture store’s items. Web scraping was utilized to
produce the dataset.
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4.2.2.1 Web Scrapping

Web scraping is the automatic collection of web data and information. It is essentially
the extraction of web data. Website Scraping is concerned with information retrieval,
newsgathering, web monitoring, and more. [15] Utilizing web scraping allows access-
ing the large quantity of information available online quick and straightforward. It
is far quicker and less complicated than manually pulling data from websites.

There are mainly two ways to extract data from a website:

• Use the API of the website (if it exists). For example, Twitter has the Twitter
API which allows retrieval of data posted on Twitter

• Access the HTML of the webpage and extract useful information/data from it.
This technique is called web scraping or web harvesting or web data extraction.

4.2.2.2 BeautifulSoup

Beautiful Soup offers straightforward techniques for exploring, finding, and editing
a parse tree in HTML and XML files. It converts a complicated HTML page to a
Python object tree. It also transforms the page to Unicode automatically, so you
don’t have to worry about encodings. This program allows you not only scrape
data but also clean it. Figure 4.1 shows an example of the implementation of this
library. [16]

Figure 4.1: Web Scraping of the Website ’www.reviews.io’ done using beautifulsoup
library

Some of the other method’s that I have used for the data collection are tools
like OctaParse, is a cloud-based online data extraction system that enables users to
collect pertinent data from a variety of websites. It allows users from many sectors to
scrape unstructured data and store it in a number of forms. I have also considered
using Tweepy,an open-source Python program that facilitates easy access to the
Twitter API using Python which is useful in extracting tweets. During web scraping,
a lot of different non-necessary attributes, like user id and time of post, are pulled
out. So, we got rid of those columns and cleaned up our table so that the main
attribute is the review of the furniture store.



22 Chapter 4. Method

Figure 4.2: This is the sample Dataset that is formed after the web scraping one of
the social media channel.

4.2.3 Dataset

The datasets were gathered from various sites and are about different things regarding
the topic so that a wide range of experiments can be done. Because of this, the
results have made it possible to compare the performance of deep learning models in
sentiment analysis in a wide range of ways. The following explains these data sets:

• Twitter Dataset, is the primary dataset. It included close to 1.2 million tweets
that discussed various opinions and thoughts about the furniture store. It had
various fields like the ’user id’, ’date’, ’tweet url’,’text’, which contained the
main review.

• Reddit Dataset, has been obtained from the social networking site Reddit,
using the search string of the furniture store. This dataset has around close to
2200 samples.

• Sitejabber Dataset, has comments from customers regarding the product.
This dataset has 9890 samples. It has the same fields as the Twitter Dataset.

• Reviewsio Dataset has a collection of reviews about the store. We have about
23100 samples.

• Consumer Affairs is the dataset that has the most extensive history of re-
views. There are around 51000 samples in all.
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A representative sample of tweets taken from one datasets is shown in Figure 4.3. It
includes data pertaining to all of the following areas:

• "review author name link" is the Handle Name of the User.

• ’review title link href’ is the Unique link to that Comment.

• ’ReviewTitle’ is the title of the review.

• ’review date’ is the date of the review.

• ’review text’ is the text of the review.

In order to carry out the experiment, we made use of the "text" field from the
Dataset’s.

Figure 4.3: Sample of Sitejabber Dataset

4.2.4 Data Preparation

The scope of our experiment requires the data to be labelled in the data set and
classify it. As discussed in the thesis above we have used the BERT transformer
to label the data into positive and negative based on the polarity generated for the
tweet.

• Download and extract the dataset, then explore the directory structure.

• Here you can choose which BERT model you will load from TensorFlow Hub
and fine-tune. There are multiple BERT models available.

• We have used the bert-base-multilingual-uncased-sentiment that has helped
us in the classification as shown in figure 4.3

Using this BERT Model we have been able to classify the reviews into 1-5 as shown
in figure 4.4. This has been translated into positive and negative.
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Figure 4.4: BERT Model

Figure 4.5: A sample of the labelled dataset generated
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4.2.5 Training, Validation, and Test sets

The datasets are randomized split into three subsets: training, validation, and test-
ing, with a percentage of 70:10:20, respectively. All of the subsets must have the
same number of positive and negative comments, so the percentage of each class is
kept by using the scikit-learn function train_test_split() with the parameter stratify
The model is given the training subset. The validation subset is used to figure out
when to stop early, and the testing sub - set is used to check how well a model works.
In Table 4.2, you can see how big each subset is.

Dependent variables: The Performance Metrics used. Independent vari-
ables: Deep Learning Algorithms and Word Embedding Techniques used.

Table 4.2: Twitter Data Set: Sizes of each subset

Subset Number of Tweets
Training
Set 861000

Validation
Set 123000

Testing Set
Set 246000

4.2.6 Data Cleaning

Text cleaning is a preprocessing step that removes words or other components that do
not contain relevant information, and thus may reduce the effectiveness of sentiment
analysis. Text or sentence data include white space, punctuation, and stop words.
Text cleaning has several steps for sentence normalization. [9] All datasets were
cleaned using the following steps:

4.2.6.1 Tokenization:

Separating the phrase into words.

4.2.6.2 Lower casing:

Lowercase conversion of a word (THESIS -> thesis).Name and name have the same
meaning, but when not changed to lower case, they are treated as separate words in
the vector space model (resulting in more dimensions).

4.2.6.3 StopWords

Stop words are widely used terms (a, an, etc.) that are eliminated from papers.
These words have no practical significance since they do not discriminate between
two papers.
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4.2.6.4 Stemming:

It is the transformation of a word into its basic form.

4.2.6.5 Lemmatization:

Lemmatization, unlike stemming, reduces words to an existing term in the language.
The construction of a stemmer is simpler than that of a lemmatizer, since the latter
needs extensive understanding of linguistics for developing dictionaries that search
up the lemma of a word.

4.2.7 Word Embedding

Most machine learning algorithms cannot interpret strings or plain text in its basic
form. In contrast, they need numerical inputs to work. By translating words into
vectors, word embeddings enable the processing of massive amounts of text data
and their adaptation to machine learning algorithms.Encoded so that 1 represents
the spot where the word exists and 0 represents all other positions. Our thesis lays
out a major focus on the usage of DNN, CNN, and RNN algorithms with word
embedding and TF-IDF -IDF. Word2vec, a popular word embedding technique,is
used here alongside TF-IDF.The whole text is examined, and the vector construction
procedure is carried out by identifying the words with which the target word appears
most frequently [3]. In this manner, the semantic proximity of the words is also
shown, unlike other techniques A procedure of unsupervised learning is carried out.
Using artificial neural networks, unlabeled data is used to train the Word2Vec model
that creates word vectors.

4.2.8 TF-IDF

TF-IDF measures the mathematical importance of document words[2]. Vectoriza-
tion resembles OHE. Instead of 1, the word’s value is TF-IDF. Multiplying TF and
IDF yields.Term frequency is the ratio of target terms to overall terms in the doc-
ument.IDF is the logarithm of the ratio of total documents to target-term docu-
ments.We utilized the vectorizer class from the scikit-learn package for TF-IDF. The
formula that is used to compute the tf-idf for a term t of a document d in a document
set is tf-idf(t, d) = tf(t, d) * idf(t), and the idf is computed as idf(t) = log [ n / df(t)
] + 1 , where n is the total number of documents in the document set and df(t) is
the document frequency of t;

4.2.9 Implementation

Depending on the dataset, a particular processing approach was then used to ease
model construction Using instance, Twitter dataset, we eliminated columns that are
not relevant for sentiment analysis: "id", "date", "query stalongsidend "username"
and transformed class label to positive and negative values.
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After cleansing the datasets, sentences were separated into individual words and
returned. to their fundamental form by lemmatization. At this step, phrases were
transformed into continuous vectors Using two approaches, word embedding and TF-
IDF, we can convert feature vectors into vectors of words. Inputs to the deep learning
algorithms assessed in this research were both types of feature vectors. These were
the Convolutional Neural Networks, Deep Neural Networks, and Recurrent Neural
Networks algorithms. Thus, construction using models were generated, one for any
kind of vector.

The majority of conventional models use well-known characteristics, like bag-of-
words, n-grams, and TF-IDF. Such characteristics disregard semantic similarity be-
tween words.Currently, several deep learning models in natural language processing
need word embedding findings as input characteristics. Since neural networks may
be used to vectors sentiment via word embedding, we utilize Word2vec for train-
ing initial vectors using the datasets given above.

Like mentioned earlier k fold cross validation with k equal to ten is used to de-
termine the efficacy of various embeddings. Initialized with random weights, the
function layer, the embedding layer that understands the embedding for all terms
in the training datasets. In this instance, the vocabulary size is 17000, the high-
est len is 40 characters. The output is a 40 by 300 matrix.

Initial 1D CNN layer contains a filter with a size of 3 kernels. For this, 64 filters
will be defined. This permits 64 distinct features to be trained on the initial layer
Consequently, the output of the first neural network layer is a 40 64 neuron matrix,
and the output of primary CNN fed into the next one. ˜
˜
Again, 32 distinct filters will be defined for training on this level. Using the same
reasoning like the primary layer, resulting matrix will have dimensions of 40 by 32.M
The max pool layer is often employed after a CNN layer to minimize the output’s
complexity and avoid data overfitting. In this instance, we select a level of three.
This indicates that the output matrix size of this layer is 13 by 32. 13 × 16 matrix
and a 13 × 8 matrix come out of the third and fourth 1D Convolutional Neural
Network layer. ˜
˜
Avg pooling layer that is used to prevent overfitting. We w,ill utilize the average
value rather than the highest number in this instance since it will provide superior
results. The size of the output matrix is 1 by 8 neurons. a fully connected layer
which has sigmoid activation is the last layer that reduces the 8-dimensional vector
to 1 for prediction ("positive," "negative").





Chapter 5
Results and Analysis

In this chapter, we show the results of the Literature Review, the Experiments, and
the analysis performed in response to the research questions.

5.1 Systematic Literature Review Results

Table 5.1: SLR Results

No Article Results
1 Twitter sentiment analysis with

a deep neural network: An en-
hanced approach using user be-
havioral information [42]

CNN was the approach that was used for the
study work that was done on Twitter sentiment
analysis. The dataset that was utilized was
from the SemEval 2016 workshop, and the goal
of the experiment was to extract features based
on information on user behavior.

2 Sentiment analysis through recur-
rent variants latterly on convolu-
tional neural network of Twitter.
[9]

Sentiment analysis using recent recurrent vari-
ations was the focus of his work. CNN and
RNN are the techniques that are being em-
ployed in an effort to create domain-specific
word embedding on Twitter.

3 Big Data: Deep Learning for fi-
nancial sentiment analysis [2]

Deep learning was the topic of this paper’s em-
phasis for the analysis of financial sentiment.
LSTM, Word2vec, and CNN were among of
the techniques that were used. These were ap-
plied to the dataset of StockTwits with the goal
of enhancing the effectiveness of the sentiment
analysis for StockTwits.

4 Sentiment Analysis of a document
using deep learning approach and
decision trees [45]

Google’s Word2Vec-aided deep learning senti-
ment analysis. Preprocessing extracts char-
acteristics initially. Word2Vec uses CBOWs
to forecast the current word and skip-grams
to anticipate the surrounding words. Data is
trained using an Elman-type RNN and clus-
tered. Deep learning outperformed CBOW, al-
though the accuracy difference was small.
Continued in next page
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Table 5.1 Continued
No Article Results
5 Deep Learning in Sentiment Anal-

ysis. In Deep Learning in Natural
Language Processing. [37]

The author has addressed the topic of attempt-
ing to improve the current state of the art in
a variety of deep learning sentiment analysis
tasks. CNN, DNN, and RNN are examples of
popular deep learning algorithms utilized to-
day. The dataset was compiled using infor-
mation acquired from a wide variety of social
networking sites. Discussions have taken place
on the classification of sentiments, the extrac-
tion of opinions, and the fine-grained analysis
of sentiments.

6 Enhancing deep learning senti-
ment analysis with ensemble tech-
niques in social applications. [38]

The goal of the research was to improve the
effectiveness of deep learning sentiment anal-
ysis in social applications. In this study, a
deep-learning-based sentiment classifier using
a word embedding model and a linear ma-
chine learning method was applied. This re-
search used the datasets Google Reviews ,
Vader, IMDB, Stanford Movie Reviews, and
Sentiment140. This study aimed to enhance
the performance of deep learning methods and
merge them with conformal approaches based
on manually derived features.

7 Social media mining for product
planning: A product opportunity
mining approach based on topic
modeling and sentiment analysis.
[43]

A method for mining product opportunities
based on topic modeling and text analytics is
the objective of this study. Utilized techniques
include topic modeling based on LDA, senti-
ment analysis, and the opportunity algorithm.
The information source is social networking
sites Twitter, Facebook, Instagram, and Red-
dit. Aiming to identify product development
possibilities from social media data supplied
by customers

8 Application of deep learning to
sentiment analysis for recom-
mender system on cloud [12]

Analysis of user sentiment performed by a rec-
ommender system hosted in the cloud RNN
and naive Bayes classifier are the two algo-
rithms that are used. Amazon dataset has
been utilized. The purpose of this paper is to
recommend locations that are close to where
the user is currently located by doing an anal-
ysis of the various reviews and then generating
a score based on the information gleaned from
those reviews.
Continued in next page
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Table 5.1 Continued
No Article Results
9 A recursive deep learning model

for opinion mining in Arabic as a
low resource language [46]

The author’s motivation for writing this ar-
ticle is to do opinion mining , which is a
low-resource language. The strategy that will
be used is known as recursive deep learning.
The dataset was comprised of online commen-
tary taken from QALB, Twitter, and MSA-
formatted articles published by Newswire. He
intended to do the following: Supplying the au-
toencoder with input characteristics that were
more extensive and exhaustive, and carrying
out semantic composition.

10 Sentiment analysis in for improve-
ment of products and services: A
deep learning approach. [36]

Analysis of customer sentiment for the sake of
product and service improvement is the au-
thor’s motivation.The approach that will be
used is CNN combined with Word2vec. The
dataset consists all of tweets sent in Spanish
on Twitter. His objective was to determine
the level of pleasure felt by customers and to
identify areas in which goods and services may
be enhanced.

11 Neural Networks and Deep Learn-
ing [19]

This article presents the results of a survey
about deep learning for On social networking
sites, we do CNN, DNN, RNN, and LSTM
analysis of sentiment in addition to other sim-
ilar approaches. The sentiment analysis using
words will be the focus of the study. analy-
sis of sarcasm, embedding, etc. a multimodal
approach to the study of feelings information
necessary for analyzing attitudes and feelings

12 Review Sentiment Analysis Based
on Deep Learning [47]

In this, an unsupervised Hierarchical Deep
neural network is developed for document-level
sentiment analysis. The findings are compared
with those of a support vector machine (SVM),
and it is determined that the neural network
delivers better accurate results as the size of
the dataset expands.

13 Deep Learning for sentiment
Analysis On Google Play Con-
sumer Review [48]

Chinese Google Play reviews are analyzed for
sentiment. The experiment included 196,651
web crawler reviews. Pre-processing and
dictionary integration followed. Comparing
LSTM, Naive Bayes, and SVM classifiers.
LSTM’s 94% accuracy outperformed SVM’s
76.46% and Naive Bayes’ 74.12%.
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5.1.1 SLR Analysis

The list of articles collected from the SLR can be found in the table that can be seen
above. This SLR was helpful in determining the most suitable method for this study
and in providing a solution to RQ1. The authors of these studies made extensive
use of deep learning methods while doing sentiment analysis. After reviewing the
relevant literature, we determined that DNN, CNN, and RNN are the models that
see the greatest application in the field of sentiment polarity analysis. On the other
hand, there is not enough research done to provide a comprehensive comparison of
these common approaches.

5.2 Experiment 1 - Results
Experiments with the various datasets outlined above were carried out using DNN,
CNN, and RNN models in order to evaluate the effectiveness of those methods while
using TF-IDF feature extraction as well as word embedding. The results of these
experiments are shown in the next section. In each experiment, the code’s parameters
are set. Area under Curve, F-score ,Accuracy were utilized across all experiments
to assess the performance of the models.Twitter dataset is the first dataset that was
analyzed. Its content was designated as either positive or negative. Since this dataset
comprises a much higher number of tweets than the previous datasets, we investigated
the performance of models produced from subsets containing varying proportions of
the starting data. The images below are a set of performance metrics for the amount
of tweets(Percentage). The x-axis represents the percent of the dataset that has been
processed(From 0 to 100%) and the y-axis is the metric values from 0 to 1.

Figure 5.1: Accuracy values of the models with TF-IDF and WordEmbedding
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The first performance metric, Accuracy, has been made, and Figure 5.1 shows
how the varying parts of the data all follow the same pattern for both TF-IDF
Word Embedding, with the exception of CNN for TF-IDF, which goes up exponen-
tially as it gets closer to the last 10%. CNN’s accuracy with TF-IDF was 0.7 most
of the time and 0.8 at the end. With Word Embedding, CNN has always been right
around 0.8 of the time. Both TF-IDF and Word Embedding gave DNN a score of
between 0.75 and 0.8. With an average accuracy of around 0.55, RNN with TF-IDF
did the worst. With an accuracy of over 0.8, Word Embedding with RNN has done
better than everyone else.

Figure 5.2: Recall values of the models with TF-IDF and WordEmbedding

Both TF-IDF and Word Embedding gave DNN a Recall Value between 0.75 and
0.8. CNN performed slightly better with Word Embedding with Recall Value closer
to 0.8 in comparison to TF-IDF which was close to 0.7.RNN with Word Embedding
was again the best performer with a value above 0.8 however it had a really nonlinear
trend with TF-IDF as seen in Figure 5.2

Figure 5.3: Precision values of the models with TF-IDF and WordEmbedding
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Figure 5.3 shows that Word Embedding has consistently performed with CNN,
RNN, and DNN with an approximate precision of 0.8. TF-IDF was able to equal this
value with DNN, but it failed badly with RNN, scoring a dismal 0.5. CNN performed
decently, with precision ranging from 0.7 to 0.8.

Figure 5.4: F-Score values of the models with TF-IDF and WordEmbedding

Figure 5.5: AUC values of the models with TF-IDF and WordEmbedding

Figures 5.4 and 5.5 illustrate a similar pattern for F-Score and AUC. The average
value for Word Embedding is around 0.8, with RNN doing the best, followed by CNN
and DNN. DNN has the highest TF-IDF score of 0.75, followed closely by CNN with
0.7. RNN has performed badly once again, with an AUC value of 0.55 and an F-Score
of 0.6.
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Figure 5.6: Performance measures of the Recurrent Neural Network with each of the
Word Embedding Technique

Figures 5.1–5.6 clearly demonstrate the superior efficiency of the models while
utilizing word embedding versus TF-IDF for all studied criteria. This increase is
particularly noteworthy for Recurrent Neural Network, which is the algorithm that
produces the greatest results when combined with word embedding. In contrast,
RNN is the least effective of the three algorithms examined when combined with
TF-IDF. Figure 5.6 illustrates the metric values produced by RNN models.

In the graphs above, we can also see that when it comes to word embedding, there
aren’t any big differences between the values of the evaluation measures for the three
deep learning methods. However, when it comes to TF-IDF, the differences between
the three methods are noticebale.Regarding the size of the dataset, its effect on the
outcomes is negligible for word embedding but somewhat stronger and inconsistent
for the TF-IDF approach.

Based on the study of the Twitter dataset’s findings, we can conclude the follow-
ing, word embedding is a better approach than TF-IDF. Furthermore, its use would
provide us to deal with a small set of data representing fifty percent of the overall
sample at a reduced computing cost and with negligible differences in the outcomes.

The tables below show the result’s of the dataset’s used.

Table 5.2: Twitter Dataset

Metrics TF-IDF word2vec
CNN DNN RNN CNN DNN RNN

Accuracy 0.7563 0.7548 0.5432 0.8001 0.7702 0.815
Recall 0.7321 0.7423 0.7623 0.8012 0.7865 0.8241
Precision 0.7366 0.748 0.7635 0.8023 0.7845 0.8269
F Score 0.7542 0.764 0.6412 0.8074 0.7888 0.818
AUC 0.754 0.746 0.7557 0.8006 0.7875 0.8214
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Table 5.3: SiteJabber Dataset

Metrics TF-IDF word2vec
CNN DNN RNN CNN DNN RNN

Accuracy 0.6651 0.6924 0.5421 0.7142 ‘0.7012 0.7567
Recall 0.6678 0.6932 0.8421 0.7241 0.7004 0.8014
Precision 0.6623 0.7012 0.4327 0.7123 0.7023 0.7423
F Score 0.678 0.6978 0.5874 0.7145 0.7088 0.7784
AUC 0.6642 0.6933 0.5023 0.7414 0.7023 0.762

Table 5.4: Reddit Dataset

Metrics TF-IDF word2vec
CNN DNN RNN CNN DNN RNN

Accuracy 0.7124 0.7542 0.5062 0.7541 0.7325 0.7247
Recall 0.7244 0.7321 0.6231 0.8102 0.7294 0.7384
Precision 0.7144 0.7655 0.5541 0.7321 0.7325 0.7221
F Score 0.7144 0.7452 0.5210 0.7622 0.7322 0.7215
AUC 0.7211 0.7451 0.501 0.7514 0.7358 0.7214

Table 5.5: Review IO Dataset

Metrics TF-IDF word2vec
CNN DNN RNN CNN DNN RNN

Accuracy 0.8122 0.8412 0.5594 0.8547 0.835 0.864
Recall 0.7954 0.8321 0.4512 0.8324 0.8365 0.8547
Precision 0.8255 0.8411 0.6021 0.8542 0.8369 0.8632
F Score 0.8011 0.8423 0.4523 0.8471 0.8214 0.874
AUC 08114 0.8544 0.5513 0.8541 0.8331 0.8641

Table 5.6: Consumer Affairs Dataset

Metrics TF-IDF word2vec
CNN DNN RNN CNN DNN RNN

Accuracy 0.7921 0.8423 0.5741 0.8142 0.8014 0.8563
Recall 0.7412 0.8654 0.5541 0.8214 0.7714 0.8741
Precision 0.8241 0.8365 0.5847 0.8102 0.8001 0.8475
F Score 0.7845 0.8425 0.5632 0.8102 0.7821 0.8541
AUC 0.795 0.8475 0.5741 0.8147 0.7956 0.8547
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The findings drawn from the study of Twitter dataset are simply validated by the
results of the additional datasets. In general, the pairing of RNN with word embed-
ding exhibits the best performance, however there are outliers. These are generated
in "Reddit", in which the values of all metrics, barring recall, are slightly greater for
DNN with TF-IDF than it is for RNN with word2vec. CNN and Word2vec provided
the top results for Recall, Precision, and AUC for Reddit. These are the minuscule
distinctions between the biggest and smallest datasets. Similarly, as stated before,
we can confirm that word embedding is a more suitable approach than TF-IDF for
doing sentiment analysis, inspite of the tiny gains observed with TF-IDF for partic-
ular data sets.
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5.3 Experiment 2 - Results

After examining the findings regarding the accuracy of the forecasts, it is required
to collect information on the computing cost connected with the creation of models,
since the discrepancies between the results, or between some of the results, aren’t
particularly noteworthy. The objective is to determine if the best reliable values
are attained at a more or less computational cost. Table below illustrate the CPU
timings. The processing time needed to generate models from the datasets.

The tables demonstrate that TF-IDF, which generates less accurate models, con-
sumes more computing time than word embedding. This is another reason why this
last strategy is the most recommended. With both TF-IDF and word embeddings,
RNN is more time-taking approach. Given that the advances of RNN relative with
CNN, DNN are not particularly substantial in the latter situation, the usage of DNN
and CNN might be seen more acceptable when reducing computational cost is a
priority.

Figure 5.7: CPU Processing time for the various datasets

When comparing Deep Neural Networks and Convolutional Neural Network mod-
els, it is clear that CNN requires more time to process data but yields superior as-
sessment metrics.
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5.4 Observations
Based on the Performance Metrics, we highlight some of the observations of the
sentiment analysis techniques.

• When word embedding is used, the Recurrent Neural Network model provides
the best level of dependability; however, its computing time is also the largest.
When doing a study of the sentiment of tweets and review datasets, using
a Recurrent Neural Network with TF-IDF takes much more time than using
other models, and the accuracy of the findings is around only half as good,
around 50 percent.

• The DNN model is easy to construct and generates results in a short amount of
time — around one minute for the majority of datasets, with the exception of
the dataset Twitter, for which the model required twelve minutes to generate
the results. Even while the model can be trained in a short amount of time, its
accuracy is only satisfactory (between 75% and 80%) across the board in all of
the validated datasets, which include tweets and reviews.

• The CNN model may also be trained and evaluated quickly, although it may be
a little less fast than DNN in this regard. The model achieves a greater level of
accuracy (above 80%) when applied to the tweet data observationss the review
dataset.





Chapter 6

Discussion

In this part, we Summarize the acquired findings and how they contribute to answer-
ing the Research questions. We also explore aspects that contradict the findings.

The RQ1 is resolved via a systematic literature review as discussed in 5.1. The
SLR assisted us in identifying suitable algorithms for our research question. Popular
strategies derived from the SLR have aided in identifying the optimal algorithm for
addressing the remaining research questions.

The Experiment and the results presented in 5.2 answers the ’RQ2:Which combi-
nation of word embedding performs the best with the deep learning model?’ The
experiment has shown that Before feeding text data (tweets, reviews) into a deep
learning model, text data (TF-IDF and word embedding) are converted into a nu-
meric vector. The results produced by TF-IDF are inferior than those produced by
word embedding. Moreover, the TF-IDF approach used with the RNN model pro-
vides less accurate findings. However, when RNN is combined with word embedding,
the outcomes are much improved. Future research may investigate how these and
other strategies might be improved to provide even better outcomes.

The Experiment and the results presented in 5.3 answers the ’RQ3:Which Deep
Learning model has the best processing time?’ Experiments on sentiment analysis
included 3 deep learning models (RNN,DNN and CNN). It was discovered that the
CNN model provides the optimal balance between processing speed and accuracy of
output. Although the RNN model was the most accurate when employed alongside
word embedding, the processing time was ten times greater compared to the CNN
model. The RNN model is ineffective when combined with the TF-IDF approach,
and its much longer processing time does not provide significantly superior results.
DNN is a straightforward deep learning model with average processing times and
outcomes. Continued studies on deep learning models may concentrate on improving
the trade-off between the accuracy of the findings and the processing time.
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6.1 Threats to Validity

6.1.1 Internal Validity

Internal validity tells about the correctness of the research.The quality of the data
may be the most significant potential internal obstacle for the present investigation.
The potential dangers to this thesis’s internal validity that may emerge throughout
the web scraping phase of the research. While extracting the tweets, sufficient pre-
cautions must be taken to ensure that the whole text has been transmitted. If this
is not done, the improper sentiment polarity will be formed, which will result in a
distorted understanding of the situation.Another risk is that the Algorithms that are
used are not the right ones. To deal with this threat, the available data has been
looked at, a literature review has been done, and experts has been taken into account
to choose algorithms that work well with the data that is currently available. The
experiment showed that the algorithms worked the way they were supposed to.

6.1.2 External Validity

The term "external validity" refers to how well the thesis’s findings can be used in
the real world.In this study, the dataset is taken out from comments on social media.
Another risk is that the model is out of date and doesn’t fit the current situation.
properly. The methods that have been suggested have worked well, so this thesis can
be used in other real-world situations.

6.1.3 Conclusion Validity

In order for a conclusion to be valid, the comparisons made in the study must use
the right metrics. Metrics were taken into account because they were important to
this research and helped get to the conclusion.



Chapter 7

Conclusions and Future Work

7.1 Conclusion

In this study, we present the fundamentals of deep learning models and associated
approaches that have been applied to social network data sentiment analysis. We
transformed input data using TF-IDF , word embedding before feeding it to deep
learning models. DNN, CNN, and RNN architectures were investigated and inte-
grated with TF-IDF, word embedding for sentiment analysis. We ran a series of
experiments to test DNN, CNN, and RNN models on various datasets, including
tweets and reviews, based on diverse subject matter. Additionally, we addressed
relevant studies in the topic. This information, together with the outcomes of our
experiments, provides us with a comprehensive understanding of applying deep learn-
ing models to sentiment analysis and integrating these models with text preparation
approaches.

CNN, DNN, and hybrid techniques were found as the most popular models for sen-
timent analysis after a study of the relevant literature. Another finding derived from
the study was that popular approaches, such as RNN and CNN, are individually
evaluated on various datasets in these papers, but there is no comparison analysis of
these techniques. In addition, the majority of articles provide outcomes in terms of
accuracy without regard for processing time.

The experiments that were carried out as part of this study were planned with the
intention of contributing to the filling in of the gaps stated before. We investigated
the effects of a variety of datasets, feature extraction methods, and deep learning
models, with a particular emphasis on the issue of sentiment analysis. When it
comes to doing a sentiment analysis, the findings indicate that it is preferable to
use a combination of deep learning algorithms and word embedding rather than TF-
IDF. The trials also showed that CNN works better than other models and strikes
a decent balance between accuracy and the amount of time it takes for the CPU to
execute. In most datasets, the RNN has a reliability that is somewhat better than
that of the CNN; nevertheless, its computing time is much greater. The efficiency of
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the algorithms is found to be highly dependent on the datasets, which is why it is
beneficial to test deep learning techniques with a higher number of datasets in order
to cover a wider range of features. This is the final conclusion that can be drawn
from the research. All study objectives and aims have been attained, and all research
questions have been appropriately addressed and justified.

7.2 Future Work

The primary focus can be on investigating hybrid approaches, which involve the
combination of multiple models and techniques in order to improve the accuracy of
sentiment classification attained by the single models while concurrently decreasing
the amount of computational effort required. The purpose of this is to broaden the
scope of the comparative research such that it incorporates not only new methodolo-
gies but also new kinds of data. [30,31] As a result, the dependability and processing
speed of hybrid models would be assessed using a variety of data, including the sta-
tus updates, comments, and news found on social media platforms. We will also
have the intention of tackling the issue of aspect sentiment analysis to get a more
in-depth understanding of user feelings by linking them with certain characteristics
or subjects. This is of tremendous importance to a vast number of businesses since it
enables them to collect in-depth feedback from customers and, as a result, determine
which areas of their goods or services need to be enhanced. [32]
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