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 Abstract 
 Data  mining  has  become  an  essential  tool  in  various  domains,  including  healthcare,  for 
 finding  patterns  and  relationships  in  large  datasets  to  solve  business  issues.  However, 
 given  the  sensitivity  of  healthcare  data,  safeguarding  confidentiality  and  privacy  to 
 protect  patient  information  is  highly  prioritized.  This  literature  review  focuses  on 
 security  and  privacy  methods  used  in  data  mining  within  the  healthcare  field.  The  study 
 examines  various  techniques  employed  to  secure  and  preserve  the  privacy  of  healthcare 
 data  and  explores  their  applications.  The  review  addresses  research  questions  about 
 security  and  privacy  techniques  in  healthcare  data  mining  and  their  specific  use  cases. 
 By  summarizing  the  current  state  of  security  and  privacy  methods,  this  review  aims  to 
 contribute  to  the  knowledge  base  of  data  mining  in  healthcare  and  provide  insights  for 
 future  research.  The  results  show  that  anonymization,  cryptography,  blockchain, 
 differential  privacy,  and  randomization  techniques  are  the  most  prevalent  methods. 
 However,  more  research  is  needed  to  provide  sufficiently  secure  methods  that  still 
 preserve the data's utility. 
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 1  Introduction 
 Data  mining  is  the  process  of  finding  patterns,  relationships,  and  predictions  of  future 
 trends  in  large  datasets  (or  “big  data”)  that  can  help  solve  business  issues  through  data 
 analysis  [1].  Due  to  its  ability  to  find  patterns  in  large  amounts  of  data  that  can  be  used 
 in  decision-making,  data  mining  has  become  a  critical  tool  in  various  domains.  One  of 
 the  domains  where  data  mining  has  been  growing  in  use  for  several  years  is  healthcare 
 [1].  With  the  rise  of  digitalization  and  innovative  techniques,  vast  amounts  of  patient 
 data  can  now  accurately  be  stored  in  computers.  Information  mining,  given  the 
 exponential  growth  of  electronic  health  records,  presents  enormous  potential  for 
 advancements  in  healthcare.  Efficiently  filtering  through  the  abundance  of  data  to  find 
 useful  patterns  and  information  is  challenging  for  healthcare  service  providers,  and  this 
 is  where  data  mining  can  be  of  tremendous  value  [48].  However,  when  performing  data 
 mining,  the  confidentiality  of  the  data  can  easily  be  threatened  if  it  is  not  correctly 
 handled,  secured,  and  stored.  In  healthcare,  the  data  handled  is  often  sensitive,  and  the 
 need  to  protect  the  data  to  ensure  patient  information  privacy  is  crucial.  Healthcare  data 
 is  known  to  be  an  attractive  target  for  cyberattacks.  Therefore,  preserving  the  privacy  of 
 that data as well as securing it against attacks, is of high priority [1]. 

 In  this  thesis,  a  literature  review  on  security  and  privacy  when  performing  data 
 mining  in  the  healthcare  field  is  performed.  The  focus  will  be  on  the  methods  used  to 
 secure  and  protect  the  privacy  of  the  data  involved  in  data  mining  and  for  what  purposes 
 the methods are being used. 

 1.1      Background 
 Many  organizations  have  switched  from  paper-based  to  electronic  systems  over  the  last 
 few  decades  to  improve  job  productivity  and  results.  Electronic  solutions  offer 
 considerable  advantages  to  employers  and  employees,  and  due  to  this  shift,  massive 
 amounts  of  data  are  being  gathered  daily  via  these  computerized  devices.  Data  owners 
 are  discovering  the  valuable  information  concealed  in  their  datasets,  and  the  data 
 collected  in  any  business  is  now  viewed  as  a  new  source  of  crucial  information  that  can 
 immediately  impact  that  organization's  operational  efficiency,  deliver  higher-quality 
 results,  and  even  eliminate  wasteful  expenditures  that  squander  the  organization's 
 resources [2]. 

 Healthcare  institutions  and  organizations  actively  collect  electronic  health  data 
 using  various  methods,  such  as  computer-based  surveys,  online  insurance  claims,  and 
 Electronic  Health  Records  (EHR)  or  Electronic  Medical  Records  (EMR)  systems. 
 Hospitals,  clinics,  and  other  healthcare  providers  are  gathering  substantial  amounts  of 
 data  due  to  deploying  EHR  systems  [2].  EHR  are  digitally  saved  health  records  that 
 provide  information  about  a  person’s  health,  and  this  information  consists  of  various 
 components,  such  as  demographic  information,  prescriptions,  diagnoses,  vital  signs, 
 vaccines,  results  of  laboratory  and  radiology  tests,  concepts,  and  comments  related  to 
 medicine,  procedures,  and  treatment  plans.  Each  time  a  customer  or  patient  enters  a 
 hospital  or  healthcare  facility,  this  information  is  logged.  Overall,  EHR  systems  raise 
 the  standard  of  medical  care  by  providing  a  large  amount  of  data  that  can  be  mined  and 

 1 



 used  for  improving  healthcare  services,  such  as  better  diagnosing  of  patients,  better 
 treatments, tailored customer service, and  predictive  analysis  [51]. 

 When  utilizing  data  mining  on  health  data,  it  is  vital  to  consider  the  security  and 
 privacy  aspects  of  this  sensitive  data.  Damage  can  easily  be  caused  by,  for  example, 
 improper  disclosure  or  loss  of  data  integrity.  Recent  laws  and  regulations,  including  the 
 Health  Insurance  Portability  and  Accountability  Act  (HIPAA)  and  the  Data  Protection 
 Regulation  of  Europe  (EU  GDPR),  give  consumers  legal  rights  over  their  personally 
 identifiable  health  information  and  impose  protection  and  restriction  requirements  on 
 healthcare  organizations.  To  lessen  the  potential  harm  to  patients,  their  organizations,  or 
 themselves,  data  miners  should  have  a  fundamental  awareness  of  healthcare  information 
 privacy  and  security.  Furthermore,  keeping  the  data  properly  secured  and  preserving  the 
 privacy  of  the  patient's  data  while  still  keeping  the  quality  of  the  data  is  considered  a  big 
 challenge  in  healthcare  data  mining.  The  methods  that  are  used  for  privacy  and  security 
 purposes in the field need to be tweaked with this challenge in mind [51]. 

 1.2      Related work 
 Several  studies  have  been  conducted  on  security  and  privacy  in  data  mining,  including 
 data  mining  in  the  healthcare  sector.  Following  are  some  of  the  most  relevant  papers 
 found when researching the topic. 

 An  overview  of  privacy-preserving  data  mining  techniques  is  given  in  [49],  and 
 it  discusses  the  underlying  principles,  benefits,  and  shortcomings  of  these  techniques. 
 Additionally,  the  paper  categorizes  the  available  privacy-preserving  data  mining 
 techniques  and  discusses  their  notable  benefits  and  drawbacks.  The  authors  have 
 comprehensively  reviewed  privacy-preserving  data  mining  in  healthcare.  However,  the 
 paper  was  published  in  2015  and  needs  to  be  updated,  given  the  rapid  advances  in  data 
 mining.  They  also  conclude  that  ‘  significant  enhancements  for  more  robust  privacy 
 protection and preservation are affirmed to be mandatory’ [49, p. 1]  . 

 S.J.  Gabriel  et  al.  [48]  wrote  a  survey  on  privacy-preserving  data  mining  in 
 healthcare,  listing  some  techniques  for  preserving  privacy  when  using  data  mining  in 
 healthcare.  The  authors  discuss  data  mining  and  utility  mining  and  how  they  are  used  to 
 identify  useful  patterns.  It  describes  how  data  mining  impacts  healthcare  and  how 
 privacy can be preserved using different techniques. 

 Another  survey  was  published  in  2018  by  K.  Abouelmehdi  et  al.  [47]  on 
 preserving  security  and  privacy  in  big  healthcare  data.  They  present  some  of  the  security 
 and  privacy-preserving  methods  that  can  be  used  to  protect  data  in  the  healthcare 
 domain  when  dealing  with  big  data.  The  authors  evaluate  how  security  and  privacy 
 issues  arise  when  dealing  with  large  amounts  of  healthcare  data  and  explore  possible 
 solutions.  It  primarily  focuses  on  the  most  current  anonymization  and  encryption-based 
 approaches  that  have  been  suggested  and  contrast  their  advantages  and  disadvantages. 
 They conclude that privacy and security issues greatly hinder researchers in this field. 

 In  [50],  the  authors  review  the  most  relevant  privacy-preserving  data  mining 
 methods  from  the  literature  and  the  criteria  by  which  they  are  measured.  It  is  mostly 
 focused  on  application  areas  of  privacy-preserving  data  mining  and  current  difficulties 
 and unresolved problems, some of which are related to healthcare data mining. 

 2 



 The  author  of  [51]  discusses  the  privacy  and  security  of  healthcare  data  when  it 
 is  used  for  data  mining.  They  make  recommendations  for  best  practises  when  dealing 
 with  privacy  and  security  in  healthcare  data  mining.  A  literature  analysis  on  technical 
 difficulties  when  dealing  with  privacy  guarantees,  as  well  as  a  case  study  highlighting 
 possible  risks  when  data  mining  personally  identifiable  information  is  also  presented  in 
 the paper. 

 A  thorough  literature  review  of  state-of-the-art  proposals  to  maintain  security 
 and  privacy  in  Healthcare  4.0  was  published  in  2020.  It  explores  a  blockchain-based 
 solution  to  give  researchers  and  practitioners  insights  into  the  area,  and  existing 
 challenges  of  security  and  privacy  in  Healthcare  4.0  are  discussed.  The  authors  focus  is 
 not  on  data  mining,  but  they  address  several  security  and  privacy-preserving  methods 
 that  can  also  be  applied  to  data  mining  in  healthcare  and  their  advantages  and 
 limitations [52]. 

 The  authors  of  [53]  focus  on  privacy  and  security  concerns  in  big  data.  This 
 paper  aims  to  provide  a  major  review  of  the  privacy  preservation  mechanisms  in  big 
 data  and  present  the  challenges  for  existing  mechanisms.  They  discuss  that  big  data 
 privacy  is  a  major  concern  due  to  the  data  sets'  complexity  and  size  and  discuss  some 
 recent  privacy-preserving  techniques  in  big  data.  These  techniques  are  also  relevant  to 
 healthcare data. 

 1.3      Problem formulation 
 Previous  research  brings  up  various  methods  to  protect  and  preserve  the  privacy  of  the 
 data  extracted  with  data  mining  in  healthcare.  However,  no  previous  recent  study  was 
 found  that  summarizes  the  different  techniques  that  can  be  used  to  protect  and  preserve 
 healthcare  data  privacy  when  using  data  mining  in  this  field  and  also  looks  into  how 
 they are utilized. 
 The research questions this thesis will try to answer are the following. 

 RQ1  .  What  security  techniques  can  be  used  to  protect  data  when  using  data  mining  in 
 the healthcare domain? 

 RQ2  .  What  privacy-preserving  techniques  can  be  used  when  using  data  mining  in  the 
 healthcare domain? 

 RQ3  . In what scenarios related to data mining in healthcare  are these techniques used? 

 1.4      Motivation, 
 The  security  and  privacy  aspects  of  data  mining  in  healthcare  are  highly  prioritized, 
 given  the  sensitivity  of  the  data  handled  in  this  field.  A  leakage  of  healthcare  data  could 
 be  catastrophic  for  the  individual  with  their  medical  data  in  the  wrong  hands  and  used  in 
 ways  they  did  not  agree  to  [1].  The  proposed  literature  review  will  contribute  to  the 
 knowledge  of  data  mining  in  the  healthcare  domain  by  presenting  a  summary  of  the 
 current  state  of  security  and  privacy  methods  when  dealing  with  data  mining  in  this 
 field.  This  thesis  aims  to  act  as  an  information  basis  for  future  research  in  the  field  by 
 providing an overview of the methods and their use cases. 
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 1.5      Scope/Limitation 
 The  subject  of  data  mining  has  a  broad  application  domain,  and  one  of  those  domains  is 
 healthcare.  Data  mining  in  this  domain  is  a  relevant  and  growing  topic  for  research,  and 
 there  is  a  lot  of  previous  research  in  this  field.  Due  to  constraints  on  time  and  resources, 
 this  literature  review  will  focus  only  on  the  various  methods  used  to  secure  data  and  the 
 privacy  of  data  when  performing  data  mining  in  the  healthcare  field  and  the  ways  those 
 methods  are  being  used.  Search  words,  a  date  range,  and  language  restrictions  are  set  to 
 find  the  most  relevant  publications  in  the  field  of  study.  Moreover,  the  selection  of 
 papers  to  include  is  performed  by  only  one  researcher,  which  increases  the  chance  of 
 bias  in  the  paper  selection  process  and,  in  turn,  the  chance  that  relevant  publications  are 
 missed. 

 1.6      Target group 
 The  results  of  this  literature  review  are  interesting  to  researchers,  practitioners,  and 
 policymakers  in  the  field  of  data  mining  in  the  healthcare  domain,  including 
 practitioners  working  with  the  security  of  the  involved  data.  The  findings  of  this  study 
 can  work  as  a  baseline  for  further  research  into  healthcare  data  mining  and  the  security 
 and privacy methods currently in use in the field. 

 1.7      Outline 
 The  remainder  of  this  thesis  has  the  following  structure.  In  Chapter  2,  the  chosen 
 research  methodology  is  described  and  discussed,  as  well  as  ethical  considerations  and 
 concerns  regarding  validity  and  reliability.  Chapter  3  introduces  the  theoretical 
 background  of  general  and  healthcare  data  mining  to  lay  a  foundation  for  the  following 
 chapters.  Chapter  4  presents  the  literature  review  results  performed  as  a  part  of  this 
 research.  In  Chapter  5,  an  analysis  of  the  results  from  Chapter  4  is  performed  and 
 presented  as  answers  to  the  research  questions.  Chapter  6  discusses  areas  of  interest  and 
 observations  made  while  performing  the  research.  Chapter  7  consists  of  a  concluding 
 summary of the conducted research and recommendations for future research. 
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 2  Method 
 To  find  an  answer  to  what  methods  are  being  used  to  protect  and  preserve  privacy  when 
 it  comes  to  data  mining  in  the  healthcare  field,  a  systematic  literature  review  (SLR)  was 
 used  as  a  method.  SLR  as  a  method  was  chosen  since  it  allows  for  using  previous 
 research  to  find  the  answers  to  the  research  questions.  The  guidelines  defined  by  [6] 
 were  followed  and  done  in  a  Planning,  Conducting,  and  Reporting  phase  to  perform  the 
 SLR.  Each  phase  has  stages  that  are  defined  in  Figure  2.1.  The  Introduction  chapter 
 describes  the  Planning  phase,  while  the  following  sections  in  this  chapter  describe  the 
 Conducting phase. The final reporting phase will be addressed in Chapter 4. 

 Figure 2.1: Systematic literature review  phases, based on the phases in  [55, Fig. 2] 

 2.1      Search strategy: 
 A  search  strategy  was  defined  to  find  as  many  relevant  studies  on  data  mining  security 
 and  privacy  in  healthcare  as  possible.  The  time  and  resource  constraints  limited  the 
 research  to  include  sources  that  could  be  accessed  free  of  charge  or  through  a  Linnaeus 
 University  login.  Additionally,  a  date  limit  was  set  to  exclude  publications  before  2013 
 to avoid getting results with outdated methods. 

 ACM  Digital  Library  [7],  IEEE  Xplore  [8],  and  Web  of  Science  [9]  were  used  as 
 the  databases  to  search  in.  Preliminary  searches  were  done  to  extract  the  most  suitable 
 search  words  to  find  the  relevant  sources.  Search  words  were  initially  used  with 
 abstracts  and  titles  as  filters,  but  the  results  were  too  broad,  so  the  search  strategy  was 
 narrowed,  and  a  search  string  was  used  to  search  by  pasting  it  into  the  basic  search  field 
 in all the databases. 

 Regarding  the  search  phrases,  synonyms  or  alternative  formulations  were 
 connected  using  the  Boolean  operator  "OR,"  while  other  search  terms  were  merged 
 using the Boolean operator "AND." 
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 The  terms  “data  mining”  OR  “big  data”  OR  KDD  OR  “knowledge  discovery” 
 was  used  to  provide  different  synonyms  for  data  mining,  and  the  terms  “health  care”  OR 
 healthcare  OR  “health  data”  and  health*  were  added  and  used  in  different  combinations 
 to  find  papers  relevant  to  data  mining  in  healthcare.  Finally,  security  OR  privacy*  OR 
 confidentiality OR protect* was added to find the papers related to the research topic. 

 The  final  search  string  that  was  used  was  as  follows:  ("data  mining"  OR  "KDD") 
 AND  (healthcare  or  "health  care"  OR  "health  data")  AND  (security*  OR  privacy*  OR 
 protect* OR confidentiality). 

 The  searches  in  the  previously  mentioned  databases  were  performed  on  the  2nd 
 of  April  2023  and  resulted  in  1598  results  on  ACM  Digital  Library,  186  results  on  IEEE 
 Xplore,  and  133  results  on  Web  of  Science.  All  databases  were  filtered  only  to  display 
 publications  between  2013  and  2023.  The  publications  found  during  the  research  of 
 related work in Chapter 1.2 were also included. 

 2.2      Study selection 
 The  selection  of  studies  to  use  was  performed  in  several  steps,  and  studies  were 
 excluded  in  each  step  if  they  had  no  relevance  in  answering  the  research  question.  The 
 stages that were performed were the following: 

 1.  In  the  three  databases  used,  the  results  of  a  search  were  set  by  default  to  be 
 sorted  by  relevance,  and  in  the  case  of  ACM  Digital  Library,  where  the  results 
 were  the  highest,  a  limit  was  set  at  200  results.  After  looking  at  the  keywords 
 and  titles  of  papers  after  the  limit  of  200  results,  it  was  found  that  the  number  of 
 publications  relevant  to  the  research  questions  was  greatly  diminished,  and  all 
 publications  after  the  limit  of  200  were  therefore  excluded  due  to  time  and 
 resource limitations. 
 All search results were selected for the next step in the other two databases. 

 2.  All  papers  were  examined  by  looking  at  the  title  and  keywords  and  excluded  if 
 they did not relate to the research topic. 

 3.  If  the  publication  was  still  deemed  relevant,  the  introduction,  abstract,  and 
 conclusion  were  read  to  see  how  they  brought  up  security  and  privacy  methods 
 to evaluate their relevance to the research topic. 

 4.  The  remaining  publications  were  fully  examined  and  evaluated  against  the 
 inclusion criteria. 

 Inclusion criteria: 
 -  Addresses  and  explains  at  least  one  technique  of  protecting  data  that  can  be  used 

 in healthcare data mining. 
 -  Addresses  and  explains  at  least  one  privacy-preserving  technique  that  can  be 

 used when using data mining in healthcare. 
 -  Was published between 2013 and 2023. 

 Exclusion criteria: 
 -  Written in another language than English. 
 -  Payment or additional login to access is needed. 
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 2.3      Data extraction and synthesis 
 All  the  papers  evaluated  as  relevant  to  the  study  were  structured  in  a  data  extraction 
 form  suggested  in  [6].  The  relevant  information  needed  to  answer  the  research  questions 
 was gathered in this form and was structured in the following way: 

 -  Title of publication 
 -  Publication year 
 -  Author(s) 
 -  Type of publication 
 -  Research type performed 
 -  Methods that are brought up 
 -  In what way are they used 

 2.4      Reliability and Validity 
 With  the  previously  described  search  strategy  and  selection  method,  it  should  be 
 possible  to  reproduce  the  results  that  are  presented  in  this  review.  However,  since  the 
 databases  are  set  to  sort  by  relevance,  there  is  a  possibility  that  papers  can  be  sorted  in 
 some  other  order  for  future  searches.  The  order  of  the  results  can  change  due  to  papers 
 being  calculated  as  more  relevant  due  to,  for  example,  an  increased  number  of  citations 
 which might lead to a different search result than presented in this paper. 

 Given  the  time  and  resource  restrictions,  the  literature  review  follows  some 
 guidelines  proposed  in  [6],  but  others  are  left  out.  For  example,  they  suggest  that  at  least 
 two  researchers  perform  the  data  extraction  individually  to  compare  their  work  for 
 disagreements  or  issues.  Since  the  study  selection  in  this  review  was  performed  by  a 
 single  researcher,  this  can  affect  the  validity  of  the  outcome  due  to  bias  being  introduced 
 by  that  researcher.  Additionally,  with  the  time  and  personnel  limitations  previously 
 mentioned,  there  is  a  risk  of  not  finding  relevant  studies  due  to  a  lack  of  a  thorough 
 search strategy and selection process. 

 2.5      Ethical Considerations 
 Regarding  ethical  considerations  for  this  thesis,  the  sensitive  nature  of  data  collected  in 
 the  healthcare  field  was  contemplated  in  the  selection  of  the  papers,  and  none  of  the 
 papers  were  found  to  contain  any  sensitive  information.  Since  this  work  focuses  on 
 providing  an  overview  of  the  security  and  privacy  methods  used  for  data  mining  of 
 healthcare  data,  no  focus  is  put  on  any  individual's  data,  and  it  does  not  contain  any 
 information that breaks any ethical violations. 
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 3  Theoretical Background 
 This  chapter  will  bring  up  the  theory  needed  to  understand  the  topic  of  data  mining  in 
 general  and  what  special  considerations  health  data  impose  on  the  security  and  privacy 
 aspects of data mining. 

 3.1  Data Mining 
 As  mentioned  in  the  introduction  chapter,  data  mining  is  the  process  of  finding  patterns 
 in  data  that  can  be  used  to  make  decisions,  increase  the  efficiency  of  services,  and 
 predict future trends that benefit organizations and their customers [1]. 

 The  two  main  categories  are  descriptive  (unsupervised  learning)  and  predictive 
 (supervised  learning)  data  mining  techniques.  Descriptive  data  mining  seeks  to  find 
 similarities  and  identify  patterns  and  relationships.  Clustering  and  association  rule 
 mining  are  the  key  methods  in  descriptive  data  mining.  On  the  other  hand,  predictive 
 data  mining  aims  to  create  prediction  rules  as  a  model  to  categorize  the  records  based  on 
 a  particular  target  (or  label).  The  most  popular  method  in  predictive  data  mining  is 
 classification [4]. 

 The  knowledge  is  mined  from  the  datasets  using  algorithms  tailored  to  finding 
 different  patterns.  However,  before  any  algorithm  can  be  applied,  the  data  must  be 
 collected,  cleaned,  and  transformed  into  suitable  formats.  If  these  steps  are  not  properly 
 performed,  the  algorithm  will  not  perform  well  and  have  a  bad  accuracy  of  finding 
 patterns in the data. 

 The  data  mining  techniques  commonly  used  for  data  mining  are  association  rule 
 mining, classification, and clustering [2]. 

 3.1.1  Association rule mining 
 This  is  a  technique  that  looks  for  patterns  of  associations  of  the  attributes  in  the  dataset 
 that  has  a  higher  chance  of  occurring.  When  it  is  necessary  to  determine  the  link 
 between  attributes  in  a  dataset,  such  as  the  association  between  the  products  in  a 
 customer's  basket  that  were  purchased,  this  technique  is  utilized.  For  example,  this 
 technique could be used in healthcare to find connections between different diseases [2]. 

 3.1.2  Classification 
 Records  that  have  already  been  classified  or  categorized  are  included  in  many  datasets. 
 Classification  is  a  type  of  supervised  learning  where  algorithms  are  taught  patterns 
 between  the  values  of  attributes  that  belong  to  a  class  and  those  that  do  not  as  a  set  of 
 rules  or  a  model.  This  model  can  forecast  or  assume  the  class  value  of  new,  similar 
 records  that  do  not  yet  have  a  class  value  and  explain  the  relationships  within  the  data. 
 Common  classification  techniques  are  decision  trees,  neural  networks,  K-nearest 
 neighbors,  support  vector  machines,  and  Bayesian  methods  [4].  Examples  of  how 
 classification  can  be  used  in  healthcare  are  to  predict  whether  a  patient  will  have  a 
 specific health condition and the cost of different healthcare services [2]. 
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 3.1.3  Clustering 
 Not  all  datasets  provide  records  with  specified  class  values.  In  this  case,  learning  about 
 the  data  must  occur  without  the  supervision  of  class  values,  which  is  referred  to  as 
 unsupervised  learning.  Clustering  examines  the  data  to  find  groups  of  records  with  a 
 similar  structure  but  different  from  other  records  and  clusters  [2].  This  technique  can  be 
 used  when  the  information  about  the  different  types  of  data  objects  involved  in  a 
 population  is  limited  [4].  In  healthcare,  it  can,  for  example,  be  used  to  find  similar 
 variants of viruses or  infectious diseases  . 

 3.2      Data Mining in Healthcare 
 When  dealing  with  data  mining  in  healthcare,  some  challenges  must  be  considered.  One 
 of  those  challenges,  the  balance  between  safety  and  data  quality,  is  highly  related  to  the 
 security and protection measures enforced on healthcare data for mining purposes. 

 The  data  handled  in  healthcare  comes  from  various  sources  such  as  personal 
 medical  records,  clinical  trial  data,  sensor  readings,  and  3D  imaging  and  varies  in 
 complexity  and  quality.  Biases,  noise,  and  irregularities  are  frequently  present  in 
 healthcare  data,  which  might  hinder  performing  appropriate  data  mining,  and  in 
 succession,  decision-making  and  patient  care  are  negatively  affected.  High-quality  data 
 ensures  better  accuracy  in  the  mined  information  while  reducing  the  analysis  cost  [5]. 
 Therefore,  data  cleaning  is  highly  recommended  before  performing  any  analysis  that 
 would  be  used  in  making  decisions  that,  for  the  patient,  could  potentially  be 
 life-threatening.  When  cleaning  the  data,  it  is  also  common  to  take  steps  to  safeguard 
 the  privacy  of  the  data,  which  could  lower  the  dataset's  quality.  For  this  reason,  finding 
 the  right  balance  between  keeping  patient  information  private  and  preserving  the 
 accuracy  and  usability  of  the  data  presents  one  of  the  most  significant  challenges  related 
 to  security  and  privacy  issues  [5],  [39].  Using  security  and  privacy  techniques  to  solve 
 this  problem  can  make  data  mining  in  hospitals  valuable  for  gaining  accurate  health 
 information [3]. 

 Sharing  available  data  across  several  hospitals  or  other  parties  is  another 
 significant  challenge  due  to  privacy  and  legal  concerns.  Hospital  compliance  with 
 privacy  regulations  often  restricts  sharing  of  health  information  about  patients  with 
 other  parties.  Similarly,  when  data  is  distributed  over  patients'  personal  devices  like 
 mobile  phones  or  wearable  devices,  it  is  not  always  feasible  to  assume  that  all  sources 
 holding  part  of  the  data  can  share  their  information  with  a  trusted  third  party  because  the 
 privacy of the data may not be protected from that party [3]. 
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 4  Results 
 The  search  for  relevant  literature  was  performed  according  to  the  search  strategy  that 
 was  detailed  in  Chapter  2.1  and  the  results  are  illustrated  in  Table  4.1.  The  steps  of  the 
 study  selection  described  in  Chapter  2.2  and  the  number  of  publications  they  resulted  in 
 are depicted in Table 4.2. 

 Table 4.1 Results per searched database 

 Database  Number of results  Results used 

 ACM Digital Library  1598 results  200 first results 

 IEEE Xplore  186 results  186 (all results) 

 Web of Science  133 results  133 (all results) 

 Total: 519 results 

 During  the  selection  process  the  steps  in  Chapter  2.2  were  followed,  and  Table  4.2 
 shows  the  number  of  papers  that  were  selected  in  each  step  including  the  papers  that 
 were found when researching related work for Chapter 1.2. 

 Table 4.2 Number of papers selected in each step of the study selection 

 Selection step  Number of papers 

 Screening of title and keywords  70 papers 

 Screening  of  abstract,  introduction  and 
 conclusion 

 64 papers 

 Final screening of full paper  37 papers 

 Related work  7 papers 

 Total:44 results 

 The  search  strategy  and  selection  process  resulted  in  37  studies  that  were  found 
 to  have  relevance  to  the  problem  that  was  defined  in  Chapter  1.3.  The  7  studies  found  in 
 the  research  for  related  work  were  also  included  resulting  in  a  final  selection  of  44 
 papers.  The  included  studies  were  published  between  2013  and  2023,  with  an  increase 
 in  relevant  papers  published  in  the  last  five  years,  indicating  that  security  and  privacy 
 aspects  in  data  mining  in  healthcare  are  a  growing  field  of  interest.  The  distribution  of 
 publications per year is illustrated in Figure 4.1. 
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 Figure 4.1 Distribution of publications per year 

 The  final  selection  of  relevant  papers  is  conference  papers  and  journal  articles. 
 The  most  common  research  type  for  the  papers  is  design  science,  where  a  new  method 
 of  privacy-preserving  or  security  for  healthcare  data  is  proposed.  The  papers'  research 
 types are depicted in Figure 4.2, and the publication types are in Table 4.3. 

 Figure 4.2 Distribution of research types 

 Table 4.3 Distribution of publication types 

 Type of publication  Number of papers 

 Conference paper  18 

 Journal article  26 
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 The  following  methods  and  use  cases  were  found  to  be  the  ones  most  commonly  used  in 
 the  current  efforts  in  data  mining  of  healthcare  data  to  protect  and  privacy-preserve  the 
 data. 

 Anonymization  is  used  to  remove  identifiers  of  the  data  so  it  is  kept  private.  This 
 needs  to  be  done  while  also  keeping  the  data  quality  high,  which  was  mentioned  in 
 Chapter  1.1  as  one  of  the  biggest  challenges  when  mining  health  data.  This  technique  is 
 used  to  preserve  the  privacy  of  medical  data  and  to  protect  data  privacy  when  sharing 
 and storing data. 

 Cryptography  is  the  technique  of  encrypting  and  decrypting  data  and  is  used  to 
 ensure  access  control,  secure  transactional  data,  protection  of  data  privacy,  secure  cloud 
 computing, and storage. 

 Blockchain  is  mentioned  as  the  up-and-coming  method  of  security  and  privacy 
 for  sharing  medical  records,  safe  collecting  of  mobile  health  data,  access  control,  secure 
 storage of data, and security in cloud and fog computing. 

 Differential  privacy  works  by  adding  noise  to  the  data  to  protect  its  privacy  and 
 is  used  when  sharing  and  storing  data.  As  with  anonymization,  there  is  a  trade-off 
 between keeping the data safe and its utility when using differential privacy. 

 Randomization  is  a  method  where  the  data  is  modified  by  injecting  noise  with  a 
 known  statistical  distribution  so  that  data  mining  methods  can  recreate  the  original  data 
 distribution  but  not  the  actual  individual  values.  This  method  is  used  to  protect  data 
 privacy when sharing and storing it. 

 Federated  learning  is  the  process  of  creating  machine  learning  models  across 
 datasets  spread  across  several  data  centers,  including  hospitals,  clinical  research  labs, 
 and  mobile  devices,  while  preventing  data  leakage.  This  approach  protects  data  privacy 
 by  only  providing  mathematical  parameters  and  information,  keeping  the  actual  data  as 
 secure  as  possible,  and  avoiding  attacks  and  tracebacks.  The  number  of  papers  that 
 mentioned  each  method  is  shown  in  Table  4.4,  and  the  methods  will  be  discussed  in 
 more detail in Chapter 5. 

 Table 4.4 Privacy and security methods in healthcare  data mining 

 Method  Number of papers 

 Anonymization  23 

 Cryptography  23 

 Blockchain  11 

 Differential privacy  8 

 Randomization  7 

 Federated learning  2 
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 5  Analysis 
 In  this  chapter,  an  analysis  of  the  SLR  findings  will  be  presented  as  answers  to  the 
 research questions. 

 5.1  Methods  to  secure  and  privacy-preserve  data  used  for 
 healthcare data mining (RQ1, RQ2) 
 In  the  following  subsections  an  analysis  of  the  methods  mentioned  in  the  previous 
 chapter  is  presented.  The  analysis  follows  the  same  order  as  they  are  presented  in  the 
 results. 

 5.1.1  Anonymization 
 Data  anonymization  is  a  means  of  protecting  data  subjects'  privacy  by  providing  altered 
 versions  of  data  that  prevent  re-identification  [17],  [18].  The  most  current  and  frequent 
 anonymization  techniques  that  were  identified  during  the  research  of  privacy  techniques 
 were  different  variations  of  k-anonymity,  l-diversity,  perturbation,  and  t-closeness  [54]. 
 Two  frequently  mentioned  methods  to  achieve  anonymization  are  suppression  and 
 generalization  [11],  [17],  [18],  [22],  [39],  [41],  [47],  [48],  [49],  [50],  [52]  where 
 suppression  means  the  substitution  or  concealment  of  quasi-identifiers  [18]  while  with 
 generalization,  ‘quasi-identifiers  are  replaced  by  more  general  values  from  higher  levels 
 of  the  hierarchy’  [18,  p.  2].  Quasi-identifiers  are  attributes  that,  on  their  own,  can 
 usually  not  be  used  to  identify  an  individual's  information  but  might  do  so  if  combined 
 with  other  attributes  [18].  There  is  always  a  trade-off  between  data  privacy  and  the 
 utility  of  the  data  when  using  these  techniques  [17],  [22],  [26],  [35],  [37],  [39],  [40, 
 [31],  [43]  and  anonymized  data  can  still  be  vulnerable  to  correlation  attacks,  even  when 
 obvious  personal  identification  information  such  as  IP  addresses  and  usernames  are 
 masked  [29].  Increasing  privacy  generally  involves  distorting  the  data,  which  damages 
 its  representativeness  of  real-world  phenomena  [17],  [22],  [26],  [35],  [37],  [39],  [40], 
 [41], [43]. 

 The  k-anonymity  model  is  commonly  used  to  ensure  data  anonymization  [11].  It 
 has  been  shown  to  protect  data  from  disclosure  and  prevent  individuals  from  being 
 connected  with  their  health  records  [11],  [47].  For  achieving  k-anonymity,  a  dataset 
 must  contain  at  least  k-1  more  entries  that  match  any  tuple  with  provided  attributes  [18], 
 [19].  K-anonymity  modifies  data  before  submitting  it  for  data  analytics  to  prevent 
 deidentification,  resulting  in  K  indistinguishable  records  [18],  [19],  [35].  Still,  it  has 
 several  areas  for  improvement,  including  inadequate  protection  for  attribute  disclosure, 
 assuming  that  each  record  represents  a  unique  individual,  and  lack  of  diversity  needed 
 for  sensitive  attributes  [11],  [50].  Variations  of  k-anonymity,  such  as  complete 
 k-anonymity,  privacy-constrained  anonymity,  (l-k)-anonymity,  (k-1)-anonymity,  and 
 (k-k)-anonymity,  have  been  proposed  by  researchers  to  handle  the  limitations[11],  [26], 
 [43].  These  models  focus  on  preserving  the  smallest  size  of  K  groups,  the  sensitive 
 attributes  of  each  group,  and  the  sensitivity  level  of  each  attribute  value  [39].  Each 
 variation  has  its  strengths  and  drawbacks,  and  data  owners  must  choose  an  appropriate 
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 privacy-preserving  level  to  ensure  maximum  privacy  while  minimizing  information  loss 
 [11], [17], [37], [39], [40]. 

 L-diversity  is  considered  an  extension  of  k-anonymity  [11],  [35],  [40],  [43], 
 [47],  [49],  [50],  and  the  method  seeks  to  diversify  sensitive  data  attributes  by  ensuring 
 that  each  quasi-identifier  equivalence  class  has  at  least  L  distinct  sensitive  attribute 
 values  [18],  [19],  [35],  [39],  [40],  [50].  The  L-diversity  method  is  a  form  of  group-based 
 anonymization  that  is  utilized  for  safeguarding  privacy  in  data  sets  by  diminishing  the 
 granularity  of  data  representation  [47],  and  it  may  require  injecting  fictitious  data,  which 
 increases  security  but  can  present  problems  during  analysis  [18],  [47],  [52].  Even 
 though  this  method  handles  some  of  the  weaknesses  of  k-anonymity,  it  has  weaknesses 
 of its own and is not enough to ensure protection against attribute disclosure [47]. 

 T-closeness  is  a  technique  that  extends  and  improves  l-diversity  [11],  [35],  [47], 
 [52].  It  ensures  that  the  distribution  of  given  sensitive  attributes  does  not  deviate  from 
 the  true  sensitive  attribute  by  more  than  t  distance  [11],  [18],  [19],  [31],  [35].  This 
 technique  is  particularly  beneficial  in  intercepting  attribute  disclosures,  but  as  data 
 volume  increases  and  the  varieties  of  information  increase,  so  do  the  chances  for 
 re-identification [18], [47]. 

 Perturbing  data  before  sharing  it  could  be  a  solution  to  address  privacy  concerns 
 [17],  but  perturbation-based  solutions  have  limitations  in  satisfying  data  privacy  and 
 data  utility  requirements  [17],  [33].  Data  utility  can  decrease  if  the  perturbation  is  not 
 precisely  controlled,  and  privacy  will  not  be  preserved  if  the  perturbation  is  not 
 sufficient  [17],  [43].  The  random  perturbation  technique  randomly  modifies  original 
 data  to  protect  privacy  [32],  [43].  It  distorts  sensitive  attribute  values  while  preserving 
 underlying  distribution  information  [32].  While  effective  at  preserving  privacy, 
 perturbation  techniques  can  also  cause  a  loss  of  implicit  information  available  in 
 multi-dimensional  records  due  to  the  treatment  of  each  attribute  independently  [17], 
 [33].  One  form  of  random  perturbation  is  the  data-swapping  algorithm  [32].  It  retains 
 information  while  randomly  swapping  data  values  to  protect  sensitive  information 
 without  disturbing  non-sensitive  attributes  [32].Slicing  is  another  technique  that 
 perturbs  data  and  effectively  preserves  privacy  while  maintaining  data  utility  [33]. 
 These  techniques  modify  the  original  data  by  adding  noise  to  preserve  the  sensitive 
 attributes'  privacy  while  maintaining  the  data's  statistical  properties  [39],  [43],  [48], 
 [50].  Researchers  have  found  that  perturbation-based  techniques  maintain  the  accuracy 
 of  the  dataset  while  preserving  privacy  [43].  However,  since  perturbation  only  alters  the 
 distributions  of  the  data  and  not  the  actual  values,  new  distribution-based  mining 
 algorithms  must  be  developed  for  each  data  problem,  such  as  clustering,  classification, 
 or  association  rule  mining.  While  some  distribution-based  mining  algorithms  exist, 
 using  distributions  instead  of  actual  records  limits  the  range  of  algorithmic  processes 
 that  can  be  used  on  the  data  [48].  Other  privacy-preserving  techniques,  such  as 
 cryptographic  methods,  are  being  developed  to  overcome  the  limitations  of 
 perturbation-based mining algorithms [48]. 

 Some  other  techniques  of  anonymization  are  mentioned  in  the  research.  One  is 
 swapping,  where  an  attribute  is  swapped  with  another  data  point,  which  has  been  shown 
 to  protect  individual  privacy  while  minimizing  data  loss  effectively  [22],  [35],  [41],  [47] 
 but  can  still  lead  to  excessive  data  distortion  [22].  Masking  is  another  technique  where 
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 sensitive  information  is  replaced  with  an  unidentifiable  value  [47],  [49].  It  involves 
 de-identifying  data  sets  by  masking  personal  identifiers  like  names  and  social  security 
 numbers  and  suppressing  or  generalizing  quasi-identifiers  like  date-of-birth  and  zip 
 codes  [29],  [47].  A  significant  benefit  of  data  masking  is  that  it  reduces  the  cost  of 
 securing  big  data  deployments  [47].  These  techniques  are  not  broadly  discussed  in  the 
 research  but  are  more  briefly  touched  upon  regarding  the  other  techniques.  Figure  5.1 
 shows the distribution of how many studies mentioned each anonymization method. 

 Figure 5.1 Distribution of anonymization methods 

 5.1.2  Cryptography 
 Cryptography  is  a  powerful  tool  used  to  safeguard  the  privacy  of  data  mining  [16],  [23], 
 [26],  [32],  [47],  [53],  particularly  in  situations  where  sensitive  information  needs  to  be 
 shared  between  multiple  parties  who  do  not  necessarily  trust  each  other  [12],  [32],  [39], 
 [48].  Data  encryption  transforms  original  patient  data  into  an  encoded  pattern  that 
 requires decryption to access [13], [34]. 

 To  ensure  privacy  and  security  when  data  mining  large  amounts  of  healthcare 
 data,  various  cryptographic  techniques  can  be  employed  [16],  [26]  at  different  levels, 
 including  packet,  cluster,  and  field  levels  [13].  Homomorphic  encryption  and  Secret 
 sharing  are  two  commonly  used  techniques  [14],  [15],  [16],  [23],  [24],  [37],  [38]. 
 Homomorphic  encryption  enables  computations  on  encrypted  data  without  having  to 
 decrypt  it  first  [16],  [24],  [37],  [38],  [44],  [50],  while  Secret  sharing  involves 
 transmitting  secrets  to  different  parties  and  merging  individual  shares  to  reconstruct  the 
 secret  [38].  One  form  of  homomorphic  cryptosystem  used  to  encrypt  medical  data  is  the 
 Paillier  cryptosystem  [14],  [24],  [44].  The  Paillier  Cryptosystem  is  provably  secure  and 
 consists  of  three  algorithms:  key  generation,  encryption,  and  decryption  [14].  The 
 homomorphic  encryption  algorithm  used  is  an  additive  one  designed  by  Pascal  Paillier, 
 allowing  only  addition  operations  on  ciphertext  [44].  Operations  over  encrypted  data  are 
 required  to  protect  individual  privacy  in  big  data  analytics  [53],  but  these  operations  are 
 often  complex,  time-consuming,  and  inefficient  for  high-volume  big  data  mining  [17], 
 [53] due to the significant communication and computation costs involved [17]. 
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 To  perform  data  mining  over  distributed  data  in  multiple  parties  while 
 preserving  privacy,  secure  multi-party  computation  (SMC)  can  be  used  [17],  [38],  [50]. 
 SMC  allows  computing  intermediate  results  without  revealing  the  secret  values  required 
 for  the  computation  [17].  A  basic  building  block  of  most  SMC  techniques  is  the 
 1-out-of-2  oblivious-transfer  protocol,  which  allows  a  receiver  to  learn  one  out  of  two 
 inputs/messages  given  by  a  sender  without  the  sender  learning  anything  [50].  The 
 protocol  relies  on  secure  data  transfer  and  privacy-preserving  distributed  computation 
 [50].  The  trade-off  with  SMC  techniques  is  that  they  can  result  in  increased 
 communication and computation overheads, leading to efficiency issues [17], [38]. 

 5.1.3  Blockchain 
 Blockchain  is  a  technology  that  can  create  a  more  secure,  decentralized,  and  safer 
 environment  for  exchanging  electronic  health  record  (EHR)  data  [10],  [25],  [29],  [34], 
 [46],  [52].  It  provides  a  unique  method  for  fully  distributed  bookkeeping,  effectively 
 used  to  overcome  centralized  issues  [10].  EHRs  are  generally  shared  among  healthcare 
 stakeholders,  making  them  susceptible  to  data  misuse,  a  lack  of  privacy,  security,  and  an 
 audit  trail  [25].  However,  blockchain  provides  a  distributed  and  decentralized 
 environment  where  nodes  in  a  list  of  networks  can  connect  without  the  need  for  a 
 central  authority  [10],  [25],  [52].  Transactions  are  validated  by  a  network  of  peer  nodes 
 using  algorithms  and,  if  verified,  are  added  to  an  immutable  distributed  ledger  [10], 
 [34],  [46],  [52].  This  technology  improves  the  efficiency,  speed,  and  traceability  of 
 transactions,  making  it  a  secure  and  safe  option  for  executing  all  kinds  of  transactions 
 [34], [36], [46], [52]. 

 Through  blockchain,  healthcare  organizations  can  record  and  secure  patient  data 
 more  accurately  and  efficiently  than  with  other  technologies  currently  available  [18], 
 [46].  Medical  data  mining  vulnerabilities  can  be  mitigated  by  incorporating  blockchain 
 technology  into  the  fog  paradigm,  which  increases  data  access  methods,  accountability, 
 and  authentication  [46].  Furthermore,  the  security  and  confidentiality  of  health 
 information  can  be  guaranteed  through  blockchain  technology  [18],  [29],  [34],  [36], 
 [46],  [52],  which  allows  healthcare  organizations  to  benefit  from  the  decentralized  data 
 security without facing the associated risks [46], [52]. 

 There  are  still  challenges  in  adopting  blockchain-based  healthcare  systems, 
 including  technological,  organizational,  cultural,  ethical,  and  legal  issues,  as  well  as 
 psychological  and  cultural  challenges  [29].  Processing  big  data  with  high  volume, 
 velocity,  variety,  variability,  and  veracity  is  also  challenging  [29],  [46].  Overall, 
 blockchain  technology  has  the  potential  to  provide  a  secure  and  efficient  healthcare 
 system  by  facilitating  healthcare  interoperability,  patient  ownership  and  control  of 
 electronic  health  records,  and  secure  record  transfers  [18],  [29],  [34],  [36],  [46],  [52]. 
 The  use  of  blockchain  as  a  secure,  decentralized  form  of  communication  is  on  the  rise, 
 and the technology can assist in ensuring security in healthcare settings [30][36]. 

 5.1.4  Differential privacy 
 This  method  allows  researchers  and  analysts  to  extract  useful  information  from 
 statistical  databases  containing  personal  information  while  still  protecting  the  privacy  of 
 individuals  [2],[40],  [44].  This  is  accomplished  by  introducing  a  minimal  amount  of 
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 distortion  to  the  data  provided  by  the  database  [44].  This  method  aims  to  solve  issues 
 with  other  privacy-preserving  techniques  by  introducing  an  intermediary  software,  or 
 privacy  guard,  between  the  database  and  the  analyst  to  ensure  that  the  privacy  of 
 individuals  is  protected  while  still  allowing  for  useful  information  to  be  extracted  from 
 the database [44]. 

 Methods  that  provide  differential  privacy  add  noise  to  the  dataset  to  preserve 
 privacy  while  sharing  the  data  [2],  [8],  [26],  [40],  [44].  Differential  algorithms  add  noise 
 to  quasi-identifying  information  like  zip  code,  gender,  and  birthday  to  prevent  possible 
 identification  of  an  individual's  data  [2],[10].  Laplace  and  Gaussian  statistical 
 distribution  methods  of  differential  privacy  are  used  to  obscure  identifying  information 
 with  random  noise,  ensuring  privacy  [10].  When  combined  with  k-anonymity,  the 
 Laplace method proves to be more effective in preserving privacy [2]. 

 Differential  privacy  is  often  used  to  guarantee  the  desired  privacy  level  for  a 
 given  purpose  and  is  increasingly  used  for  privacy-preserving  data  mining  [26].  Noise 
 addition  adds  a  significant  amount  of  uncertainty  to  the  data  points  within  a  cluster, 
 ensuring  differential  privacy  for  each  added  data  point  while  preserving  privacy  for  the 
 resulting  clusters  [26].  The  method  has  significant  potential  for  protecting  privacy 
 while still keeping the information useful for data mining [10], [17],[44]. 

 5.1.5  Randomization 
 This  technique  involves  using  data  randomization  by  jumbling  up  the  data  so  that 
 receivers  cannot  determine  the  actual  probabilities  beyond  a  certain  threshold  [17],  [30], 
 [32],  [35],  [39],  [48].  This  can  be  done  using  methods  such  as  adding  noise  with  a 
 known  statistical  distribution  or  applying  multiplicative  noise  [50].  Randomization  is 
 considered  a  subset  of  perturbation  operations,  and  other  methods  besides  additive  and 
 multiplicative noise can also be used at different phases of data modification [50]. 

 The  randomization  method  was  first  proposed  for  solving  survey  problems  [32], 
 [39],  where  data  collected  from  individuals  is  aggregated  to  obtain  more  accurate 
 results.  This  approach  is  cost-effective  and  is  commonly  used  in  surveys  that  involve 
 sensitive  data  [39],  and  is  effective  in  combination  with  reconstruction  for  categorical 
 attributes [49]. 

 While  this  technique  effectively  maintains  privacy,  it  introduces  ambiguity  in  the 
 data,  making  it  difficult  for  receivers  to  determine  whether  it  is  accurate  or  false  [39]. 
 The  randomization  technique  also  has  other  weaknesses;  for  example,  it  treats  all 
 records  equally,  regardless  of  their  density,  making  exception  records  more  vulnerable 
 to  attacks  [48].  It  is  also  possible  to  estimate  the  original  values  using  noise  removal 
 techniques,  thereby  weakening  the  effectiveness  of  such  methods  in  providing  strong 
 privacy  guarantees  [17].  It  is  also  potentially  unsuitable  for  multiple  sensitive  attribute 
 databases  [39].  Despite  its  weaknesses,  randomization  is  still  considered  a  simple  yet 
 effective method for preserving individual privacy [49]. 

 5.1.6  Federated learning 
 This  security  method  is  a  machine  learning  approach  that  enables  the  development  of 
 models  using  distributed  datasets  from  various  locations  without  the  risk  of  data  leakage 
 [17],  [38].  In  the  healthcare  sector,  where  Electronic  Health  Records  (EHR)  are 
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 distributed  across  hospitals  and  clinical  research  labs,  federated  learning  has  emerged  as 
 a promising technique for training models without compromising data privacy [38]. 

 With  federated  learning,  machine  learning  models  can  be  trained  on  localized 
 data  with  only  model  parameters  temporarily  kept  on  centralized  servers,  which 
 facilitates  not  having  to  share  the  data  over  different  devices  [38].  This  has,  however, 
 been  proven  not  to  be  enough  protection  against  some  attacks,  and  researchers  have 
 experimented  with  using  differential  privacy  and  encryption  in  conjunction  with 
 federated  learning  to  overcome  some  of  the  weaknesses  [17]  but  adding  other 
 techniques  to  increase  security  can  lower  the  performance  of  the  machine  learning 
 models  [17].  Therefore,  more  research  is  needed  to  find  safe  enough  techniques  to 
 maintain the quality of the data while providing high security. 

 5.1.7  Suitability on classification, clustering, and association rule mining 
 The  methods  discussed  above  have  different  suitability  for  the  data  mining  techniques 
 described  in  Chapter  3.1.  The  suitability  can  depend  on  the  techniques  used  in 
 conjunction  with  each  other  and  the  degree  of  decrease  in  utility  they  impose  on  the 
 data.  Table  5.1  shows  how  well-suited  each  discussed  method  is  to  the  data  mining 
 techniques  mentioned  in  Chapter  3.1.  Blockchain  has  been  left  out  since  no  discussion 
 regarding these techniques was found in the reviewed papers that covered blockchain. 

 Table 5.1 Privacy and security methods suitability to each data mining technique 

 Method  Classification  Association rule mining  Clustering 

 Anonymization  It is well-suited, but the 
 utility can decrease. 

 It is well-suited, but the 
 utility can decrease. 

 It is well-suited, but 
 the utility can decrease. 

 Cryptography  It can be problematic due to 
 computation and 
 communication overhead 
 but usually works well with 
 homomorphic encryption. 

 It is well-suited with 
 homomorphic encryption 
 but can be impractical with 
 other encryption 
 techniques. 

 It is well-suited with 
 homomorphic 
 encryption but can be 
 impractical with other 
 encryption techniques. 

 Differential privacy  It is well-suited when used 
 together with federated 
 learning. It can be 
 problematic due to the 
 trade-off between privacy 
 and data utility. 

 Not mentioned in the 
 reviewed papers. 

 It is well-suited 
 together with other 
 noise injection and 
 data abstraction 
 techniques. 

 Randomization  It is well-suited, but the 
 utility can decrease. 

 It can be used, but the 
 effect is not discussed in 
 the reviewed papers. 

 It is well-suited, but 
 the utility can decrease. 

 Federated learning  It is well-suited.  Not mentioned in the 
 reviewed papers. 

 Not mentioned in the 
 reviewed papers. 

 5.2 Use cases of the identified methods (RQ3) 
 In  the  following  subsections  an  analysis  of  use  cases  of  the  identified  methods  is 
 presented in the same order that they are presented in previous subsections. 
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 5.2.1  Use cases of anonymization techniques 
 Anonymization  restricts  attackers'  capability  to  derive  individuals'  records  from  a 
 dataset  [11].  In  healthcare  data  privacy,  various  anonymization  techniques  have  been 
 proposed  to  mitigate  linkage  attacks  [19],  [40].  A  linkage  attack  is  when  the 
 re-identification  of  data  can  be  done  from  an  anonymized  dataset  by  combining 
 quasi-identifiers  with  background  information  of  data  and,  through  that,  discovering 
 identifying  connections  [32].  Several  k-anonymity,  L-diversity,  and  perturbation  models 
 have been suggested to be used on healthcare datasets to address linkage issues [19]. 

 Another  scenario  where  anonymization  is  used  is  when  healthcare  providers, 
 hospitals,  or  drug  stores  share  their  data  [22],  [43],  [50].  They  can  benefit  greatly  from 
 data  mining  techniques  to  analyze  their  data,  but  since  data  mining  can  be  challenging 
 for  them  to  perform  on  their  own,  they  may  choose  to  send  their  data  to  a  third  party  for 
 analysis.  This  can  lead  to  privacy  breaches,  as  sensitive  information  about  patients' 
 diseases  or  medicinal  use  can  be  inferred  by  the  data  miner.  Here  anonymization  can 
 protect  individual  privacy  while  maintaining  data  utility  before  sending  the  data  to  an 
 external party [22]. 

 Finally,  data  anonymization  techniques  are  used  to  protect  the  data  that  is 
 distributed and stored in cloud settings [37]. 

 5.2.2  Use cases of cryptography techniques 
 The  rise  of  IoT  devices  collecting  private  information  and  disseminating  data  among 
 multiple  parties  in  today's  data-driven  era  poses  a  security  threat.  Neither  the 
 communication  network  nor  the  third  party  can  be  considered  completely  secure  or 
 reliable  [3].  To  ensure  the  authenticity  and  integrity  of  sensitive  data,  a  mechanism  is 
 required  for  data  exchange  between  senders  and  recipients,  and  this  is  where 
 cryptography  can  be  used  for  securing  multipart  transactions  in  healthcare  data  mining 
 [12],  [23],  [24],  [32],  [38],  [39],  [47],  [48].  Crypto  algorithms  are  also  used  to 
 effectively  hide  large  amounts  of  patient  data  and  medical  images  by  transforming  the 
 original  patient  data  into  encoded  patterns  that  require  decryption  to  access  [13],  [34]. 
 Moreover,  with  the  help  of  homomorphic  cryptosystems  and  SMC,  medical  data  can  be 
 encrypted  and  used  for  data  mining  on  databases,  distributed  computing  environments, 
 and  cloud  servers  and  shared  between  multiple  parties  without  compromising  the 
 privacy of the data [14], [16], [21], [32], [237], [38], [39], [47], [48], [50], [53]. 

 5.2.3  Use cases of blockchain techniques 
 Blockchain  (BC)  can  be  used  to  overcome  the  security  and  privacy  risks  of  storing 
 medical  records  in  healthcare  cloud  and  application  (HCA)  servers  and  for  effective  and 
 transparent  sharing  of  EHRs  [10],  [18],  [25].  BC  addresses  the  security  and  trust-based 
 concerns  of  shared  EHR  and  personalized  health  records  (PHR)  through  the  integration 
 of  BC  at  HCA  nodes,  which  maintains  a  trusted  and  chronological  ledger  among 
 different  stakeholders  [10],  [29].  Using  BC,  a  distributed  ledger  is  created  among  all 
 stakeholders.  This  ledger  is  chronological,  auditable,  and  timestamped,  ensuring  the 
 integrity  of  the  recorded  transactions.  One  of  the  key  benefits  of  BC  is  the  ability  to 
 hold  fake  or  incorrect  transactional  updates  accountable.  Any  such  updates  can  be 
 traced  back  to  the  specific  owner  node  responsible  for  making  the  unauthorized  change 
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 [8].  BC  can  also  secure  other  types  of  storing  and  private  transactions  of  medical  data 
 [18],  [29],  [34],  [36],  [45],  and  secure  data  management  for  mobile  healthcare  and  IoT 
 [28], [52]. 

 5.2.4  Use cases of differential privacy techniques 
 Differential  privacy  aims  to  protect  private  statistical  databases  and  increase  the 
 accuracy  of  queries  from  statistical  databases  while  reducing  the  risk  of  identifying 
 individual  records  [11],  [49].  Several  differential  privacy  models  have  been  proposed  to 
 protect  patient  information  in  databases  and  achieve  good  utility  when  executing  queries 
 [11],  [53].  Differential  privacy  can  also  be  used  to  preserve  individual  privacy  to  be  able 
 to  safely  share  data  [17],  and  some  differential  privacy  models  are  aimed  at  improving 
 the  security  and  privacy  of  healthcare  data  vulnerable  to  attacks  such  as  the  similarity 
 attack  and  have  been  proven  effective  in  protecting  the  data  from  such  attacks  [19]. 
 Another  area  where  differential  privacy  has  proven  useful  is  in  securing  collaborative 
 filtering,  a  technique  recommender  systems  use  [26].  Furthermore,  it  can  be  used  to 
 determine  how  sensitive  a  dataset  is  given  small  changes  in  its  composition,  and  it  can 
 be  used  to  cluster  sensitive  attributes  into  separate  "buckets"  to  disallow  linkage  attacks 
 between members of different buckets [35]. 

 5.2.5  Use cases of randomization 
 Randomization  can  be  used  to  provide  security  and  privacy  of  healthcare  data  in 
 scenarios  where  sharing  of  the  data  is  needed  [17],  [48]  and  to  ensure  privacy  while 
 providing  utility  for  association  rule  mining  on  categorical  and  binary  datasets  [39], 
 [49].  Random  projection  is  a  randomization  technique  that  is  a  powerful  method  for 
 dimensionality  reduction  in  data  mining.  This  technique  projects  the  original  data  into  a 
 random  low-dimensional  subspace  to  generate  results  comparable  to  conventional 
 dimensionality  reduction  techniques  [32].  Randomization  remains  useful  as  it  can  be 
 used as a standalone method or as an augmentation to other strategies [35]. 

 5.2.6  Use cases of federated learning techniques 
 Federated  learning  has  emerged  as  a  collaborative  approach  for  training  machine 
 learning  models,  wherein  one  party  orchestrates  the  process  while  maintaining 
 decentralized  training  data.  In  conjunction  with  differential  privacy,  Federated  learning 
 can  be  useful  for  preserving  privacy  in  distributed  data  mining  [17].  It  can  also  preserve 
 privacy  when  data  mining  is  used  on  distributed  client  devices  without  a  central  server 
 [38]. 
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 6  Discussion 
 This  thesis  aims  to  examine  what  methods  are  the  most  prevalent  ones  when  it  comes  to 
 securing  and  privacy-preserving  data  when  performing  data  mining  actions  in  the 
 healthcare  field.  The  findings  of  this  research  confirm  the  challenges  discussed  in 
 Chapter  3.2  and  extend  upon  the  information  gathered  in  related  work.  The  evidence 
 shows  that  security  in  this  field  presents  a  big  challenge  for  healthcare  organizations.  It 
 can  often  be  a  bottleneck  in  getting  useful  information  from  healthcare  data  with  the 
 help of data mining. 

 The  different  variations  of  anonymization  are  the  methods  that  seem  to  be  most 
 frequently  used,  and  that  is  most  likely  due  to  ease  of  use  and  the  fact  that  to  be  able  to 
 adhere  to  the  regulations  of  healthcare  data,  a  first  step  is  to  anonymize  the  data  to 
 protect  it  from  disclosure.  However,  even  when  data  mining  is  done  on  data  that  is  only 
 shared  between  trusted  parties,  anonymization  of  data  is  not  enough  to  ensure  privacy. 
 Because  no  single  method  can  assure  sufficient  protection  against  attacks  or 
 deidentification  of  data,  a  combination  of  methods  has  to  be  used  to  live  up  to  the 
 regulations  in  place  to  ensure  proper  protection  of  healthcare  data.  This  is  supported  by 
 the  authors  of  [35],  who  argue  that  combining  different  privacy-preserving  data  mining 
 (PPDM)  methods  can  effectively  combat  attack  vulnerabilities  and  enhance  privacy 
 preservation.  The  combination  of  multiple  security  designs  can  potentially  counter 
 attackers  from  learning  the  original  data,  and  some  combinations  of  PPDM  methods 
 have  been  proven  to  work  very  well  together,  such  as  differential  privacy  and  federated 
 learning or anonymization. 

 Cryptography  is  the  second  method  most  often  used,  with  homomorphic 
 variations  seemingly  the  most  popular  given  that  they  provide  the  ability  to  use  the  data 
 for  data  mining  without  decrypting  it  first.  As  with  anonymization,  cryptography  is  not 
 enough to use independently and is often combined with other methods. 

 Blockchain  and  federated  learning  are  the  two  newest  methods.  The  research 
 found  on  these  techniques  is  not  enough  to  draw  any  general  conclusions.  However, 
 research  is  constantly  ongoing  to  find  better  variations  of  these  techniques  that  provide 
 higher  security  and  privacy  while  still  being  efficient  and  keeping  the  data  accurate 
 enough  for  valuable  data  mining.  Much  research  is  also  ongoing  in  cloud  storage  and 
 cloud  computing,  and  constant  efforts  are  being  made  to  find  better  security  and  privacy 
 methods  to  make  these  environments  secure  to  use  with  health  data.  With  the  rising  use 
 of  different  kinds  of  wearable  devices  and  IoT  devices,  there  is  a  need  to  securely  store 
 and  share  the  health  data  collected  from  these  devices,  and  blockchain  and  cloud  storage 
 show promising signs of being a viable solution. 

 The  methods  discussed  in  this  work  have  their  strengths  and  weaknesses.  It  is  up 
 to  the  data  owners  to  properly  secure  their  data  and  find  the  most  appropriate 
 privacy-preserving  methods  to  ensure  a  high  amount  of  privacy  while  still  keeping  the 
 data useful for data mining. 
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 7  Conclusion and Future Work 
 The  first  objective  of  this  thesis  is  to  investigate  the  methods  currently  being  used  to 
 secure  and  privacy-preserve  data  used  for  data  mining  efforts  in  healthcare.  The  second 
 objective  is  to  look  into  for  what  purposes  the  methods  are  being  used  to  secure  and 
 privacy-preserve  the  data.  A  systematic  literature  review  is  used  to  find  previous 
 research  on  this  subject  and  potential  gaps  within  the  current  research.  This  research 
 shows  that  the  field  of  privacy-preserving  techniques  in  data  mining  and  healthcare  data 
 has  seen  significant  recent  advancements  with  Anonymization,  Cryptography, 
 Randomization,  Blockchain,  Differential  privacy,  and  Federated  learning  found  to  be  the 
 most  currently  used  methods  for  this  purpose,  and  the  methods,  their  variations,  and  use 
 cases  are  discussed.  The  results  also  show  that  sharing  healthcare  data  between 
 different  stakeholders  and  protecting  data  privacy  while  keeping  a  high  utility  of  it  are 
 major challenges. 

 Privacy-preserving  techniques  in  data  mining  and  healthcare  data  offer  various 
 methods  to  secure  individuals'  privacy  while  enabling  data  analysis  and  information 
 extraction.  Each  technique  has  its  strengths  and  limitations,  and  the  choice  of  technique 
 depends  on  the  specific  privacy  requirements,  data  characteristics,  and  trade-offs 
 between  privacy  and  utility.  Ongoing  research  and  advancements  are  necessary  to 
 address  challenges  and  develop  more  effective  and  efficient  privacy-preserving 
 methods. 

 A  more  detailed  review  of  the  methods  discussed  in  this  thesis  and  their 
 variations  could  be  done  for  future  research.  Especially  the  fields  of  blockchain  and 
 federated  learning  have  much  room  for  further  research  with  the  need  for  more  efficient 
 ways to secure and utilize healthcare data. 

 It  could  also  be  interesting  to  investigate  how  a  hospital  or  other  healthcare 
 provider  is  utilizing  these  methods  in  practice  or  to  test  any  of  them  with  real  or 
 fictitious  healthcare  data  to  evaluate  their  efficiency  in  protecting  the  data  while  still 
 keeping it useful. 

 Another  area  that  is  not  in  the  scope  of  this  research  but  highly  connected  to  it 
 and  needs  more  research  is  storing  the  huge  amounts  of  healthcare  data  collected  every 
 day and the scalability and security of the available options. 
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