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A B S T R A C T

Internet of things or in short IoT is a network of interconnected entities such as computing devices, mechanical
machines, digital gadgets etc. Cloud based IoT infrastructures are susceptible to Distributed Denial of Service
(DDoS) attacks. A DDoS attack may render the server useless for a long period of time causing the services
to crash due to extensive load. In this project we will try to introduce the concept of fog computing and
try to explain its importance in a 3-tier architecture. We have proposed an anomaly detection architecture
for IoT networks where the detection actually happens on the fog layer. The algorithm is based on the CRPS
metric which is a single variable algorithm which is the case in most statistical algorithms. Therefore, we have
proposed a way to use multiple variables and shown why it is required in a heterogeneous network like IoT.
For detection purposes(testing data) we have used Week 5 Day 1 data of DARPA 99 as it contains a TCP SYN
attack initiated once for a duration of 6 min 51 s and for ICMP Week 4 Day 1 data of DARPA 99 is used it
has 2 attacks for 1s each. The algorithm is able to identify these attacks correctly.
1. Introduction

Internet of things or in short IoT is a network of interconnected en-
tities such as computing devices, mechanical machines, digital gadgets
etc. These entities work with each other by either collecting or produc-
ing some data or by processing some data in order to provide a smart
adaptable environment for the users. In smart home environments, all
the home appliances communicate with each other to provide better
living experience for e.g. a thermostat can inform the air conditioner
to regulate the room’s temperature. There are many such use cases of
IoT networks such as smart traffic systems, smart security networks etc.
It is estimated that there will be more than 21 billion IoT devices by
2025. We will be using apps to control the LEDs, door locks and other
home appliances in our houses. Our cars will be able to communicate
with each other to avoid road accidents. Cities will have a huge network
of interconnected security cameras, alert systems etc.

But with this level of connectivity comes a great risk of security.
Devices connected to an IoT network are very prone to cyberattacks.
Therefore, there is a need to develop security mechanisms, attack
detection systems, attack mitigation systems, secure IoT devices and
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connections etc. in order to make next generation IoT networks more
secure and reliable. Many researchers have proposed such attack de-
tection and mitigation techniques working at different layers of the
network architecture and preventing the systems from various cyber
attacks. A cyberattack over a network creates anomalous behaviour in
the network traffic which means the flow of packets is different than
usual and this fact can be exploited to detect attacks using various
anomaly detection algorithms. Many anomaly detection techniques
based on artificial intelligence, neural networks, statistics etc. have
been used and these techniques have shown promising results against
many attacks such as phishing attacks, DDoS attacks, sinkhole attacks
etc. In this work we will propose a similar but efficient anomaly
detection technique to prevent DDoS (Distributed Denial of Service)
attacks in fog-empowered IoT networks.

In the past, many researchers have proposed various DDoS detection
and mitigation techniques [1–4]. Machine learning algorithms and Arti-
ficial neural networks are very popular and useful choices for detecting
such protocol based attacks in wireless networks. In [5], Wang et al.
used a semi supervised clustering algorithm to detect DDoS attacks. In
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this method, 3 features are selected by analysing the characteristics of
the attack to form a detection feature vector. Then a multi-feature based
constrained k-means algorithm is used which improves the convergence
speed and the accuracy of the detection mechanism. In [6], Sumathi
et al. proposed a DDoS detection mechanism using neural networks.
Their model evaluates the network traffic using a deep learning classi-
fier based on cost minimization strategy for publicly available datasets.
They used detection accuracy, cost per sample, packet loss,average
delay, packet delivery ratio, overhead and throughput as evaluation
metrics for the performance analysis. The proposed algorithm works
really well on the accuracy metrics but use of deep learning based
methods can be computationally heavy for small edge devices. In [7],
Kadri et al. explains a special statistical technique that can be used
to detect DDoS attack based on a metric called CRPS. The paper
demonstrates how CRPS can be used for probabilistic forecasting of
DDoS attack. The paper also demonstrates how it can be used for
real time detection in time series based environments. The proposed
algorithm uses a single variable for detection of DDoS attack which
might not always be a correct method of detecting DDoS attack in such
heterogeneous networks like IoT.

We will try to propose an anomaly detection model based on CRPS
for Fog-empowered networks with an attempt to show the importance
of multiple features and demonstrate how we can use them to detect
anomaly in a given traffic.

IoT works on two layer architecture or a three layer architecture
and is vulnerable to various cyber security attacks. One such attack
is Distributed denial of services(DDoS). DDoS attack is an attempt to
disrupt targeted servers in a malicious way. DDoS attack takes help of
some compromised nodes and floods the targeted server with requests
ultimately leading to the breakdown of the server. At a higher standard,
DDoS attacks clog the destination server with unexpected traffic. DDoS
attacks are a little less complicated than any other cyber Security
attacks. There are 3 categories to DDoS attack (a) Volume based attacks
(b) Protocol attacks (c) Application based attacks. Common types of
DDoS attack include SYN flood attack, UDP attack, ICMP attack etc.

Recently, it has been seen that IoT devices have been a major force
to drive DDoS attacks. This is a threat that has not been diminished.
Security in IoT has been a major talk as it opens up many avenues
for attacks to take place. It is anticipated that around 20.4 million
devices are due to be deployed by 2020, and it is safe to say that
the scale of DDoS attack utilizing this vulnerability could have serious
consequences. So, it is important that researchers work on a security
technology that is well baked from the start. Some further observation
that motivated us to work on DDoS is the use of Multivariate statistical
algorithms in detection of DDoS attack. Considering multiple variables
rather than single variables can bring out some interesting results.

With respect to the interest and motivation presented earlier our
aim with this project is to propose an anomaly detection Model for
fog empowered networks. With the help of fog nodes present in the
network we can detect anomalies locally. It also eases the task of
detecting the malicious node for future research works. We will discuss
more about this in further sections. We want to use statistics based
algorithms for the purpose of anomaly detection(DDoS Detection).
These algorithms are usually used for time series based datasets where
packets tend to possess a trend in their incoming pattern. In a statistics
based algorithm, to detect the DOS and DDOS attacks, every new
traffic network measure is compared to the reference attack free traffic
distribution. In simple words trends are analysed and on the basis of
the trends detected anomalies are spotted.

In most of the recent works, usually one feature for example :
number of data packets per unit time, is used for the detection of DDoS
attacks for time series based datasets. Our aim is to use more than
one parameter by analysing the dataset which will help in detection
of anomalies. The IoT traffic is heterogeneous in nature so using one
feature may not be a correct criteria always for judging the anomaly.
2

Therefore, in further sections we will discuss the valuable parameters
that can be extracted from the dataset and how we can detect anoma-
lies by implementing statistics based algorithms. Our algorithm uses
dimensionality reduction which will be used for extracting important
information from features generated and the algorithm is based on
Continuous ranked probability score(CRPS) score. CRPS is used in
probabilistic forecasting. We will be using python for implementing the
algorithm on a dataset and present the output.

The primary contributions of this paper are:

1. Proposed a model for anomaly detection of protocol based at-
tacks.

2. Highlighting the importance of 3 layer architecture in IoT based
networks.

3. Mentioned the importance of multiple features while detecting
anomalies in IoT traffic and how it can be incorporated in the
CRPS metric using dimensionality reduction techniques.

The rest of the paper is organized as follows. In Section 2, the
detailed analysis of the concepts used is written. Section 3 explains the
component wise working of the proposed anomaly detection model. In
Section 4, the evaluation results are discussed with the help of obtained
graphs and findings. Section 5 concludes the work by mentioning the
key achievements and scope for future works.

2. Detailed analysis

Recently, the source code of a famous mirai malware was released,
According to the experts the malware scans the web for IoT devices
that have not been secured properly and infect them, as it is easier to
hack them. After the devices have been compromised they are used
as a part of a botnet that is directed to launch DDoS attacks with
malicious intention. All the IoT devices at a global stores its information
in the cloud, compromising the IoT devices means hackers can cause
discrepancy in the information stored in the cloud which might cause
a loss of large information. The problem is that the experts believe that
the cyber security attacks on IoT are nowhere stopping here. With lack
of security the attacks will increase in a vast number.

Being one of the hottest technologies in recent times, IoT should
come with a great responsibility of security. Although it has numerous
benefits, these devices are easily hacked which gives it a negative image
in the market. IoT should be using new hardware and software which
are being generated daily, eradicating the old technologies.

The main challenge with this technology is to detect anomalies in
real time and check if the system is affected or not as early as possible
since the system is monitoring multiple devices at all times [8,9]. Fur-
ther examples of Security can be home security, autonomous vehicles
security, data management using autonomous systems etc.

2.1. Advantages of fog computing

As discussed in Section 1, Fog Computing includes a 3-layered
network architecture where the topmost layer is cloud layer which
consists of centralized huge data centres and servers, middle layer is
called fog layer where small local servers are present really close to
the bottom most layer of sensory nodes to support low latency real time
processing. Nodes in the fog layer are called fog nodes. These fog nodes
receive data from a small environment and process that data to send
desired results with very low propagation time delay. After sending the
required response back, the data can then be sent to the cloud servers
for further processing and analysis. Usually a group of smart homes or
a small network of roads or a production line in a factory can have its
own fog server node to collect and process data coming from a bunch of
sensory nodes such as cameras, thermostats, pressure gauges etc. [10].

Apart from providing low latency, real-time data processing and
distributed network of processing units, addition of fog layer also
provides security benefits. Because the data traffic coming from the

sensory nodes passes through the fog nodes first, many security checks
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can be performed to prevent anomalous data or traffic from reaching
cloud servers. This mechanism helps in avoiding cyber attacks like DoS
or DDoS attacks to a great extent by alarming the network whenever a
node tries to flood the server by sending a large amount of packets (SYN
packets or Echo reply packets) in a very short amount of time [11].
On getting the alarm, traffic coming from a particular local network
under the connection the fog node which raised the alarm can be
dumped or blocked to keep the servers safe. The sensors also known
as edge nodes are not very secure because of their simple design and
application which makes them vulnerable to a lot of cyber attacks.
Cyber criminals use these kinds of compromised nodes as bots to launch
various kinds of distributed attacks usually on single points of failures
in the networks. But the non-centralized nature of the fog empowered
networks prevents these edge nodes from getting exposed in the public
network and therefore improves security of the network [12].

2.2. Anomaly detection

Anomaly detection can be defined as the process of identifying
abnormal or unexpected patterns within a dataset. Abnormal or un-
expected patterns are basically just data points which differ from the
normal trend of the dataset as a whole. For e.g. in water transportation
pipelines, a particular range of pressure is important to be maintained
and anything above or below that range can cause critical situations.
In this case if the pressure shoots very high suddenly or maybe falls
unexpectedly then it can be considered as an abnormal behaviour
or an anomaly as compared to a normal scenario. These kinds of
anomalies are introduced in the system either by accident or by human
mistake. But there are also some cases where this is done by someone
intentionally. For e.g. in cyber attacks, an attacker tries to compromise
a node or some part of a network which creates anomalous behaviour
in network traffic or communication.

As it can be inferred from the above mentioned examples that an
anomaly is generally not desired. It is a rare situation but it can still
lead to critical scenarios. So there is a need for anomaly detection
mechanisms which can detect these abnormal behaviours in the system
and warn the concerned authorities to take necessary actions. [13–15]
Researchers have proposed many effective anomaly detection tech-
niques based on machine learning, neural networks, statistical analysis
etc. These anomaly detection algorithms usually train on unsupervised
datasets and try to find the pattern or we can say distribution of the
normal trend then any new data point is compared to this pattern that
the algorithm has extracted out. If the new data fits in the trend and
follows the similar distribution then the algorithm classifies it as normal
data otherwise it is classified as an anomaly. The comparison of the
data point to the distribution can be based on various metrics [16].
One such metric is called continuous ranked probability score (CRPS)
which is used for probabilistic forecasting. We will discuss this metric
in detail in next section.

3. Proposed approach

In this work, we are proposing a 3-step anomaly detection frame-
work to detect DDoS attacks in fog networks. Fig. 1 shows the steps
involved in the process starting from gathering data from the network
traffic to finally detecting the attack. In our approach, we are using
a statistical algorithm which works on features extracted from the
incoming traffic. These features are first passed in a PCA component
before putting the values in the algorithm. This is done because the
algorithm used is single variate.

First step of the process is called the data preprocessing step where
packets are bundled into time bound windows and then features like
number of packets, average time between the packets, number of
source IPs etc. can be extracted depending on the network state and
requirements. Second step is a Principal Component Analysis(PCA) step
where these features are transformed into principal components and the
3

component with the maximum variance along its axis is selected as the
main variable to be passed onto the next step.

The final step is the detection of anomalies present in the dataset.
This step uses a statistical metric called CRPS which is used to calculate
the difference in the distribution of testing data and training data. This
difference can indicate the measure of anomaly in the network traffic,

3.1. Data preprocessing

The proposed mechanism deals with time series data which means
real-time sequential flow of packets moving from a few source ip
addresses to some other destination ip addresses in a network. When
these packets pass through the monitoring fog nodes, traffic infor-
mation is gathered usually for network analysis, security check-ups,
traffic behaviour monitoring etc. In our proposed architecture, packet
information such as time-stamp, source IP, destination IP, type, packet
length etc. is collected. These packets i.e the collected data entries,
are then bundled in the groups or we can say windows of 60 s each
based on the time-stamps. This is called the Data-Aggregation step. The
window size can be changed depending on the network traffic.

This time window is nothing but a hyper-parameter which can be
tuned as per the need of the setup in which the algorithm is being
tested. But, this tuning needs to be done keeping a few things in mind
like the frequency of packets and average amount of packets getting
transmitted in the attack free environment before allowing real world
data that might allow an attack because if the average data load is
high or we can call the throughput of the network is usually high and
time window is too small, then it might become too sensitive to the
normal increase in the number of packets. Similarly if the throughput
is low and the time window is too large then it might miss the sudden
impulses or increase in packet frequency which might be a part of a
distributed attack.

In developing anomaly detection mechanisms for issues like DDoS
attacks, extracting valuable features from the network or the traffic
that can be exploited to detect suspicious behaviour of edge nodes or
unexpected incoming network traffic is a challenging task. In most of
the recently proposed time-series based DDoS detection mechanisms,
the number of packets passing through the monitoring point within
a fixed time limit or a time window, is used as a feature to detect
attacks like TCP-SYN attacks or smurf attacks etc. This can give a rough
idea about the network traffic and its behaviour but this feature is
not sufficient enough to detect all the hidden patterns in the data.
There can be many cases where the packet flow per time window is
not exceptionally high but there are a few nodes which are consuming
abnormal amount of energy from the network or if in case of DDoS
attacks particularly, there can be few instances where some amount
of packets were transmitted from a bunch of source node to a target
destination node in a very short amount of time or even almost at
the same time. Now this amount of packet flow can be detected as
slightly anomalous if the total packet count within the time window
is significantly large otherwise it will be considered as normal traffic.
Whereas these impulses of packets from a group of different networks
can accumulate and flood the target node.

Therefore, anomaly detection mechanisms based on multiple vari-
ables are more reliable and accurate. In this work, Along with the
number of packets passing in the network within a time window,
which is a common feature used by many researchers, the average
time between the subsequent packers within the time window is used
as an another parameter to tackle the above discussed issue of many
nodes flooding the target by sending very high frequency of packets in
a very short period of time. This another feature is important because
this provides a new perspective to the situation. Suppose there is a
window of say 60 s, in one case there are 100 packets passing through
the network within these 60 s and the flow of packets is uniformly
distributed throughout this time window, and in second case, there are
no packets within first 30 s and then suddenly there are 100 packets
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Fig. 1. The Proposed Architecture.
Fig. 2. Difference in the average time between the packets given the number of packets
is same.

within 1 s, from 30th to the 31st second and then again no packets till
60th second. Both these cases are showing a very different behaviour
though the number of packets is the same. The only difference is the
average time between the packets that can project that the flow in the
second case is anomalous (see Fig. 2).

The calculation of both the above discussed features for every time
window is performed in the Feature Extraction step which also con-
cludes the Data Preprocessing. After that a trend based on the combined
effect of the extracted features is calculated in the dimensionality
reduction component which uses principal component analysis or PCA.
We have discussed more about this in the next section.

3.2. Principal component analysis

Dimensionality reduction includes transformation of data from
higher dimension to a lower dimension where the lower dimension
features extract useful information from the original data. In our case
we required dimensionality reduction because there was a need to
transform multi-dimensional feature data to a single dimensional data
as CRPS accepts data with single feature. This way we combine the
effect of multiple features and the most relevant information out of all
the features is passed to the statistical algorithm. PCA was a perfect fit
for our algorithm because it tries to extract information on the basis
of maximum variance as the basis [17]. Selecting information on the
basis of maximum variance will help us to extract varying information
while ignoring the information not required.

As discussed , we are using two variables for our algorithm. We have
used PCA to convert the two variables into a single variable to meet
our requirements. Time series based anomaly detection algorithms
usually consider a single variable but using PCA we can produce a
single variable which is a combination of variations along different
metrics which can obviously be considered a better choice for anomaly
detection considering the fact that the IoT traffic is heterogeneous in
nature.

There are certain conditions that have to be met to apply PCA. So
it is very important to show the correlation between different variables
that we have considered in the previous section. We will be using
graphical results to explain the correlation in the Evaluation section.
4

3.3. Continuous ranked probability score

CRPS or continuous rank probability score is a statistical metric
which is commonly used in probabilistic forecasting models. In our
work, we have selected this metric because CRPS can be used to
quantify the dissimilarity between a new observation and the attack
free traffic distribution [18].

This makes CRPS a better suited algorithm for real time detection
as compared to other similar metrics like KL divergence or even X2(chi
square) which requires the whole data beforehand to compute distri-
butions of training and testing data [13]. At the time of testing, the
difference between the CRPS values of the incoming data points and
the attack free normal data can identify the abnormal behaviour of the
network traffic [7].

Let X be the random variable. Let F be the cumulative distribution
function (CDF) of X, such as 𝐹 (𝑦) = 𝑃 [𝑋 ≤ 𝑦]. Let x be the observation,
and F the CDF associated with an empirical probabilistic forecast. The
CRPS between x and F is defined as Eq. Eq. (1) in Algorithm 1, where
1(𝑥) is the Heaviside step function and denotes a step function along
the real line that attains, first, the value of 1 if the real argument is
positive or zero, and second, the value of 0 otherwise.

The CRPS is expressed in the same unit as the observed variable.
Eq. Eq. (1) represents the measure of the difference between the
underlying distribution of the given attack free data and the incoming
observation data. For our case we know that the attack free data is
normally distributed. Now, when we substitute the function F as a
normal distribution we get Eq. Eq. (2). Therefore, Eq. Eq. (2) is just
an extension of Eq. Eq. (1).

To enhance the detection efficiency of CRPS we apply Exponential
smoothing to it (CRPS-ES). This is done for the inclusion of previous
and current information in the decision process which helps it in
uncovering even small anomalies and makes the statistic less sensitive
towards noise.

Usually the distribution of data is assumed to be gaussian but here
we try to figure out a more realistic distribution for the data using
the Kernel Density Estimation (KDE) [19]. CRPS-ES considers a non-
parametric decision threshold which is computed by analysing the
flow of the underlying distribution. The major plus point of CRPS-ES
metric is that it considers the past data in the detection which makes
it sensitive to apparent attacks. [20] It is more suitable for real time
detection as the new traffic that might contain anomalies is compared
to the attack free traffic (see Fig. 3).

4. Evaluation

We have used a very popular dataset used for Wireless Sensor
Networks to test our algorithm which is DARPA99 dataset. It is an
anomaly detection evaluation dataset generated in 1999 by Lincoln
Laboratory at MIT.

This dataset consists of data packets passing through a network
over a period of 5 weeks. The first 3 weeks are a part of the training
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Fig. 3. Flowchart for Anomaly Detection.

dataset with various labelled information and many different types of
evaluations and observations most of which are out of the scope of this
work. The last 2 weeks are for testing where the many cyber attacks like
TCP-SYN, ICMP etc. were launched on the network under observation.

Wireshark is a tool used for analysing data packets sent from one IP
address to another. We have used Wireshark to extract out important
information from the DARPA 99 dataset and use it for our experiment
purpose.

As depicted in above snapshot packets in DARPA 99 contain a
timestamp, Source IP, destination IP, Protocol used, Length of the
message and some information about. For a particular type of attack
the packets with the same type of protocol used are filtered out. For
e.g. For, TCP SYN attack packets with TCP protocol are filtered out.
Wireshark provides an inline command facility to filter out packets.

Here for our experiment we have used Week 1 Day 1 as an attack
free traffic as there is no attack on Day 1 Week 1. For detection
purposes(testing data) we have used Week 5 Day 1 as it contains a TCP
SYN attack initiated once for a duration of 6 min 51 s and for ICMP
Week 4 Day 1 is used it has 2 attacks for 1s each (see Figs. 4–16).

4.1. Observations for training data for TCP-SYN attack

See Figs. 4–7.

4.2. Results for testing data for TCP-SYN attack

See Figs. 8–10.
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Algorithm 1: Training Algorithm
1: In this phase we will have a preprocessed data with PCA applied

to it. We will use the CRPS metric on this data. CRPS is helpful in
quantifying the deviations from attack free data which help us in
detecting anomalies. For a observation x, the CRPS value is
calculated as

𝐶𝑅𝑃𝑆(𝐹 , 𝑥) = ∫

∞

−∞
(𝐹 (𝑦) − 1(𝑦 ≥ 𝑥))2𝑑𝑦 (1)

where 1(y ≥ x) :

1(𝑥) =

{

0 𝑥 < 0
1 𝑥 ≥ 0

(2)

It should be noted that when the traffic is attack free its
distribution is gaussian. So, the CRPS for function F as gaussian
will be :

𝐶𝑅𝑃𝑆(𝑁(𝜇, 𝜎2), 𝑥) = 𝜎[𝑥 − 𝜎
𝜎

(2𝜙(𝑥 − 𝜎
𝜎

)−1)+2𝜙(𝑥 − 𝜎
𝜎

)−1∕
√

𝜋] (3)

2: Now the exponential smoothing is applied. This is done for the
inclusion of previous and current information in the decision
process which helps it in uncovering even small anomalies and
makes the statistic less sensitive towards noise. The mathematical
formula is calculated as

𝑧𝐶𝑅𝑃𝑆
𝑡 = 𝜈𝑑𝑡 + (1 − 𝜈)𝑧𝐶𝑅𝑃𝑆

𝑡−1 (4)

Where, 𝑧𝑡 is the calculated value of the current data point, 𝑧𝑡−1 is
the calculated value of previous data , 𝑑𝑡 is the observation of the
current data point and 𝜈 is the forgetting parameter.

3: At this step, we have the calculated CRPS-ES values for the
training data. Now, a non-parametric threshold (th) value needs
to be calculated to detect the anomalies in the testing phase. This
threshold should be able to accurately justify the results i.e. if a
value is crossing the threshold, it must differ from the underlying
distribution of the training CRPS-ES statistic. This distribution is
calculated using Kernel Density Estimation. The threshold is
calculated as the (1 − 𝛼)th quantile of the calculated distribution.

Algorithm 2: Testing Algorithm
1: In this phase we will have a preprocessed data with PCA applied

to it similar to the training phase. CRPS is applied similar to the
training phase.

2: Then Exponential smoothing is applied and CRPS_ES value is
obtained.

3: The output of step 2 is compared to the threshold obtained from
the training phase.

4: if CRPS_ES > th then
5: Anomaly Present
6: else
7: Normal Traffic
8: end if

4.3. Observations for training data for ICMP attack

See Figs. 11–13.

4.4. Results for testing data for ICMP attack
See Figs. 14–16.
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Fig. 4. First Feature: the number of packets passing through the network per 75 s
window. Here, x-axis: the index of windows and y-axis: the first feature values.

Fig. 5. Second Feature: an inverse function of average time between the packets within
the 75 s window. Here, x-axis: the index of windows and y-axis: the second feature
values.

Fig. 6. CRPS-ES values for training data after applying PCA. Here, x-axis: the index of
windows and y-axis: the CRPS-ES values.

5. Conclusion

We were able to detect all the TCP-SYN and ICMP attacks present in
the dataset used using fast statistical algorithms as compared to deep
learning mechanisms which are computationally very expensive and
are not feasible for edge and fog nodes. Other protocol based attacks
include UDP attacks. This algorithm can work on most of the protocol
based attacks. The common idea behind all protocol based attacks
6

Fig. 7. Distribution of the CRPS-ES calculated using KDE.

Fig. 8. First Feature: the number of packets passing through the network per 75 s
window. Here, x-axis: the index of windows and y-axis: the first feature values.

Fig. 9. Second Feature: an inverse function of average time between the packets within
the 75 s window. Here, x-axis: the index of windows and y-axis: the second feature
values.

remains the same, that is analysing the incoming traffic based on some
window size, reducing its dimensions and applying the CRPS-ES metric.
We were also able to show the importance of fog computing in the
anomaly detection frameworks as it provides local monitoring of the
network traffic which can help us in detection of various attacks at the
lowest level. Our aim here was to highlight the importance of multiple
features. in time series based algorithms. We have demonstrated why



Ad Hoc Networks 121 (2021) 102603D.K. Sharma et al.
Fig. 10. CRPS-ES values for training data after applying PCA. Here, x-axis: the index
of windows and y-axis: the CRPS-ES values. The orange line represents the threshold
CRPS-ES value (th = 1.97, (1−𝛼) = 0.99). The peaks in the figure are the attack points
with CRPS-ES values > th. It can be observed in the figure that all the attacks are
successfully detected by the proposed algorithm.

Fig. 11. First Feature: the number of packets passing through the network per 75 s
window. Here, x-axis: the index of windows and y-axis: the first feature values.

Fig. 12. Second Feature: an inverse function of average time between the packets
within the 75 s window. Here, x-axis: the index of windows and y-axis: the second
feature values.

we should use multiple features and how we can extract multiple
features from the network. Use of multiple features plays an important
role in detecting hidden attacks and exposing various unknown trends
present in the data.
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Fig. 13. CRPS-ES values for training data after applying PCA. Here, x-axis: the index
of windows and y-axis: the CRPS-ES values.

Fig. 14. First Feature: the number of packets passing through the network per 75 s
window. Here, x-axis: the index of windows and y-axis: the first feature values.

Fig. 15. Second Feature: an inverse function of average time between the packets
within the 75 s window. Here, x-axis: the index of windows and y-axis: the second
feature values.

But, CRPS is a single variable algorithm which is a negative point
of the algorithm, though there exists a multi variable CRPS statistical
method but it is not very easy to implement. Therefore , an approach
was devised to incorporate multiple variables in the CRPS algorithm by
using dimensionality reduction technique. But this leads to some loss
of information as well which is a shortcoming of the model as there is a
limit on the number of features that can be reduced to a single variable.



Ad Hoc Networks 121 (2021) 102603D.K. Sharma et al.
Fig. 16. Here, x-axis: the index of windows and y-axis: the CRPS-ES values. The orange
line represents the threshold CRPS-ES value (th = 10.62, (1 − 𝛼) = 0.99). The peaks in
the figure are the attack points with CRPS-ES values > th. It can be observed in the
figure that all the attacks are successfully detected by the proposed algorithm.

In terms of objective comparative studies, previous models were
also suitable as researchers were able to detect obvious attacks present
in the data but if we consider niche situations and scenarios then it
is clearly visible through the observations and results that our model
is capturing more information from the network traffic and is more
robust.

Our approach is modular as well because hyper-parameters can be
tweaked and various set of features can be used depending on the use
case and state of the network.

In future works, this architecture can be made more accurate and
useful by,

1. Including more network parameters such as energy consump-
tion, number of source IPs etc., as features in the anomaly
detection model.

2. Using multivariate CRPS components because this can increase
the capability of extracting network features and using them in
analysing the data trends by manifolds.

3. Identification of the malicious nodes present in the network. In
this work we have detected the anomaly present in the data but
finding the source of the anomaly data is still a very challenging
task that we would like to tackle in our future works.

4. Exploring the capabilities of Fog computing and figuring out
how we can leverage it to enhance the efficiency of our model
to the maximum.
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