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A B S T R A C T   

This paper presents a stochastic expansion planning framework to determine the installation time, location, and 
capacity of battery energy storage systems in the distribution networks with considerable penetration of 
photovoltaic generation and data centers. The presented framework aims to minimize the capital cost of the 
battery energy storage and the operation cost of the distribution network while ensuring the security of energy 
supply for the data centers that serve end-users in the data network as well as the reliability requirements of the 
distribution network. The proposed stochastic framework captures the interactions between the distribution 
network and data center operators considering limited shared information among these entities. Benders 
decomposition is used to capture the interactions between these autonomous operators in the electricity and data 
networks. The uncertainties associated with the electric demand, data center workload, solar PV generation, and 
the availability of the distribution branches are captured using Monte Carlo simulation. The representative 
scenarios are selected using a dissimilarity-based sparse subset selection algorithm. To evaluate the effectiveness 
of the proposed framework, numerical results are presented for a modified IEEE-34 bus distribution network with 
data centers and PV generation units.   

1. Introduction 

The significant annual increase in data center energy consumption 
impacts the long-term security and reliability of the distribution net-
works. The data center energy consumption that accounted for 1.8% of 
the US energy consumption in 2014, is increased by 4% annually in 
2014–2020 [1]. The annual growth rate of the data center market is 
anticipated to be 8.5% in 2020–2027 [2]. The global concerns about 
greenhouse gas generation are shifting the electricity generation port-
folio toward variable and uncertain renewable energy resources. Coor-
dinated with such transitions and to mitigate the carbon footprints of 
data centers, considerable research efforts are dedicated to serving the 
data center electric demand with clean and renewable energy resources. 
Such efforts address the challenges associated with the variability and 
uncertainty in data center demand and renewable generation resources. 
The uncertainty in renewable generation resources would lead to 

voltage fluctuations and violations in the distribution feeders. Moreover, 
the renewable power injection could alter the direction of power flow in 
distribution feeders and cause protection system failures. The variability 
and uncertainty in the data center demand stemming from serving the 
end users’ requests and workloads in the data network, could result in 
excessive voltage fluctuations and voltage drops in the distribution 
feeders. Therefore, coordination between the uncertain distributed en-
ergy supply and variable demand could help to improve the long-term 
operation of the distribution networks with such resources. 

Battery energy storage (BES) offers several benefits to the distribu-
tion network including reducing the peak load at the main distribution 
feeder, mitigating the renewable generation curtailment, and improving 
the reliability and power quality. Considering the sustained growth in 
the data center demand, the long-term expansion planning of BES could 
help to achieve these objectives and postponing the potential feeder 
capacity expansions by balancing the generation and demand effec-
tively. In this context, extensive research works were focused on the 
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expansion planning of BES in distribution networks [3–17]. 
A planning framework for BES in the distribution network was pro-

posed in [3] that captured the uncertainty in wind generation. A prob-
abilistic optimal power flow was performed as a part of the planning 
framework and Tabu search with particle swarm optimization (PSO) 
was utilized as the solution methodology. In [4], optimal sizing and 
placement of BES were determined to minimize the power loss in the 
distribution network; however, the uncertainties in demand and 
renewable generation were not addressed. Here, the problem was 
formulated as a mixed-integer quadratically constrained quadratic 
programming, solved by the D-XEMS13 procedure in MATLAB. The 
authors in [5] proposed an algorithm based on the Benders decompo-
sition to determine the location and capacity of the energy storage units. 
Using network reconfiguration, the proposed algorithm aimed to mini-
mize the investment cost of energy storage, the cost of electricity, 
network loss, feeder overloading, and bus voltage deviations. The power 
flow constraints were approximated by second-order cones and the 
uncertainties in PV generation, price of electricity, and demand were 

considered using scenarios. A technique based on dual optimization was 
proposed in [6] to determine the capacity and location of distributed 
generation and BES units. The proposed technique sought to minimize 
the energy costs, greenhouse gas emissions, and real power losses and 
maintain the supply voltage within the acceptable limits. The proposed 
formulation captured the electric vehicle interconnection and Teaching 
Learning Based Optimization (TLBO) was adopted to solve the formu-
lated problem. A probabilistic method for placement and sizing of en-
ergy storage units in the distribution network was proposed in [7] to 
improve the reliability of the energy supply. The uncertainties in de-
mand and wind generation were considered and the optimal level of 
reliability was determined using load shedding in contingencies. The 
expansion planning of the energy storage in the distribution network 
was addressed in [8] to minimize the installation cost of the energy 
storage, the voltage deviations, network loss, and energy costs. The 
problem was formulated as a nonlinear programming problem and 
solved in two stages. The solution to the first stage problem yielded the 
location and size of the energy storage while the voltage deviation, 

Nomenclature 

Indices and sets 
Ωi Set of candidate buses to install BES unit 
b Index of distribution network branch 
c Index of data center 
ch Index of battery charging mode 
d Index of representative day 
dc Index of battery discharging mode 
e Index of battery energy storage (BES) unit 
f Index of distribution feeder 
g Index of distributed generation 
i, j Index of bus 
l Index of load in the distribution network 
s Index of scenario 
t Index of hour 
v Index of solar photovoltaic unit 
y Index of year 

Variables 
μi,y

e Binary variable for existence of BES unit e at bus i 
πy

e ,πt,d,y
c,s Dual variables 

Et,d,y
e,s Stored energy in the battery storage e 

pt,d,y
b,s Real power flow in the distribution network branch b 

pt,d,y
c,s Real power demand of data center c 

pt,d,y
ch,e,s Real power of BES unit e in charging mode 

pt,d,y
dc,e,s Real power of BES unit e in discharging mode 

pt,d,y
f ,s Purchased real power from the main feeder f 

pt,d,y
g,s Real power dispatch of distributed generation unit g 

pt,d,y
v,s Real power generation of photovoltaic unit v 

qt,d,y
b,s Reactive power flow in the distribution network branch b 

qt,d,y
e,s Reactive power output of BES unit e 

qt,d,y
f ,s Reactive power from the main feeder f 

qt,d,y
g,s Reactive power dispatch of distributed generation unit g 

qt,d,y
v,s Reactive power generation of photovoltaic unit v 

Ut,d,y
i,s Squared voltage at bus i 

wt,d,y
c,s Workload processed by data center c 

Yi,y
e Binary variable representing the installation decision for 

BES unit e on bus i 

Zt,d,y
(.),s Slack variables 

LSt,d,y
l,s Demand curtailment 

Parameters 
δf Minimum power factor for feeder f 
Δt,d,y

s Total workload received from the end-users 
η Annual discount rate 
λg,βg, γg Coefficients in the quadratic cost function of distributed 

generation unit g 
ϕt,d,y

b,s Availability of the distribution network branch b; 1 if a 
branch is available and 0 otherwise 

ρe Operation cost of BES unit e 
ρt,d,y

f ,s Hourly price of energy supplied by the main feeder f 

P̃
t,d,y
v,s Forecasted real power of photovoltaic unit v 

A(.) Bus-unit incidence matrix 
B Bus-branch incidence matrix 
Ce Investment cost of BES unit e 
D(.) Bus-demand incidence matrix 
E0

e Initial stored energy in BES unit e 
Emax

e Maximum stored energy in BES unit e 
Emin

e Minimum stored energy in BES unit e 
Nd Number of days in representative d 
pmax

c Maximum real power consumption of data center c 
pmax

e Maximum real power dispatch of BES unit e 
pt,d,y

l,s Real power load in the distribution network 
prs Probability of scenario s 
qmax

e Maximum reactive power dispatch of BES unit e 
qt,d,y

l,s Reactive power load in the distribution network 
rb
ij Resistance of branch b connecting buses i and j 

T Total number of hours 
Td Total number of representatives 
Ts Total number of scenarios 
Ty Total number of years 
Vmax

i Maximum acceptable bus voltage 
Vmin

i Minimum acceptable bus voltage 
wmax

c Maximum workload in data center c 
xb

ij Reactance of branch b connecting buses i and j 
Smax

b Maximum apparent power of distribution branch b 
EENSmax

y Acceptable annual expected energy not supplied 
VOLL Value of lost load  
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network loss, and energy cost were minimized in the second stage by 
solving an AC power flow problem. An expansion planning of distribu-
tion networks with energy storage systems (ESSs) was formulated as a 
multi-stage mixed-integer linear programming problem (MILP) in [9]. 
The expansion decisions included the installation of ESSs and the 
expansion and replacement of distribution lines, while the operation 
decisions were the scheduling of ESSs and the energy flow at the main 
substation. The formulated planning problem aimed to minimize the 
investment cost, the operation cost of ESS, the cost of the energy pro-
cured from the main substation, the curtailed load, and the annual 
outage penalties. The planning problem considered daily load scenarios 
to perform the economic dispatch and the extreme loading scenarios 
were used to check the network security and reliability of the planning 
decisions. 

A non-parametric chance-constrained optimization was proposed in 
[10] for the expansion planning of ESSs in the distribution network. 
Here, the uncertainties in electric vehicle demands, residential loads, 
and renewable generation were taken into account using discrete 
empirical distributions. The expansion planning of ESS was formulated 
as a MILP problem in [11] where the uncertainties in wind and PV 
generations, the price of electricity at the main distribution feeder, the 
baseload, and the EV demand were represented by scenarios. The 
considered scenarios were selected using the k-means++ clustering 
approach. The expansion planning of distributed generation and BESs to 
maximize the payoff of the distribution network operator was presented 
in [12]. The problem was formulated as a mixed-integer nonlinear 
programming (MINLP) problem and solved using the PSO algorithm. A 
formulation for the expansion planning of BESs in the distribution 
network was presented in [13] to improve the utilization of wind power 
generation while minimizing the BES investment cost and distribution 
network operation cost. The uncertainties associated with the electricity 
demand, wind generation, and availability of micro-turbines were 
considered using scenarios. Chance-constrained programming was used 
to ensure the utilization of wind generation and a differential evolution 
algorithm was used to solve the proposed planning problem. The 
expansion planning of ESSs in a distribution network that leverages 
voltage sensitivity analysis and optimal power flow was presented in 
[14]. The location and capacity of ESSs were determined to prevent 
overvoltage and undervoltage incidents in the distribution network. The 
worst-case realization of the generation and demand profiles were 
considered using the historical data sets. The authors in [15] proposed a 
stochastic approach for the expansion planning of BES in a distribution 
network with conservative voltage reduction. The uncertainties in de-
mand and renewable generation were addressed by developing sce-
narios. A hierarchical framework for locating and sizing the BESs was 
presented in [16]. The objective was to minimize the distribution 
network operation cost while maintaining the nodal voltages within 
acceptable limits. The location of the BESs was determined using voltage 
sensitivity analysis and the capacity of the BES was determined by 
solving a MINLP problem using natural aggregation algorithm. The 
uncertainties in the distributed generation outputs and demand were 
captured using scenarios. A stochastic expansion planning of ESSs and 
distributed generation resources was presented in [17] that captured the 
demand response to maximize social welfare. Here, the expansion 
planning problem was formulated as a MILP problem and the un-
certainties in demand, wind speed, and solar radiation were addressed 
using scenarios. 

The coordination among the energy storage and data center was 
addressed in the literature [18–22]. A day ahead resource planning for 
data centers in grid-connected microgrid with ESSs was addressed in 
[18]. The problem was formulated as a MILP problem to minimize the 
fuel cost and carbon footprint considering the delay-sensitive and delay- 
tolerant workloads in the data network. An algorithm using the Lya-
punov optimization technique was proposed in [19] to balance the 
workloads among data centers with BES and minimize the real-time 
energy costs associated with processing the workloads. The formulated 

stochastic programming problem addressed the uncertainty in the 
electricity prices and received workloads, to allocate the data center 
capacity and manage the battery energy flow. The energy management 
in data centers with energy storage considering carbon footprint offsets 
was discussed in [20]. The objective was to minimize the operation cost 
of the data center while satisfying the total carbon footprint require-
ment. A simulation-based capacity planning approach for energy storage 
in data centers was proposed in [21]. The power supply mix was char-
acterized using the simulation models to quantify the capacity of energy 
storage. The expansion planning of the generation resources including 
the energy storage in the data center was presented in [22]. The pro-
posed problem was formulated as a linear programming (LP) problem 
which minimized the investment and operation costs of the data center 
while satisfying the emission and service availability requirements. 

Distributed algorithms were used to address the energy management 
in data centers [23–25]. Distributed data traffic routing was proposed in 
[23] to improve the energy consumption in the data center while 
avoiding congestion in the data switches. The coordinated energy 
management in co-location data centers was addressed in [24] using the 
alternating direction method of multipliers approach. The objective was 
to minimize the energy consumption and workload curtailment charges 
to ensure the quality of service provided to the servers. The energy 
management of data centers in grid-connected microgrid was addressed 
in [25]. A distributed algorithm was proposed to minimize the operation 
cost including the energy trade with the main grid, local generation cost, 
battery utilization cost, and workload distribution charges. The formu-
lated stochastic programming problem captured the uncertainties in 
workloads, renewable energy resources, and energy prices. 

The physical layout of the distribution network with the data centers 
is shown in Fig. 1. As shown in this figure, the distribution network and 
data centers are operated by two independent entities [22,24,26]. The 
data center operator (DCO) distributes the workloads received from the 
end-users among the data centers. The data centers process the work-
loads by using the electricity supplied by the distribution network. The 
distribution network is operated and managed by the distribution 
network operator (DNO). The decisions made by the DCO on allocating 
the workloads to the data centers will impact their electricity demand. 
The variations in data center demand modify the spatiotemporal de-
mand profile in the distribution network and impact the economics and 
security of the distribution network. Similarly, the decisions made by the 
DNO impact the long-term security and reliability of energy supply to 
the data centers. Such decisions could further affect the efficiency and 
reliability of the services offered by the data centers to the end-users in 
the data network. As the information shared between DNO and DCO is 
limited, lacking coordination among these entities could lead to defi-
ciency in energy supply to data centers and therefore shortage in the 

Fig. 1. Physical and control layouts of the distribution network with 
data centers. 
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workload processing capacity, or increase in the electricity demand in 
the distribution network and eventually violation of the network con-
straints which could lead to demand curtailments. Therefore, effective 
coordination among DCO and DNO benefits the end-users in the data 
network by improving the quality of service provided by the data centers 
and improves the economics and security of the distribution network in 
the long-term operation. The expansion planning of the data center fa-
cilities considering the wind power generation in transmission network 
was addressed in [26]. The proposed algorithm aimed at minimizing the 
investment and operation costs of data centers and data routes. The 
uncertainty in the transmission network assets and the received requests 
are captured using scenarios. The interactions between the independent 
system operator (ISO) and DCO are captured using Benders decompo-
sition and sharing the electricity price. In [27], the BES expansion 
planning in the distribution network with data center was addressed 
ignoring the reliability requirements of the distribution network, the 
operation cost of the BES units, and the uncertainty in the outages of the 
distribution branches. This research extends the earlier work in [27] by 
addressing these shortcomings. 

In this paper, a stochastic framework for the expansion planning of 
BES in a distribution network that serves data centers is presented. The 
presented framework captures the interaction between DNO and DCO. 
As the information sharing among DNO and DCO is limited, the pre-
sented framework leverages Benders decomposition to formulate the 
expansion planning problem for the DNO and the long-term operation 
problem for the DCO. The uncertainties in demand, data center work-
load, the power output of PV generation, and the availability of the 
distribution branches are considered using scenarios. The proposed 
framework determines the expansion plans for BES units while ensuring 
energy security for the data centers and the reliability of the distribution 
network. The contributions of this work are summarized as follows:  

– An expansion planning framework for BES units is proposed to 
determine the location, capacity, and installation time of the BES 
units in the distribution network with PV generation and data 
centers.  

– The interactions among DNO and DCO are captured using the Bender 
decomposition technique to address the limited information shared 
among data center and distribution network operators.  

– The uncertainties in electric demand, data center workload, the 
power output of PV generation units, and the outages of the distri-
bution lines are considered in the long-term planning horizon. A 
dissimilarity-based sparse subset selection (DS3) algorithm is used to 
cluster the hourly data, select the most effective representative data, 
and determine the representative scenarios. 

The paper is organized as follows, the problem formulation and so-
lution methodology are presented in Sections 2 and 3, respectively. DS3 
algorithm is presented in Section 4. A case study using the modified 
IEEE-34 bus distribution network is presented in Section 5. Finally, the 
conclusions are drawn in Section 6. 

2. Problem formulation 

Fig. 2 shows the structure of the proposed stochastic expansion 
planning problem for the BES in distribution networks that captures the 
interactions between the DCO and DNO to solve this problem. As shown 
in this figure, DNO solves the BES expansion planning problem (master 
problem) to determine the location, capacity, and time of BES in-
stallations. Here, the objective is to minimize the installation cost of the 
BES units. Once the initial expansion decisions are determined, DNO 
solves the distribution network operation sub-problem. The objective of 
this sub-problem is to minimize the expected operation cost of the dis-
tribution network while satisfying the network constraints. Here, DNO 
checks for the feasibility and optimality of the expansion decisions 
considering the imposed uncertainties in the long-term operation hori-
zon. If the expansion decisions are not feasible or optimal in the distri-
bution network, the operation signal in the form of a Benders cut is sent 
to the expansion planning problem to revise the expansion decisions. 
Once the expansion decisions are optimal and feasible for the distribu-
tion network, the distribution network reliability is evaluated by solving 
the distribution network reliability evaluation sub-problem. If the 
expansion plans do not satisfy the system reliability, a reliability signal 
(Benders cut) is sent to the expansion planning problem. 

Once the expansion decisions satisfy the reliability constraint in the 
distribution network, the power supplied to the data center is passed to 
the data center feasibility sub-problem solved by the DCO. Similarly, the 
interaction between DNO and DCO is captured using the Benders 
decomposition technique. Here, DCO checks for the feasibility of serving 
the end-users’ stochastic workloads given the energy allocated to the 
data centers by the DNO. If the solution provided by the DNO is infea-
sible in the data center sub-problem and the quality of service cannot be 
guaranteed, a feasibility Benders cut is generated and sent to the dis-
tribution operation sub-problem to change the operational decisions and 
update the allocated energy to the data centers. This process continues 
until the solution provided by the DNO is feasible for the DCO in the data 
network. The problem formulations for the master problem and sub- 
problems are discussed in detail in the following subsections. 

2.1. Expansion planning problem – master problem (MP) 

The master problem is formulated as a MILP problem (1)–(5). The 
objective function is shown in (1). The first term in (1) is the installation 
cost of the BES units which is formulated in (2) considering the annual 
discount rate. The second term in (1) is a positive variable that repre-
sents the total expected distribution network operation cost. The 
auxiliary variable (α) is non-negative as shown in (3). It is assumed that 
only one BES unit is installed at each candidate bus in the planning 
horizon as enforced by (4) and (5). 

min Zlower = IC +α (1)  

Fig. 2. The proposed stochastic framework for the BES expansion planning.  
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s.t. 

IC =
∑Ty

y=1
(1 + η)1− y⋅

(
∑

i∈Ωi

∑

e
Ce⋅

(

Yi,y
e

))

(2)  

α⩾0 (3)  

∑Ty

y=1

∑

e
Yi,y

e ⩽1 ;∀i ∈ Ωi (4)  

μi,y
e − μi,y− 1

e = Yi,y
e ;∀i ∈ Ωi (5)  

The solution to this problem (μ̂i,y
e ) is passed to the distribution network 

operation problem (SP1) presented below. 

2.2. Distribution network operation sub-problem (SP1) 

This sub-problem is formulated as a linear programming (LP) prob-
lem (6)–(35). The objective function in SP1 is presented in (6). The 
distribution operation decisions minimize the expected operation cost of 
BES units, the expected cost of supplying energy from the upstream 
power network through the main distribution feeder, the expected 
operation cost of distributed generation assets, and the expected cost 
associated with the curtailed demand (CU) as shown in the first, second, 
third, and fourth terms of (6), respectively. The fifth term in (6) is the 
penalty associated with the mismatch in the nodal reactive power bal-
ance, where M is a large scalar. The expected operation cost of BES units, 
the expected cost of energy purchased from the main distribution feeder, 
and the expected operation cost of distributed generation units are 
computed by (7), (8), and (9), respectively. In this paper, the quadratic 
cost function in (9) is linearized using the piece-wise linearization 
technique. The expected cost associated with the demand curtailment is 
formulated as shown in (10) where VOLL is the value of lost load. The 
demand curtailment (LSt,d,y

l,s ) is limited by the total demand in the dis-
tribution network as shown in (11). The nodal real and reactive power 
balance equations are shown in (12) and (13), respectively. Here, the 
mismatch between the nodal reactive power generation and demand is 
captured by introducing the slack variables in (13). The mismatch in the 
nodal real power balance is handled by demand curtailment (LSt,d,y

l,s ) in 
(12). Here, it is assumed that the reactive power requirement of the data 
center is compensated by on-site capacitor banks, and therefore, the 
reactive power consumption of the data center is ignored. The slack 
variables are non-negative as presented in (14). 

min S1 = OCe + OCf + OCg + CU

+
∑Ts

s=1

∑Ty

y=1

∑Td

d=1

∑T

t=1
M⋅
(
Zt,d,y

1,s + Zt,d,y
2,s
) (6)  

OCe =
∑Ts

s=1
prs⋅

(
∑Ty

y=1
(1 + η)(1− y)⋅

[
∑Td

d=1
Nd ×

∑T

t=1

∑

e

(
ρe⋅
(

pt,d,y
ch,e,s + pt,d,y

dc,e,s

)) ])
(7)  

OCf =
∑Ts

s=1
prs⋅

(
∑Ty

y=1
(1 + η)(1− y)⋅

[
∑Td

d=1
Nd ×

∑T

t=1

∑

f

(
ρt,d,y

f ,s ⋅pt,d,y
f ,s

)
]) (8)  

OCg =
∑Ts

s=1
prs⋅

(
∑Ty

y=1
(1 + η)(1− y)⋅

[
∑Td

d=1
Nd ×

∑T

t=1

∑

g

(

λg.
(

pt,d,y
g,s

)2
+ βg⋅pt,d,y

g,s + γg

)]) (9)  

CU =
∑Ts

s=1
prs⋅

(
∑Ty

y=1
(1 + η)(1− y)⋅

[
∑Td

d=1
Nd ×

∑T

t=1

∑

l

(
VOLL⋅

(
LSt,d,y

l,s

))
]) (10)  

0⩽LSt,d,y
l,s ⩽pt,d,y

l,s (11)  

Ag⋅pt,d,y
g,s + Av⋅pt,d,y

v,s + Ae⋅
(

pt,d,y
dc,e,s − pt,d,y

ch,e,s

)
+

Af ⋅pt,d,y
f ,b,s = B⋅pt,d,y

b,s + Dl⋅
(

pt,d,y
l,s − LSt,d,y

l,s

)
+ Dc⋅pt,d,y

c,s

(12)  

Ag⋅qt,d,y
g,s + Av⋅qt,d,y

v,s + Ae⋅qt,d,y
e,s + Af ⋅qt,d,y

f ,b,s + Zt,d,y
1,s − Zt,d,y

2,s

= B⋅qt,d,y
b,s + Dl⋅qt,d,y

l,s

(13)  

Zt,d,y
1,s ,Zt,d,y

2,s ⩾0 (14)  

The charging and discharging real power of the BES unit are limited by 
their maximum values as shown in (15) and (16), respectively. The 
charging and discharging modes of the BES unit are mutually exclusive 
as the operation cost of the BES unit is minimized in the objective 
function [28]. The reactive power output of the BES unit is limited by 
(17). The stored energy in the BES unit is limited by the maximum and 
minimum values shown in (18). The start and final stored energy in the 
BES unit are equal to the initial stored energy (E0

e ) as shown in (19). The 
hourly stored energy in the BES unit is constrained by (20) where τch

e and 
τdc

e are the charging and discharging efficiencies, respectively. Here, the 
planning decision of installing BES units (μi,y

e ) is a continuous variable 
that is fixed to the solution obtained from the MP (μ̂i,y

e ) as shown in (21). 

0⩽pt,d,y
ch,e,s⩽μi,y

e ⋅pmax
e (15)  

0⩽pt,d,y
dc,e,s⩽μi,y

e ⋅pmax
e (16)  

− μi,y
e ⋅qmax

e ⩽qt,d,y
e,s ⩽μi,y

e ⋅qmax
e

(17)  

μi,y
e ⋅Emin

e ⩽Et,d,y
e,s ⩽μi,y

e ⋅Emax
e (18)  

E1,t,y
e,s = ET,d,y

e,s = μi,y
e ⋅E0

e (19)  

Et,d,y
e,s = Et− 1,d,y

e,s +

(

τch
e ⋅pt,d,y

ch,e,s −
pt,d,y

dc,e,s

τdc
e

)

(20)  

μi,y
e = μ̂i,y

e : πi,y
e (21)  

The real and reactive power dispatches of the distributed generation 
units are restricted by (22) and (23), respectively. The real power gen-
eration of the PV unit is restricted by the forecasted PV generation as 
shown in (24). The reactive power supply of the PV unit is limited by the 
PV inverters’ capacity as shown in (25). The capacity of the main dis-
tribution feeder is restricted by (26) and (27), considering the minimum 
power factor (δf ) at the upstream network interconnection. The squared 
nodal voltage is constrained by the upper and lower bounds as shown in 
(28). The linearized distribution flow (DistFlow) model is used to 
represent the power flow in the distribution network branch as shown in 
(29) and (30) [29]. Here, the Big-M method is used to address the 
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availability of the distribution branch. The real and reactive power flows 
in a distribution network branch are affected by the availability of the 
branch as shown in (31) and (32), respectively. Once a distribution 
branch is not available, (29) and (30) are relaxed and the real and 
reactive power flow of the branch is equal to zero as enforced by (31) 
and (32). Hexagon approximation [30] is used to enforce the capacity 
limitation of the distribution branch in (33)–(35). The capacity of the 
distribution branch is limited by the maximum apparent power in (36). 
Eq. (36) is a circular constraint with a radius of the maximum apparent 
power (Smax

b ). This quadratic constraint is approximated by an n sided 
convex polygon with (S*

b) calculated as (37). Using hexagon approxi-
mation i.e., n = 6, the circular constraint (36) is replaced with (33)–(35) 
as discussed in [30]. Similar constraints are used to enforce the apparent 
power capacity of the main distribution feeder. 

pmin
g ⩽pt,d,y

g,s ⩽pmax
g (22)  

− qmax
g ⩽qt,d,y

g,s ⩽qmax
g

(23)  

pt,d,y
v,s ⩽P̃

t,d,y
v,s (24)  

− qmax
v ⩽qt,d,y

v,s ⩽qmax
v

(25)  

− pmax
f ⩽pt,d,y

f ,s ⩽pmax
f

(26)  

− tan
(

δf

)
⋅pt,d,y

f ,s ⩽qt,d,y
f ,s ⩽tan

(
δf

)
⋅pt,d,y

f ,s
(27)  

(
Vmin

i

)2⩽Ut,d,y
i,s ⩽

(
Vmax

i

)2 (28)  

Ut,d,y
i,s − Ut,d,y

j,s ⩽2
(

rb
ij⋅p

t,d,y
b,s + xb

ij⋅q
t,d,y
b,s

)

+M⋅
(

1 − ϕt,d,y
b,s

) (29)  

Ut,d,y
i,s − Ut,d,y

j,s ⩾2
(

rb
ij⋅p

t,d,y
b,s + xb

ij⋅q
t,d,y
b,s

)

− M⋅
(

1 − ϕt,d,y
b,s

) (30)  

− M⋅ϕt,d,y
b,s ⩽pt,d,y

b,s ⩽M⋅ϕt,d,y
b,s

(31)  

− M⋅ϕt,d,y
b,s ⩽qt,d,y

b,s ⩽M⋅ϕt,d,y
b,s

(32)  

−
̅̅̅
3

√
⋅
(

pt,d,y
b,s + S*

b

)
⩽qt,d,y

b,s ⩽ −
̅̅̅
3

√
⋅
(

pt,d,y
b,s − S*

b

) (33)  

−

̅̅̅
3

√

2
⋅S*

b⩽qt,d,y
b,s ⩽

̅̅̅
3

√

2
⋅S*

b

(34)  

̅̅̅
3

√
⋅
(

pt,d,y
b,s − S*

b

)
⩽qt,d,y

b,s ⩽
̅̅̅
3

√
⋅
(

pt,d,y
b,s + S*

b

)
(35)  

(
pt,d,y

b,s

)2
+
(

qt,d,y
b,s

)2
⩽
(
Smax

b

)2 (36)  

S*
b = Smax

b ⋅

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
2π
n

)

sin
(

2π
n

)

√
√
√
√
√
√
√

(37)  

Once SP1 is solved, the upper bound of the solution is calculated as in 
(38). If the lower bound (Ẑlower) i.e., the solution to the MP, and the 

upper bound (Ẑupper) satisfy 

⃒
⃒
⃒
⃒
⃒

Ẑupper − Ẑ lower

Ẑupper+Ẑ lower

⃒
⃒
⃒
⃒
⃒
⩾∊

, Benders cut (39) is generated 

and sent to the MP. Otherwise, the distribution network reliability 
evaluation sub-problem (SP2) will be formulated and solved. 

Zupper = ÎC + Ŝ1 (38)  

α⩾Ŝ1 +
∑Ty

y=1

∑

e

∑

i
π̂ i,y

e ⋅
(
μi,y

e − μ̂i,y
e

)
(39)  

2.3. Distribution network reliability evaluation sub-problem (SP2) 

To ensure that the BES expansion decisions satisfy the minimum 
reliability requirements of the distribution network, the distribution 
network reliability evaluation sub-problem is formulated as an LP 
problem. The objective is to minimize the annual demand curtailment 
[31,32]. The objective function (40) is subjected to the constraints (41) 
and (42) and (15)–(35). The reliability evaluation sub-problem is solved 
using the expansion planning decision (μ̂i,y

e ). Here, the power supplied to 
the data centers in (41) is fixed to the solution obtained from the dis-
tribution network operation sub-problem (SP1) i.e., (p̂t,d,y

c,s ). 

min St,d,y
2,s =

∑

l

(

LSt,d,y
l,s

)

(40)  

s.t. 

Ag⋅pt,d,y
g,s + Av⋅pt,d,y

v,s + Ae⋅
(

pt,d,y
dc,e,s − pt,d,y

ch,e,s

)
+

Af ⋅pt,d,y
f ,b,s = B⋅pt,d,y

b,s + Dl⋅
(

pt,d,y
l,s − LSt,d,y

l,s

)
+ Dc⋅p̂t,d,y

c,s

(41)  

Ag⋅qt,d,y
g,s + Av⋅qt,d,y

v,s + Ae⋅qt,d,y
e,s + Af ⋅qt,d,y

f ,b,s

= B⋅qt,d,y
b,s + Dl⋅qt,d,y

l,s

(42)  

After solving the distribution network reliability sub-problem, the 
annual expected energy not supplied (EENS) is calculated using (43). If 
the annual EENS violates (44), the reliability cut (45) is sent to the MP. 
Otherwise, the power supplied to the data center (p̂t,d,y

c,s ) is passed to the 

data center feasibility sub-problem (SP3). Here, π̂ i,y
e is the dual variable 

associated with the expansion decision of the BES units (μi,y
e ) in (21). 

EENSy =
∑Ts

s=1

∑Td

d=1

∑T

t=1
prs⋅Nd⋅Ŝ

t,d,y
2,s (43)  

EENSy⩽EENSmax
y (44)  

∑Ts

s=1

∑Td

d=1

∑T

t=1
prs⋅Nd⋅Ŝ

t,d,y
2,s +

∑

e

∑

i
π̂ i,y

e ⋅
(
μi,y

e − μ̂i,y
e

)
⩽EENSmax

y (45)  

2.4. Data center feasibility sub-problem (SP3) 

The data center feasibility sub-problem (SP3) is formulated as an LP 
problem as shown in (46)–(51). The objective is to minimize the 
mismatch between the total workload collected from the end-users in 
the data network and the workload processed in the data centers as 
shown in (46). The workload in the data network represents the end- 
users’ requests in the form of computing resources including processing, 
memory usage, and storage [33]. Here, the energy-intensive processing 
demand is considered as the workload. Positive slack variables are 
included in (47) to represent the mismatch between the received and 
processed workloads. The power consumed by a data center is associ-
ated with the workload processed as shown in (48). The capacity of a 
data center to process the workloads is limited by (49). Constraint (50) 
enforces the supplied energy to the data center to be equal to the solu-
tion obtained from SP1. The slack variables are non-negative as shown 
in (51). 
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min S3 =
∑Ts

s=1

∑Ty

y=1

∑Td

d=1

∑T

t=1

(
Zt,d,y

3,s + Zt,d,y
4,s
)

(46)  

s.t. 
∑

c
wt,d,y

c,s + Zt,d,y
3,s − Zt,d,y

4,s = Δt,d,y
s (47)  

wt,d,y
c,s ⋅pmax

c = wmax
c ⋅pt,d,y

c,s (48)  

wt,d,y
c,s ⩽wmax

c (49)  

pt,d,y
c,s = p̂t,d,y

c,s : πt,d,y
c,s (50)  

Zt,d,y
3,s , Zt,d,y

4,s ⩾0 (51)  

In case of any mismatch in (46), Benders feasibility cut (52) is formed 
and added to SP1. Once the supplied energy to the data center is suffi-
cient to process the workloads, i.e. Ŝ3 = 0, the process stops. 

(

Ẑ
t,d,y
3,s + Ẑ

t,d,y
4,s

)

+
∑

c
π̂ t,d,y

c,s ⋅

(

pt,d,y
c,s − p̂t,d,y

c,s

)

⩽0 (52)  

3. Solution methodology 

The flowchart of the proposed framework is shown in Fig. 3. The 
algorithm is composed of the following steps:  

Step (a): Solve the MP and determine the lower bound of the solution 
(Ẑlower).  

Step (b): Using the solution of MP (μ̂i,y
e ), solve the distribution network 

operation sub-problem (SP1). Go to step (c).  
Step (c): Calculate the upper bound of the solution Ẑupper using (38).  

Step (d): If 

⃒
⃒
⃒
⃒
⃒

Ẑupper − Ẑ lower

Ẑupper+Ẑ lower

⃒
⃒
⃒
⃒
⃒
⩾∊

, then add the Benders cut (39) to the MP and go 

to step (a). Otherwise, go to step (e).  
Step (e): Solve the distribution network reliability evaluation sub- 

problem (SP2) for the given expansion plan (μ̂i,y
e ), calculate 

the annual EENS using (43), and go to step (f).  
Step (f): If there is any violation in the annual EENS requirement (44), 

add the reliability cut (45) to the MP and go to Step (a). 
Otherwise, go to Step (g).  

Step (g): Solve the data center feasibility sub-problem (SP3) for the 
given p̂t,d,y

c,s obtained from SP1.  

Step (h): If SP3 is feasible for the given p̂t,d,y
c,s , i.e. Ŝ3 = 0, then terminate 

the process. Otherwise, add the Benders feasibility cut (52) to 
SP1 and go to Step (b). 

4. DS3 algorithm 

The uncertainties associated with the hourly demand, hourly elec-
tricity prices of the utility grid, the hourly power generation of the solar 
PV units, the distribution branch outages, and the workloads received by 
the end-users in the data network are considered in this framework. To 
reduce the number of representative days and representative scenarios, 
the DS3 algorithm is used. This algorithm clusters the data points into a 
limited number of subsets. The subset is a set of data points that rep-
resents the original data set effectively. Each subset is formed using a 
dissimilarity metric which is the Euclidean distance among the data 
points [34]. The pairwise distances between the n number of data points 
is used as a measure of dissimilarity as shown by matrix A in (53). 

A =

⎡

⎣
a1,1 a1,2 ⋯ a1,n
⋮ ⋮ ⋱ ⋮

an,1 an,2 ⋯ an,n

⎤

⎦

n×n

(53)  

where each entry aj,k in row j indicates how well the j-th data point in the 
data set represents the k-th data point. Having a small dissimilarity aj,k 

indicates a better representation while having a large dissimilarity 
shows a strong statistical independence between the j-th and k-th data 
points. Matrix X with the size of n × n is defined in (54) to store the 
linear dependence coefficients of all data points. Here, each non-zero 
column k indicates that the k-th data point is a representative. 

X =

⎡

⎢
⎢
⎣

x⊤1
⋮
x⊤n

⎤

⎥
⎥
⎦ =

⎡

⎣
x1,1 x1,2 ⋯ x1,n
⋮ ⋮ ⋱ ⋮

xn,1 xn,2 ⋯ xn,n

⎤

⎦

n×n

(54)  

Each data point can be written as a linear combination of its corre-
sponding representatives (i.e., corresponding non-zero columns). Each 
non-zero entry xj,k ∈ [0,1] is the coefficient of the linear combination 

Fig. 3. The flowchart of the proposed stochastic planning framework.  
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corresponding to the k-th data point that represents the j-th data point. If 
xj,k = 0, the j-th data point is not represented by the k-th data point. 
Matrix X is not only to find the representatives but also to cluster the 
data points according to the representatives. That is, one can assume a 
cluster corresponding to each representative with non-zero column in X. 
To find the optimal representatives that best encode the data points 
corresponding to their clusters while minimizing the number of repre-
sentatives, the DS3 algorithm solves the optimization problem (55), 
(56). 

min
(xj,k)

ζ.
∑n

j
‖ xj‖2 +

∑n

k=1

∑n

j=1
aj,k. xj,k (55)  

s.t. 

∑n

j=1
xj,k = 1, ∀k (56)  

Here, ‖ xj‖2 is the L2-norm of the jth row of matrix X. The objective 
function (55) has two terms. The first term represents the number of 
representative data points used in a linear combination to represent the 
j-th data point. Here, ζ is a regularization hyper-parameter that declines 
the number of representatives if increased. Having a small ζ (i.e., having 
a large number of representatives) would reduce the error in repre-
senting the original data and increase the process burden by handling 
more data samples. The expected distance between the representatives 
and the corresponding data points in the original data set is computed as 
in the second term. If the representatives provide a powerful data 
encoding with a small error, the second term decreases; hence, opti-
mizing the total error in (55). The constraint (56) limits the number of 
data points represented by one representative (i.e., k-th representative). 
This constraint leads to a better dimensionality reduction while 

enhancing the encoding quality when the data points are written as a 
linear combination of representatives. Once the DS3 optimization is 
solved, the non-zero columns of the optimal solution matrix X are 
considered as the representatives that best show the statistical charac-
teristics of the entire data points. 

5. Case study 

The modified IEEE-34 bus distribution network shown in Fig. 4 is 
used to validate the proposed planning approach. The network is 
equipped with 3 distributed generation (DG) units, 4 solar PV generation 
units, and 3 data centers in the distribution network. The capacity of the 
distribution feeder is 4.4 MVA with a minimum power factor of 0.8. The 

Fig. 4. The modified IEEE-34 bus distribution network with data centers and PV generation units.  

Table 1 
Characteristics of distributed generation units.  

Unit Pmax (kW)  Qmax (kVar)  λg ($/kWh2)  βg ($/kWh)  

DG1 300 150 0.00015 0.0025 
DG2 150 75 0.00028 0.038 
DG3 90 45 0.000778 0.00944  

Table 2 
Generation limits of PV units.  

Unit Bus Pmax (kW)  Qmax (kVAR)    

PV1 10 50 25   
PV2 17 300 150   
PV3 21 100 50   
PV4 32 250 125    
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characteristics of DG units and photovoltaic (PV) generation units are 
shown in Tables 1 and 2 respectively. The capacities of the data centers 
on buses B17, B27, and B28 are 100, 150, and 120 kW respectively. The 
characteristics of the BES units are shown in Table 3. Three types of 
Lithium-ion batteries are considered as the potential candidates. The 
characteristics of the BES units are obtained from [35] and their oper-
ation costs are calculated using the formulation in [36]. The charging 
and discharging efficiencies for the BES unit are 90%. As shown in Fig. 4, 
buses B8, B11, B19, B21, B23, B26, and B29 are considered as candidate 
buses to install the BES units. The minimum and the initial stored energy 
of all BES units are 15% and 50% of the maximum energy capacity, 
respectively. 

The time horizon for the expansion planning is 10 years, the annual 
discount rate is 10%, and the annual growth of demand in the distri-
bution network and data network is 5% [27]. The acceptable annual 
EENS is zero, and the convergence tolerance (∊) is 0.01%. The value of 
lost load is 10 $/kWh. In the first year, the solar PV penetration which is 
defined as the ratio of the total PV generation to the total demand in the 
distribution network is 17.21%, and the maximum demand of the data 
center is 20.49% of the peak demand in the distribution network. The 
following cases are considered:  

Case 1 – Expansion planning of the BES units considering the forecasted 
demand, electricity prices, solar PV generation, and workload 
in the data network.  

Case 2 – Expansion planning of the BES units considering the forecasted 
values with contingencies in the distribution network.  

Case 3 – Expansion planning of the BES units with uncertainty in the 
forecasted demand, electricity prices, solar PV generation, 
distribution branch outages, and workload in the data 
network.  

Case 4 – The impact of EENS on the expansion planning of the BES 
units. 

5.1. Case 1 – Expansion planning of the BES units considering the 
forecasted demand, electricity prices, solar PV generation, and workload in 
the data network 

In this case, the distribution network with data centers is considered 
under normal operating conditions with no outages in the system. By 
applying the DS3 algorithm, the original data set which consists of 4 ×

Table 3 
Battery energy storage systems’ characteristics.  

Battery Pmax 

(kW)  
Qmax 

(kVar)  
Emax 

(kWh)  
Ce 

($/kWh)  
ρe 
($/kWh)   

K1 100 60 400 450 0.18  
K2 50 35 200 420 0.17  
K3 25 15 100 380 0.15   

Table 4 
Number of days in each representative day of each year.  

Year Representative Number of Days 

1 R1,1  265  
R2,1  12  
R3,1  88 

2 R1,2  131  
R2,2  82  
R3,2  152 

3 R1,3  265  
R2,3  4  
R3,3  96 

4 R1,4  232  
R2,4  20  
R3,4  113 

5 R1,5  130  
R2,5  234  
R3,5  1 

6 R1,6  136  
R2,6  224  
R3,6  5 

7 R1,7  258  
R2,7  10  
R3,7  97 

8 R1,8  216  
R2.8  11  
R3,8  138 

9 R1,9  147  
R2,9  114  
R3,9  104 

10 R1,10  179  
R2,10  81  
R3,10  105  

Fig. 5. Normalized PV generation for the representative days 1–3 (R1,1, R2,1,

R3,1) in the first year. 

Fig. 6. Total hourly demand in the distribution network and hourly energy 
price in the first representative day of the first year. 
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8760 = 35040 data points are clustered into 3 representative data sub-
sets consisting of 3 × 24 × 4 = 288 data points in each year. Table 4 
shows the representative days and the number of days in each year 
(Rd,y). The normalized PV outputs for the three representative days in 
the first year are shown in Fig. 5. Here, the maximum output for a PV 
unit is determined by multiplying the nominal capacity of each PV unit 
by the normalized PV output. Similarly, the demand profile and the 
hourly energy prices on the first representative day of the first year (R1,1) 
are shown in Fig. 6. The workload in the data network for the first 
representative day of the first year is shown in Fig. 7. 

Table 5 shows the installed BES in Case 1. As shown in this table, the 

expansion planning decision is to install three BES units type K2 with 
total capacity of 600 kWh. The location and installation time of the BES 
units are on buses B23, B26, and B29 in the seventh, third, and fourth 
year, respectively. The installation and operation costs of BES units are 
$163,588.86 and $5,958.50, respectively. The cost of purchased energy 
from the main feeder and the operation cost of distributed generation 
units are $417,642.92 and $340,354.47, respectively. The total planning 
cost for this case is $927,544.75. Fig. 8 shows the upper and lower 
bounds of the solution in each iteration. As shown in this figure, the 
upper and lower bounds of the solution converge as the number of it-
erations increases. The increase in the lower and upper bounds at 116th 
iteration is because of the feasibility cut passed from the data center 
feasibility sub-problem (SP3). 

5.2. Case 2 – Expansion planning of the BES units considering the 
forecasted values with contingencies in the distribution network 

In this case, the impacts of outages in the distribution network on the 
expansion plans of the BES units are addressed. The outages in the 
branches between buses B23-B24, B20-B23, B16-B17, and B25-B26 are 
considered in the representative days of Case 1 as shown in Table 6. The 
expansion plans for the BES units are shown in Table 7. Compared to 

Fig. 7. The total workload in the first representative day of the first year.  

Table 5 
The expansion decision for BES in Case 1.  

Bus Year Storage type 

B23 7 K2 
B26 3 K2 
B29 4 K2  

Fig. 8. The upper and lower bounds of the solution at each iteration in Case 1.  

Table 6 
Outages in the distribution lines.  

Line Year Representatives Hour 

B23-B24 5 R1 13:00 
B20-B23 6 R2 16:00 
B16-B17 7 R3 18:00 
B25-B26 4 R2 12:00  

Table 7 
The expansion decisions for BES in Case 2.  

Bus Year Storage type 

B11 7 K3 
B26 3 K1 
B29 6 K3  

Fig. 9. Power flow in the distribution network. (a) Case 1 (b) Case 2.  

A.H. Alobaidi et al.                                                                                                                                                                                                                             



International Journal of Electrical Power and Energy Systems 133 (2021) 107231

11

Case 1, three BES units are installed with total capacity of 600 kWh 
which is the same in Case 1. However, the location, year, and type of BES 
units are changed because of the branch outages in the distribution 
network. The planning decision is to install one BES unit type K1 at Bus 
B26 in the third year, and two BES unit type K3 at Bus B11 and B29 in the 
seventh and sixth year, respectively. 

The installed BES units will help to serve the demand once the dis-
tribution branches are on outage. The BES unit installed on bus B29 
along with the PV generation at Bus B32 would supply the demand on 
buses B30, B31, and B32 during the outage of branch B20-B23. In Case 1, 
at hour 16:00 in the second representative day of the sixth year, the 
demand on buses B30, B31, and B32 along with the demand on buses 
B23-B34 in the distribution network are supplied by branch B20-B23 
that carries 168.566 kW, and by the distributed generations on bus 
B23 as well as the PV generation units on bus B21 and B32. During the 
same period in Case 2, branch B20-B23 is on outage, and the demand on 
buses B30, B31, and B32 are supplied by the BES unit type K3 on bus B29 
along with PV generation unit on bus B32. 

Furthermore, the outage in the distribution network would lead to 
changes in the workload process by the data centers. Fig. 9a. shows the 
power flow in a section of the distribution network at hour 12:00 on the 
second representative day of the fourth year in Case 1, while Fig. 9b. 
shows the power flow in the same period in Case 2 with branch B25-B26 
on outage. As shown in Fig. 9a, the branch B25-B26 supplies the demand 
in the distribution network on buses B26, B27, and B34 as well as the 
demand of the data center DC2. The total power consumption of data 
center DC2 on bus B27 is 99.76 kW. However, in Fig. 9b, the power 
consumption of DC2 is zero and the workloads are redistributed among 
data centers DC1 and DC3. Here, because of the outage on branch B25- 
B26, the BES unit is installed on Bus B26 to merely serve the electric 
demand on buses B26, B27, and B34; and DC1 and DC3 serve the 
received workloads and increase their demand by 99.76 kW. 

The total installation cost of the BES units is $176,186.68 in this case 
which is higher than that in Case 1 by $12,597.82. The operation cost of 
BES units is increased to $14,816.52. The operation cost of distributed 
generation is increased to $350,307.34 in this case because of the in-
crease in the power dispatch of DG1 and DG3 during the branch outages. 
The cost of the purchased power from the main feeder is reduced to 
$415,336.94. The total cost in this case is $956,647.48 which is 
$29,102.73 higher than that in Case 1. In Case 2, the branch outages lead 
to installing different types of BES units and increase the dispatch of the 
distributed generation units. 

5.3. Case 3 – Expansion planning of the BES units with uncertainty in the 
forecasted demand, electricity prices, solar PV generation, distribution 
branch outages, and workload in data network 

The stochastic solution for the BES expansion planning is presented 
in this case. The uncertainties in the distribution network’s demand, the 
PV generation, electricity prices, the workloads received by the data 
centers, and the outages of the distribution branches are considered. The 
forecast errors of the uncertain parameters are represented by the 
Gaussian probability distribution functions for which the mean values 
are the forecasted data used in Cases 1 and 2, and the standard de-
viations are 3% of the mean values. The mean time to failure (MTTF) 
and the mean time to repair (MTTR) for distribution branches B23-B24, 
B20-B23, B16-B17, and B25-B26 are 38,400 h and 15 h, respectively. 
Monte-Carlo simulation is used to generate 500 scenarios. Here, 8 
matrices each with (500× 87600) data points are generated to represent 
8 uncertain parameters i.e. demand, electricity price, workload for the 

data centers, PV generation, and the outages in four distribution lines in 
10 years. DS3 algorithm [34] is used to reduce the number of scenarios 
to 5 with associated probabilities shown in Table 8. Similarly, for each 
year in each scenario, 3 representative days are clustered using DS3 
algorithm. Fig. 10 shows the number of days in each representative day 
in each year (Rd,y) for each scenario. After applying the DS3 algorithm, 
three representative days for each year are obtained in each scenario. 
Considering 10 years in the planning horizon, 30 representative days are 
considered in each scenario as shown in Fig. 10. Fig. 11 shows the 
normalized PV power generation in each scenario for the first 

Table 8 
Probability of scenarios.  

Scenario 1 2 3 4 5 

Probability (%) 28.2 33.6 34.6 0.4 3.2  

Fig. 10. Number of days in the representative days in each year (Rd,y) for 
each scenario. 

Fig. 11. Normalized PV generation in each scenario for the first representative 
day in the first year (R1,1) in Case 3. 

Table 9 
The expansion decisions for BES in Case 3.  

Bus Year Storage type 

B23 8 K2 
B26 4 K1 
B29 5 K2  
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representative day in the first year (R1,1). 
Table 9 shows the installation plan for the BES units. Compared to 

Case 1, an additional 200 kWh capacity of the BES units is installed. The 
expansion decision is installing one BES unit type K1 on bus B26 in the 
fourth year and two BES units type K2 on bus B29 and B23 in the fifth 
and eighth year, respectively. Compared to Case 1, the installation cost 
of BES units is increased to $214,286.43. Furthermore, the total ex-
pected operation costs of the distributed generation and BES units are 
decreased to $338,424.69 and $3,831.28, respectively. The expected 
cost of the power supplied from the distribution feeder is $428,202.84 
which is $10,559.92 higher than that in Case 1. Table 10 summarizes the 
solution outcomes in all cases. The total expansion and expected oper-
ation cost, in this case, is $984,745.24 which is 6.17% and 2.94% higher 
than the total expansion planning costs in Cases 1 and 2, respectively. 
Fig. 12 shows the mismatch between the total required and served 
workloads by the data centers in each iteration for Cases 1–3. As shown 
in this figure, the mismatch reaches zero after two interactions (itera-
tions) between the DNO and DCO in Cases 1 and 2. The workload 
mismatch in the data centers converges to zero after four interactions 
between the DNO and DCO in Case 3. 

5.4. The impact of EENS on the expansion planning of BES 

In this section, the impact of EENS on the expansion planning of BES 
units is evaluated in Case 3. Here, the acceptable EENS in the first year is 

41.686 MWh which is 1% of the total expected demand in the first year. 
The acceptable EENS increases by 5% annually. Therefore, the accept-
able total EENS for the planning horizon is 524.32 MWh. The value of 
lost load is the same as in previous cases. Table 11 shows the expansion 
plans for the BES units in this case. The expansion planning decision is to 
install 500 kWh BES units, which is 300 kWh lower than the installed 
capacity once the acceptable total EENS is zero. Consequently, the in-
vestment cost for BES units is reduced to $139,983.58 with the total 
EENS of 4063.451 kWh. The penalty associated with the curtailed de-
mand is $15,876.55 and total operation cost is $802,510.48. The total 
expansion planning cost is $958,370.61 which is 2.68% lower than that 
in Case 3 with zero acceptable total EENS. 

The total EENS, the investment cost for the BES units, the total 
operation and planning costs as well as the cost associated with the 
curtailed demand for Case 3 are shown in Table 12 with the changes in 
the VOLL from $10/kWh to $50/kWh. As shown in this table, as the 
VOLL increases, the total EENS is reduced because of the increase in the 
penalty associated with the curtailed demand. Consequently, the oper-
ation cost is reduced. Moreover, the increase in the VOLL will increase 
the installed capacity of the BES units to reduce the total EENS. 
Consequently, the investment cost and the total planning cost are 
increased with the increase in the VOLL. 

6. Conclusion 

A scenario based expansion planning framework is proposed in this 
paper for optimal sizing and locating the BES units in the distribution 
network with data center facilities. The planning algorithm seeks to 
minimize the BES installation cost, the operation cost of the distribution 
network while providing sufficient power supply to the data centers and 
ensuring the reliability of the distribution network. The proposed al-
gorithm captures the interactions between DNO and DCO using Bender 
decomposition technique. Monte Carlo simulation is utilized to generate 
a large number of scenarios based on the probability distribution func-
tions representing the forecast errors in uncertain parameters. DS3 
clustering technique is used to perform scenario reduction and select the 
effective scenarios. The modified IEEE-34 bus distribution network with 
three data centers is used to validate the effectiveness of the proposed 
algorithm. The numerical results show that incorporating the uncer-
tainty in the availability of the distribution lines, electricity demand and 
prices, workloads in the data network, and generation of PV units will 
lead to an increase in the installed BES capacity in the distribution 
network. Moreover, the outages in the distribution branches lead to 
changes in the location and types of the BES units and consequently, 
changes in the expansion planning costs and resource allocation stra-
tegies in data centers to process the received workloads. The impact of 
EENS on the expansion planning decisions is evaluated. It is shown that 
the total expansion planning cost is reduced as the EENS increases. 
Moreover, as the VOLL increases, the total EENS decreases, and the in-
vestment cost and the total planning cost increase. 
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Table 10 
Summary of the planning solutions of all cases.  

# Case 1 Case 2 Case 3 

Total BES capacity (kWh) 600 kWh 600 kWh 800 kWh 
Total investment cost ($) $163,588.86 $176,186.68 $214,286.43 
Total operation cost ($) $763,955.89 $780,460.8 $770,458.81 
Total planning cost ($) $927,544.75 $956,647.48 $984,745.24  

Fig. 12. The mismatch between the required and served workloads by the data 
centers at each iteration in Cases 1–3. 

Table 11 
The expansion decisions in Case 3 with the total acceptable EENS of 524.32 
MWh.  

Bus Year Storage type 

B23 7 K3 
B26 3 K2 
B29 4 K2  

Table 12 
The impact of VOLL on the investment, operation, and total planning costs.  

VOLL 
($/kWh) 

Total 
EENS 
(kWh) 

Investment 
Cost ($) 

Operation 
Cost ($) 

Demand 
Curtailment 
Cost ($) 

Total 
Planning 
Cost ($) 

50 0 214,286 770,458 0 984,745 
40 482 202,775 774,474 7,441 984,691 
30 2390 163,588 788,395 27,650 979,634 
20 2390 163,588 788,395 18,433 970,417 
10 4063 139,983 802,510 15,876 958,370  
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the work reported in this paper. 
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