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a b s t r a c t

Turbine FV is a stability enhancing method used to protect power systems against the loss of
synchronism after extreme contingency events. To avoid unnecessary FV action, smart control schemes
can be used based on real-time instability prediction. In the last decade, several WAMS-based
instability prediction methods have been developed. However, relatively long cumulative latencies
in WAMS structures significantly reduce the efficiency of preventive control and can lead to system
instability. To speed up FV action initiated by smart control scheme, this paper proposes a fast stability
prediction method which is completely different from other methods described in literature. It uses
only local measurements and requires performing simple mathematical operations. The basis of this
method is the prediction of the magnitude of the power-angle characteristic. Just after the fault
clearance, the method allows to predict transient instability and initiate MFV action. Based on the
magnitude of the power-angle characteristic, the steady-state stability margin can be also computed.
When this margin is too small, SFV action can be initiated as well. The validity of the proposed method
has been verified by simulations performed for a large-scale real power system and detailed models
of power system elements.

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Power systems should be capable of meeting consumer de-
and while surviving contingencies without violation of per-

ormance standards related to thermal, voltage, frequency and
tability limits. A contingency is defined as an event which cannot
e predicted in advance, e.g., a short circuit in the network and
ts clearance followed by a loss of a single or several network el-
ments. Dynamic performance of each power system depends on
he severity of the contingency event (Kundur, 1994; Machowski
t al., 2020).
To limit the risk of cascade tripping in the transmission net-

ork and/or power system instability after severe contingencies,
ransmission system operators implement various
vent-based controls and protections referred to as special pro-
ection schemes (NERC, 2013). A review of stability improve-
ent methods can be found in book (Machowski et al., 2020),
rochure (CIGRE, 2007), and papers (Pertl et al., 2017; CIGRE,
018).
Overloads inside a meshed network can be alleviated by gen-

ration rescheduling or by network or busbars splitting. Over-
oads in the transmission network connecting the power plant

∗ Correspondence to: ul. Koszykowa 75, 00-662 Warsaw, Poland.
E-mail address: Sylwester.Robak@pw.edu.pl (S. Robak).
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to other parts of the system can be alleviated by generation
curtailment by partial-load rejection or, in heavy overloads, by
generator tripping (Cong et al., 2016; Robak et al., 2018).

Special protection schemes developed to prevent the loss of
synchronism in power systems after severe contingencies include
generator tripping and fast valving.

Tripping some generating units operating on the same busbar
is very effective in braking the generator rotors losing synchro-
nism after a severe fault in the network (Machowski et al., 2020;
Karady and Gu, 2002). However, generator tripping has some
drawbacks (Kundur, 1994). It causes power imbalance which
must be corrected by automatic generation control or load shed-
ding. For multiunit power plants, when some generating units
are tripped, the remaining units experience high levels of shaft
torque and shaft fatigue. Therefore, the use of generator tripping
is limited to multiunit power plants with small or medium-sized
generating units operating on the same busbar. For power plants
with few but large generating units, the use of generator tripping
is not reasonable, and fast valving is used instead.

Fast valving (FV) assists in maintaining power system tran-
sient stability following a severe fault by reducing the turbine
power (Kundur, 1994; Machowski et al., 2020). It can be per-
formed as momentary fast valving (MFV) or sustained fast valving
(SFV). For MFV, only the intercept valves are closed for an ad-

justable period and then are reopened to restore turbine power
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Abbreviations

AVR Automatic voltage regulator
CCT Critical clearing time
EMF Electromotive force
FV Turbine fast valving
MFV Momentary fast valving
PSS Power system stabilizer
SFV Sustained fast valving
SMIB Single machine-infinite busbar
SPS Special protection scheme
WAMS Wide area measurement system

to its pre-fault value. For SFV, the main control valves are also
partially closed in order to reduce turbine power in the post-
fault state to a required value smaller than in the pre-fault state.
If the required reduction of turbine power by SFV is more than
10%–20%, bypass valving must be also activated and correctly
coordinated with turbine control (Patel et al., 2001).

The speed with which turbine valve reopens during MFV is
imited by the strength of turbine rotor blades (Kundur, 1994;
achowski et al., 2020). Typically, restoration of turbine power

akes several seconds, which is too slow when compared to fast
hanges in electrical real power of the generator. As a result,
FV causes a deep rotor backward swing that can reach the
otoring range of the generator operation (negative electrical

eal power). To prevent such situation and improve damping
f power swings, it is recommended to support MFV by rapid
ontrol of the excitation voltage control by the AVR equipped
ith PSS. The influence of PSS on transient state following MFV

s described in book (Machowski et al., 2020).
Review paper (Patel et al., 2001) describes experiences, bene-

its and problems associated with fast valving applied to various
ypes of fossil-fired and nuclear power plants. Possible adverse
ffects of FV on the turbine and steam generator are described
n book (Kundur, 1994). In view of these adverse effects, the FV
ction should be initiated only where after a given fault the loss of
ynchronism is very likely. For this reason, the method to initiate
V action is of crucial importance.
In standard control circuitry offered by turbine manufacturers,

V action is usually initiated by a power load unbalance logic,
hich is an extension of the logic used to limit overspeed (Kun-
ur, 1994; Prioste et al., 2004; Cai et al., 2017). Unfortunately,
uch simple logic may lead to an unnecessary FV action. To avoid
his, additional SPS should be used that can identify the faults that
ctually require FV action.
The initial types of such SPSs, also in use today, have been

ased on look-up tables and off-line preprogrammed logic based
n multi-variant off-line stability analysis (Machowski et al.,
020). An important disadvantage of this type of SPSs is a lim-
ted possibility of real-time adaptation. However, alternative and
ore advanced smart control schemes are available which utilize

ast instability prediction.
Papers (Wu et al., 2011; Li et al., 2019; Sobbouhi and Vahedi,

021) contain a broad review of various instability prediction
ethods. Recently published papers (Zhou et al., 2019; Lv and
awlak, 2019) describe instability prediction methods based on
eural network and multivariate regression function.
Due to rapid development of wide area measurement systems

WAMS), most of instability prediction methods described in
iterature of the last decade are based on phasor measurement
nits (PMU). Paper (Wang and He, 2019) reports that WAMS-
ased dynamic security assessment and smart control schemes
7705
implemented in real-world power systems have been based on
a single machine so far-infinite busbar (SMIB) equivalent model.
Most of such schemes are basically various modifications of the
instability prediction method originally described in book (Pavella
et al., 2000). The instability prediction method described in this
paper is also based on the SMIB equivalent model, but is different
from other known methods. The proposed method does not use
system trajectory or parameters of simplified equivalent model of
power system for instability prediction, but uses the magnitude
of power-angle characteristic instead. The proposed method has
been verified by computer simulation using a precise model of a
large-scale real-world power system.

2. Motivation

Although there has been a prevailing enthusiasm about smart
control schemes based onWAMS, some recently published papers
report that cumulative latencies in WAMS structures significantly
decrease the control efficiency and, in the case of closed loop
control using phasors from PMUs, can lead to system instabil-
ity (Molina-Cabrera et al., 2021).

All causes and components of latency in WAMS structures are
defined and discussed in detail in report (CIGRE, 2017). Very re-
cently published paper (Molina-Cabrera et al., 2021) presents an
interesting statistical analysis and shows that a significant num-
ber of PMU data arrive to the control scheme after 200–350 ms
and there are outliers with even higher delays. Paper (Zweigle
and Venkatasubramanian, 2016) describes a very sophisticated
WAMS-based control system used to improve transient stability
by generator tripping and estimates that the cumulative latency
in the considered system is about 200 ms.

For SPSs that must decide about initiation of FV operation such
delays are too long. This fact is a strong motivation to develop
a fast instability prediction method and a smart control scheme
based on local measurements only. This paper presents such an
approach.

3. Prediction of instability

After extreme faults, power systems lose their transient sta-
bility during the first swing of the generators closest to the short
circuit. The first-swing instability can be recognized using simple
power system model in which a group of synchronous generators
operating in the power system is represented by the SMIB model.

3.1. SMIB equivalent model

The circuit diagram of the SMIB model is shown in Fig. 1. In
this diagram, X ′

d, E, VG, P,Q are the transient reactance, electro-
motive force, terminal voltage, active and reactive powers of the
equivalent generator, respectively. XT is reactance of the step-up
transformer. The remaining part of the system is represented by
the source of voltage V = const and equivalent reactance XS. The
difference between the phase angles of E and V is referred to as
power angle δ. XG = X ′

d + XT is the equivalent reactance of the
generating unit (generator plus step-up transformer).

The rotor motion of the equivalent generator in the SMIB
model is described by the following differential equation:

M
d∆ω

dt
= Pm − P (1)

where M = TmSn/ωs = 2HSn/ωs is the coefficient of inertia,
∆ω = dδ/dt is the deviation of speed, Pm is the mechanical
power, and P is the electrical power expressed by the following
formula (Machowski et al., 2020):

P =
EV
X

sin δ = Pmax sin δ (2)

where X = XG + XS and Pmax = EV/X is the magnitude of the
power-angle characteristic P(δ) shown in Fig. 1.
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Fig. 1. Illustration of the SMIB model: (a) circuit diagram and (b) power-angle
haracteristic P(δ).

Fig. 2. Acceleration and deceleration areas for two different post-fault states:
(a) for Pc ≥ Pm , (b) for Pc < Pm .

.2. Energy-based stability condition

The system described by Eqs. (1) and (2) is nonlinear, and its
ransient stability depends on the type of the fault, its duration
nd electrical distance from the generator (Machowski et al.,
020).
The first-swing instability can be predicted by using energy-

ased method derived from the direct Lyapunov method and
eferred to as the equal-area method (Machowski et al., 2020;
avella et al., 2000). For the purpose of this paper, the equal-
rea method is illustrated in Fig. 2, which shows the power-angle
haracteristics for three states: 1 — the pre-fault state, 2 — the
ault state, and 3 — the post-fault state. δc is the power angle at
he moment tc of the fault clearance and δs, δu are coordinates of
he post-fault stable and unstable equilibrium points.

Area Aa hatched with the sloping lines is proportional to the
urplus of the kinetic energy released by the fault and is referred
o as the acceleration area. Area Ad hatched with the vertical lines
s referred to as the available deceleration area and represents the
bility of the power system to maintain transient stability. For the
iven pre-fault state and given fault the power system is stable
i.e. synchronism is preserved) if the following condition is met:

d > Aa (3)

n such case, the transient stability margin

A% =
Ad − Aa

Ad
· 100% (4)

s positive. If Ad < Aa, the system is unstable.
The steady-state stability margin is defined in the following

ay:

P% =
Pmax − Pm

Pm
· 100 (5)

When this margin is smaller than the value required by the
ower system performance standard, turbine power must be re-
uced to Pm∞ for which kP% is more than or equal to the required
alue.
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3.3. Real-time calculation of areas Aa and Ad

Assuming that for the post-fault state the magnitude Pm of
the power angle characteristic is known, the coordinates of the
equilibrium points and power angle at the moment of the fault
clearance can be calculated from the following equations:

δs = arcsin(Pm/Pmax) and δu = (π − δs) (6)

δc = arcsin(Pc/Pmax) (7)

The formulas used for calculating areas Aa and Ad vary in
individual cases shown in Fig. 2 as described below.

Case (a) — Fig. 2a
In this case, the acceleration area Aa is proportional to the

surplus of the kinetic energy released by the fault:

Aa =
1
2
M · ∆ω2

c (8)

where ∆ωc is the speed deviation at the moment of fault clear-
ance.

The available deceleration area Ad can be determined as the
integral of the difference in the power-angle characteristic P(δ)
and mechanical power Pm from angle δc to unstable equilibrium
point δu:

Ad =

∫ δu

δc

Pmax sin δ dδ − Pm · (δu − δc) (9)

and hence:

Ad = Pmax(− cos δu + cos δc) − Pm(δu − δc) (10)

where δc and Pc are the power angle and active power at moment
tc.

Case (b) — Fig. 2b
In this case, after the fault is cleared, the rotor is still acceler-

ated and the acceleration area must be increased by:

∆a = Pm(δs − δc) −

∫ δs

δc

Pmax sin δ dδ (11)

The resultant acceleration area is equal to the sum of the
right-hand sides of Eqs. (8) and (11):

Aa =
1
2
M · ∆ω2

c + Pm(δs − δc) − Pmax(cos δc − cos δs) (12)

where δs and δc are given by Eqs. (6) and (7).
In this case, the available deceleration area lies between points

δs and δu = (π − δs):

Ad =

∫ δu

δs

Pmax sin δ dδ − Pm(δu − δs) (13)

Hence, considering that cos δu = − cos δs, the following is
obtained:

Ad = 2Pmax cos δs − Pm(π − 2δs) (14)

4. Real-time identification of Pmax

The above equations indicate that the magnitude of the power-
angle characteristic Pmax is the key parameter. Its identification
soon after the fault clearance enables predicting the instability
of the power system. Obviously, for the purpose of real-time
instability prediction, Pmax cannot be calculated directly from
Eq. (2) because the equivalent reactance X and voltage of the
infinite bus V are not known.

A new method is derived below, which makes it possible to
identify Pmax in real time based on local measurements such as
rotor speed deviation ∆ω, generator terminal voltage VG and
active and reactive generator power P,Q .
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.1. Mathematical background

From Eq. (2), it follows that:

Pmax sin δ)2 = P2 (15)

The rate of change of the active power during power swings
fter the fault clearance is equal to the time derivative:
dP
dt

=
∂P
∂δ

· ∆ω +
∂P
∂E

·
dE
dt

(16)

where:
∂P
∂δ

= Pmax cos δ;
∂P
∂E

=
V
X

sin δ =
P
E

(17)

nsertion of Eqs. (17) into Eq. (16) gives the following:
dP
dt

= Pmax cos δ · ∆ω +
P
E

·
dE
dt

(18)

nd hence:

Pmax cos δ)2 =

[
dP
dt

−
P
E

·
dE
dt

]2

·
1

(∆ω)2
(19)

The sum of the squares of sine and cosine is 1, and therefore,
t follows from the sum of Eqs. (15) and (19) that:

2
max = P2

+

(
dP
dt

−
P
E

·
dE
dt

)2

·
1

(∆ω)2
(20)

At each moment of the transient state, electromotive force
may be calculated based on voltage drop across the transient
enerator reactance (Fig. 1):

= VG +
X ′

dQ
VG

+ j
X ′

dP
VG

and E =
⏐⏐E⏐⏐ (21)

here j is the angular shift by π/2 and VG, P,Q are the terminal
voltage and the active and reactive generator powers, respec-
tively.

Assuming that transient electromotive force does not change
by much and the rate of change is small, Eq. (20) can be simplified
in the following way:

P2
max

∼= P2
+

(
dP
dt

)2

·
1

(∆ω)2
(22)

However, Eq. (22) gives good approximation only for slow
xciters with big time constants (e.g. cascaded DC generators).
or fast exciters with small time constant (e.g. thyristor controlled
ectifiers) Eq. (22) may provide too big value of Pmax. Therefore,
n general case Eq. (20) is recommended.

Mathematical operations in Eqs. (20) and (22) are not feasible
f ∆ω = 0. However, this is not a problem for predicting, because,
oon after the fault clearance, speed deviation is always positive,
ω > 0.

.2. Measurement aspects

From the point of view of instability prediction, the above-
escribed identification of Pmax should start as soon as possible
fter the fault clearance. However, in AC networks, all switch-
ng operations are accompanied by sudden changes in electrical
uantities and fast transients of measured instantaneous val-
es. Hence, the measurement of electrical quantities P,Q , VG

must be performed with digital fast algorithms washing out fast
transients e.g. algorithms based on orthogonal decomposition of
measured signals. Such algorithms and their dynamic properties
are described in book (Rebizant et al., 2011). For this paper and
instability prediction based on local measurements, it is impor-

tant to consider that, after fault clearance, full-cycle finite impulse
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response (FIR) digital algorithms provide accurate values after
one cycle of the fundamental frequency (20 ms for the 50 Hz AC
systems).

Time derivatives dP/dt and dE/dt can be computed using the
forward Euler method:
dP
dt

⏐⏐⏐⏐
i
=

Pi+1 − Pi
ti+1 − ti

and
dE
dt

⏐⏐⏐⏐
i
=

Ei+1 − Ei
ti+1 − ti

(23)

here i denotes the number of the consecutive sampling period.
For example, when sampling frequency in the measuring instru-
ments is 1000 Hz, the sampling period is 1 ms. Values computed
from Eqs. (23) may be smoothed out by a half-cycle low pass
filter. For AC systems with fundamental frequency 50 Hz, this
involves a delay of about 10 ms.

Cumulative delay resulting from the washing out of fast tran-
sients and the smoothing out of the measured values is about
1.5 cycle (i.e. 30 ms for AC systems with fundamental frequency
50 Hz).

5. Smart special protection scheme

The above-described methods of instability prediction and
identification of Pmax can be applied to a smart SPS initiating MFV
and SFV. The operation of the proposed SPS is described by the
flowchart shown in Fig. 3.

Block 1 of this flowchart concerns measurements of the quan-
tities needed for instability prediction and identification of Pmax.

Block 2 collects signals form digital distance protections of
transmission lines connecting the power plant to the remaining
part of the system.

Contemporary distance protections have several zones and
one of them (referred to as the short zone) may be used to detect
3-phase faults close to the busbars of the substation. Such faults
are the most dangerous for transient stability and it is reasonable
to assume that MFV is initiated immediately when a 3-phase fault
is recognized in the short zone. The logical variable m used in the
flowchart distinguishes between states in which MFV has already
been initiated m = 1 and has not been initiated m = 0.

Block 3 is optional and may be activated by the user or not. In
paper (Robak et al., 2020), similar short zones are used to modify
the logic of the breaker failure protection. When the optional
block 3 is not activated or in the case of other faults cleared with
normal or delayed clearing time, MFV is initiated in block 7 after
the instability prediction performed in block 6.

Detection of fault clearance in block 4 may be realized using
the output signals from protection devices and auxiliary contacts
of the circuit breaker. Additionally, the initiation procedure may
be augmented by recognizing a sudden change in reactive power
as described in Kobayashi et al. (2011).

For all faults in transmission lines connecting the given power
plant to the remaining part of the system, the value of Pmax is
identified and, in block 5, margins kA% and kP% are computed
from Eqs. (4) and (5), respectively. Momentary fast valving (MFV)
is activated when kA% < εA%, where εA% is a small positive
number depending on cumulative error of current and voltage
transformers and measuring devices.

When margin kP% is too small, then, in block 8, a reduced value
f the turbine power Pm∞ = rPm is calculated:

Pm∞ = rPm =
Pmax

kP%(min)/100 + 1
(24)

where r is the reduction coefficient, kP%(min) is a value required
by the performance standards. Reduction of turbine power is
performed in block 9 by partial closing of the control valve, what
is referred to as sustained fast valving (Machowski et al., 2020).
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Fig. 3. Flowchart of the proposed SPS.

. Simulation tests

.1. Test system

Simulation tests were performed for a real-life power sys-
em with a capacity of 28,900 MW, which is a subsystem of
large-scale interconnected power system with a capacity of
66,700 MW. A model of such interconnected system includes
883 buses, 6860 lines, 939 transformers, 50 shunt compensators,
nd 629 synchronous generators. The data of this system can be
ownloaded from report (ENTSO-E, 2015).

.2. Power plant and substation considered

In the fossil-fuel power plant considered here, two large gen-
rating units G1 and G2 with power rating 1500 MVA (1350 MW)
urrently operate at a 400 kV substation. The layout of this
ubstation is shown in Fig. 4. Three transmission lines L1, L2, L3
onnect this substation to the remaining part of the system. In the
uture, the power plant and its substation will be expanded (dot-
ed lines in Fig. 4) to include generating unit G3 and transmission
7708
Fig. 4. Substation layout of the considered power plant × circuit breaker in the
losed position.

ine L4. Moreover, the local sub-transmission network 220 kV will
e connected to this substation via transformer T1 (500 MVA).
imulation tests described below have been performed for the
urrent configuration (solid lines in Fig. 4).
In the simulation tests, the synchronous generators G1 and

2 are represented by GENROU model (Weber, 2015). Exciters of
hese generators are of the static type (thyristor-controlled rec-
ifier) supplied from the generator terminals. Voltage controllers
f the generators are equipped with dual-input stabilizers with
peed deviation and active power as the input signals. In simu-
ations, the AVR and PSS were represented by models ST1 A and
SS2B (Anon, 2016). Steam turbines of both generating units were
epresented in simulation by model TGOV3 with the MFV proce-
ure (Anon, 2013). The SFV of the control valves was modeled in
GOV3 by ramping up Pref from Pm to Pm∞.
The substation considered here (Fig. 4) has the One and A Half

reaker Bus configuration and is equipped with two-cycle circuit
reakers. All lines are protected by one-cycle protections. How-
ver, based on the available statistical data, the normal clearing
ime is further assumed to be tc = 80ms, where 30ms is assumed
or protections and 50ms for circuit breakers.

.3. Assessment of the steady-state stability margin

For the pre-fault state, the performance standard described
n book (Machowski et al., 2020) recommends a steady-state
tability margin of kP% ≥ 20%. For the power plant considered
ere, such condition is met, which can be proved using simulation
esults shown in Fig. 5. The critical clearing time for a 3-phase
emporary fault at the busbars is tCCT = 131ms. The waveforms
hown in this figure are for the temporary 3-phase faults cleared
t 130ms < tCCT and 132ms > tCCT, respectively.
For deep synchronous swings (Fig. 5a), the rotor angle δ(t)

asses through the top of the power angle characteristic Pmax two
imes, once during forward motion and once during backward
otion. As a result, the power waveform P(t) exhibits charac-

eristic humps, which disappear as the oscillations are damped
ut (Machowski et al., 2020). In Fig. 5a, the second top Pmax of the
ower angle characteristic is higher than the first one because of
ncreased excitation voltage and transient EMF.

For asynchronous swings (Fig. 5b), the rotor angle δ(t) passes
hrough the top Pmax of the power angle characteristic during
ach asynchronous rotation. The first top Pmax is approximately
he same as for deep synchronous swings (Fig. 5b). Therefore,
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b) asynchronous swings.

Fig. 6. Variations in the valve position: (a) position of the intercept control
alves cIV , (b) position of the main control valves cCV .

rom the point of view of the calculation of the steady-state
tability margin or prediction of the transient instability, the first
op Pmax of power-angle characteristic is important.

Based on Fig. 5 and numerical values P(t) obtained by simula-
ion, it can be assumed that in the pre-fault state Pmax ∼= 1.25 pu.
For such value, the steady-state stability margin is kP% ∼= 25%.

6.4. Fast valving parameters

Fig. 6 illustrates definitions of FV parameters used in the
simulation test described below.

Parameters of the MFV model used in TGOV3 model are de-
fined in Fig. 6a. The following values were used: ta = 0.15 s, tb =

0.35 s, tc = 9 s. Some references (e.g. Kundur, 1994) recommend
much faster opening of the intercept valves, but authors of this
paper are of opinion that fast opening is dangerous for turbine
blades. Moreover, a slower recovery of turbine power allows the
AVR+PSS to damp out power swings during a few seconds.

SFV has been modeled by ramping (Fig. 6b) of the reference
value Pref of turbine power. Time tr to reduce Pref depends on the
required reduction and is about several seconds in the case of a
small reduction.

6.5. Example with the short-zones option activated

Fig. 7 shows that critical clearing time tCCT increases signif-
icantly with the fault distance. Based on this figure, it may be
assumed that in the option with short zones (Fig. 3) the reach
of the short zone could be set to 15% of the line length for both
line L2 and 8% for line L3. For line L1, the SPS (Fig. 3) may operate
without the short zones option, because tCCT > 80ms for this line.

Simulation results for a 3-phase fault in line L2 close to the
busbars 400 kV are shown in Fig. 8. In this case the fault is
assumed to appear at t = 0.1 s and be cleared after t = 0.08 s
c
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Fig. 7. Relationship between tCCT and the fault distance.

Fig. 8. The waveforms for 3-phase fault in line L2 close to the busbars without
the use of MFV.

Fig. 9. Waveforms for a 3-phase fault in line L2 close to the busbars and MFV
activated by the short-zones option.

i.e. at t = 0.18 s. If MFV is not activated, the generators lose
synchronism and the system becomes unstable. The waveform
P(t) shown in Fig. 8 is characterized by fast changes from plus to
minus, which is typical for asynchronous operation (Machowski
et al., 2020). During asynchronous rotations, δ(t) permanently
increases, which is shown in Fig. 8 as alternating changes from
−180 deg to +180 deg.

Fig. 9 shows simulation results for the same fault, but in the
case when MFV is initiated by the SPS with the short-zones option
activated. In such a case, the tripping command is fed to the
circuit breaker and additionally to the SPS (Fig. 3) in order to
initiate MFV. The intercept valves are fully closed at (t0 + ta) =

.28 s. The intercept valves begin to open at (t0 + tb) = 0.48 s.
n the meantime, the fault is cleared by switching off the faulted
ine L2 at (t0 + 0.050) s = 0.18 s. During 30ms after the fault
learance, the SPS (using the above-described prediction method)
redicts for the post-fault state the magnitude of the power-
ngle characteristic Pmax ∼= 1.098 pu. This means that, without
reduction of the mechanical power P = 1 pu, the steady-state
m
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Fig. 10. Waveforms for 3-phase fault in line L2 close to the busbars and MFV
initiated by instability prediction without using the short-zones option.

stability margin in the post-fault state would be kP% = 9.8%. As
it results from Eq. (24), to restore the 20% stability margin, the
SPS must reduce mechanical power to Pm∞ = 0.915 pu. Such
reduction is performed (Fig. 3) by SFV by partial closing of the
main control valves.

6.6. Example with the short-zones option not activated

When the short-zones option is not activated, MFV is initiated
by the SPS (Fig. 3) after fault clearance, based on instability
prediction. The example described below illustrates such a case.

In case of the 3-phase fault in L2 close to the busbars the
following values have been obtained after the fault clearance:

Pm = 1 pu, Pc = 0.759 pu, ∆ω = 2.35 rad/s
Pmax = 1.098 pu, Aa = 0.117 pu · rad, Ad = 0.056 pu · rad
Estimated deceleration area is smaller than the acceleration

area (Aa > Ad) and, to prevent system instability, the SPS initiates
MFV (Fig. 3). The estimated steady-state stability margin in the
post-fault state is about kP% = 9.8%. To restore the 20% stability
margin, the SPS initiates SFV (partial closing the main control
valves) to obtain Pm∞ = 0.915 pu. Simulation results are shown
in Fig. 9.

It is worth noting that the waveforms in Fig. 10 are very
similar to the waveforms in Fig. 9. It means that a short delay in
initiation of MFV resulting from the instability prediction by the
proposed method has only slight impact on the dynamic response
of the power system.

6.7. Remote faults and normal clearing time

As shown in Fig. 7, for remote faults behind the short zones
cleared within normal time tc = 80ms, the system is stable and
the SPS should not initiate MFV.

For example, in the event of a 3-phase fault in line L2 at 30% of
the line length from the busbars the following values have been
obtained:

Pm = 1 pu, Pc = 0.962 pu, ∆ω = 1.65 rad/s
Pmax = 1.111 pu, Aa = 0.044 pu · rad, Ad = 0.067 pu · rad
The estimated deceleration area is larger than the acceleration

area (Aa < Ad), and the SPS does not initiate MFV (Fig. 3).
The estimated steady-state stability margin in the post-fault

state is about kP% = 11.1%. In order to restore the 20% stability
margin, the SPS initiates SFV to obtain Pm∞ = 0.926 pu by partial
closing of the main control valves.

Similar results have been obtained for many other locations of
the remote faults.
7710
Fig. 11. Waveforms for a 3-phase remote fault in line L2 at a distance of 30%
of the line length cleared in delayed time without the use of MFV.

Fig. 12. Waveforms for a 3-phase remote fault in line L2 at a distance of 30%
of the line length, cleared in delayed time and MFV initiated by instability
prediction without the use of the short-zones option.

6.8. Remote faults and delayed clearing

When a remote fault is cleared with a delayed clearing time
(e.g. caused by failure of the main protection), the system may
lose transient stability and the SPS should properly predict insta-
bility and should initiate MFV. This is illustrated by the example
below for a 3-phase fault in line L2 at 30% of the line length from
the busbars. The clearing time is assumed to be tc = 150ms >

tCCT. In this case, without MFV activation, the generators lose
synchronism, which is illustrated in Fig. 11.

In the case considered here, the fault is cleared at t = 0.1 +

c = 0.25 s. For that moment, the following values have been
btained:
Pm = 1 pu, Pc = 0.823 pu, ∆ω = 3.160 rad/s
Pmax = 1.101 pu, Aa = 0.171 pu · rad, Ad = 0.058 pu · rad
Estimated deceleration area is smaller than the acceleration

area (Aa > Ad) and the SPS initiates MFV.
The waveforms obtained from simulation in the case where

MFV is initiated by the SPS are shown in Fig. 12. It is worth noting
that the second top of waveform P(t) is larger than the first one
due to increased excitation voltage and transient EMF. Shortly
after fault clearance, there are deep synchronous swings but, due
to fast action of the AVR+PSS, these swings are damped out quite
fast.

The estimated steady-state stability margin in the post-fault
state is about kP% = 10.1%. To restore the 20% stability margin,
the SPS initiates SFV to obtain Pm∞ = 0.917 pu by partial closing
of the main control valves.
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. Conclusions

This paper addresses the prevention of instabilities in power
ystems after severe contingencies by fast turbine valving ac-
ivated by a smart control scheme based on fast real-time in-
tability prediction. The proposed instability prediction method
ses local measurements only and is completely different from
ther methods described in the literature. Our method is based on
redicting the magnitude of the power-angle characteristic. Some
ignificant advantages of the proposed method are as follows:

• only local signals measurable in the considered substation
are used,

• only simple mathematical operations are required for pre-
dicting, which reduces the time needed to generate the
signal to initiate the MFV action,

• just after the fault clearance, the method makes it possible
to assess the magnitude of the power-angle characteristic
in the post-fault state and compute steady-state stability
margin,

• when this margin is too small, the SFV action can be initiated
as well.

imulation tests for a large-scale real power system using de-
ailed models of power system elements have confirmed the
alidity and robustness of the proposed method.
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