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A B S T R A C T   

The abnormal operation patterns in building energy systems can be revealed by analyzing their historical 
operational data. In practice, the amount of data is so tremendous that manual data analysis is challenging. 
Visual data mining is a promising solution to this problem. This study proposes a generic visual data mining- 
based framework for extracting abnormal operation patterns in building energy systems from their historical 
operational data. The framework consists of three steps. First, a kernel density estimation-based approach is 
utilized to preprocess the raw data. Then, a decision tree-based approach is adopted to identify the system 
operation conditions. Finally, a maximal frequent subgraph mining-based approach is developed to reveal the 
system operation patterns. The framework is applied to analyze the one-year operational data of a chiller plant. 
This study proves that the framework can appropriately interpret the data mining results, and can make the 
analysis of the results more convenient.   

1. Introduction 

The building sector is responsible for approximately one-third of the 
total global energy consumption [1]. Accordingly, it is crucial to 
improve the energy efficiency of building energy systems [2]. For 
instance, Katipamula and Brambley estimated that approximately 15%– 
30% of the energy used in commercial buildings was wasted owing to 
improperly controlled, poorly maintained, and degraded equipment in 
building energy systems [3]. As building automation systems have 
gained popularity, massive amounts of historical operational data have 
been stored from building energy systems [4]. Thus, using these data to 
reveal patterns related to energy waste for building energy conservation 
is an attractive option. However, it is challenging and time-consuming to 
manually analyze such massive amounts of data. 

Data mining technologies are very powerful approaches to extracting 
hidden knowledge from data [5]. In the past two decades, two common 
types of data mining-based methods have been widely applied in the 
building field: clustering-based methods, and association rule mining- 
based methods [6]. Clustering-based methods divide observations into 
different categories according to the geometrical distances between 
them [7]. Observations in the same category are similar, and observa
tions in different categories are dissimilar. Clustering-based methods are 
capable of identifying building energy consumption patterns [8], 

occupant behavior patterns [9], sensor faults [10], etc. McLoughlin et al. 
developed a clustering-based method for identifying residential build
ings’ daily electricity use patterns [11]. Rhodes et al. introduced clus
tering algorithms to reveal the daily electricity consumption patterns in 
residential buildings [12]. Pan et al. [13] and Li et al. [14] extracted 
daily building electricity consumption patterns from hourly building 
operational data using clustering algorithms. Yu et al. used clustering 
algorithms to identify the monthly energy consumption patterns of 
building energy systems in residential buildings [15]. D’Oca et al. uti
lized clustering algorithms to discover occupant behavior patterns 
regarding opening/closing windows in office buildings [16]. Subse
quently, they further proposed a clustering-based method for identifying 
the occupancy schedules of office buildings [17]. Association rule 
mining-based methods can extract the quantitative relationships be
tween variables in a large dataset [18]. The relationships are repre
sented in a text form of association rules, i.e., A → B. In the building 
field, association rule mining algorithms have shown powerful abilities 
to identify control strategies, sensor faults, device faults, etc. Li et al. 
developed an association rule mining-based method for detecting the 
control strategies of heating, ventilation, and air conditioning (HVAC) 
systems [19]. Xue et al. introduced association rule mining algorithms 
for extracting the operation patterns of a district heating system from its 
historical operational data [20]. Control strategies, sensor faults, and 
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improper operation patterns were identified. Similarly, Zhang et al. 
presented an association rule mining-based method for analyzing the 
historical operational data of HVAC systems [21,22]. This method 
revealed the sensor faults and improper operation patterns in an existing 
HVAC system. Li et al. also discovered the device faults and improper 
operation patterns in a variable refrigerant flow air conditioning system 
using association rule mining algorithms [23]. Fan et al. proposed an 
association rule mining-based data mining framework for identifying 
sensor faults, improper operation patterns, and control strategies from 
the historical operational data of HVAC systems [24,25]. With the aim of 
discovering the dynamic anomalies in HVAC systems, they further pre
sented a temporal association rule mining-based method [26] and 
gradual association rule mining-based method [27]. 

However, existing data mining-based methods still cannot process 
data automatically. It is usually necessary to adjust the parameters of the 
data mining algorithms until acceptable results are obtained. Further
more, the results need to be analyzed manually to obtain valuable 
knowledge. There is a saying that goes, “a picture is worth a thousand 
words.” Visualization technologies can display data mining results in a 
way that is easy for humans to understand [28]. As such, they can 
significantly improve the efficiency of data analysis. 

Some visual analysis methods have been proposed in the building 
field for energy efficiency analysis, customer classification, energy 
management, etc. [29]. Yarbrough et al. presented a heat map-based 
analysis tool for visualizing building energy use patterns [30]. A 
similar visual analysis method was developed by Janetzko et al. for 
detecting power consumption anomalies [31]. The method was mainly 
based on three visualization technologies: recursive pattern visualiza
tion, spiral visualization, and line charts. Liu et al. utilized histograms, 
scatter plots, and line charts to visualize smart meter data [32]. How
ever, most of the existing visual analysis methods do not combine 
visualization technologies with data mining technologies. In general, 
they aim to visualize raw data, rather than providing data mining re
sults. Furthermore, they do not consider prior knowledge in the visu
alization process. As combinations of data mining and visualization 
technologies, visual data mining technologies have shown a powerful 
capacity to mine large databases visually in various fields such as 
medicine [33], image processing [34], and geography [35]. They are 
very useful for enhancing the interactions between domain experts and 
data mining processes, and can significantly improve the quality and 
efficiency of data mining [36]. In the building field, the results from 
existing data mining-based methods are usually displayed in text forms 
(such as association rules [37,38]), tree charts (such as decision trees 
[39]), and two-dimensional/three-dimensional diagrams (such as daily 
energy consumption curves [40]). However, three main challenges 
remain for these visualization techniques, as follows.  

• First, it is challenging for these visualization techniques to represent 
prior knowledge, such as the topological structures of building en
ergy systems. Different building energy systems have different de
signs and control strategies. Experts must know them in advance, so 
that they can understand the knowledge extracted from the various 
building energy systems.  

• Second, it is very difficult to represent the relationships among 
multiple variables using these visualization techniques. The number 
of association rules will grow exponentially with an increase in the 
number of variables included in the association rules [22]. It takes a 
long time to extract valuable knowledge from many association 
rules. Therefore, association rules should not be utilized to represent 
the relationships among multiple variables. Decision trees are 
designed to discover the relationships between a target variable and 
correlated variables, and cannot discover the interrelationships 
among multiple variables. As for two-dimensional/three- 
dimensional diagrams, they cannot represent relationships among 
more than three variables.  

• Finally, data mining is a complex process that includes a series of 
steps. Appropriate visualization technologies should be integrated 
into the steps requiring human intervention. However, previous 
studies in the building field have always focused on the visualization 
of the final results. They have generally ignored the visualization of 
results in the intermediate steps, such as in data preprocessing. It is of 
great value to propose an effective solution for integrating visuali
zation technologies into each step of data mining; such a solution 
remains lacking in the building field. 

To overcome the above challenges, a generic visual data mining- 
based framework is proposed in this study. It has three main contribu
tions. The first contribution is that two types of prior knowledge-based 
graphs are constructed to visualize the system-level and device-level 
relationships among multiple variables. They can represent the topo
logical structures of building energy systems and the quantitative re
lationships among multiple variables. The second contribution is that a 
novel maximal frequent subgraph mining-based approach is developed 
to reveal the operation patterns of building energy systems from the 
datasets of graphs. It has high computational efficiency, and can remove 
a vast majority of the redundant frequent subgraphs. These contribu
tions overcome the first two challenges, and contribute to making the 
data mining process more efficient. The third contribution is that the 
visual data mining-based framework integrates visualization technolo
gies into each step of data mining. It provides a generic solution for 
visualizing the results of each step of data mining, thereby overcoming 
the third challenge. This makes the interactions between domain experts 
and the data mining process more convenient. 

Nomenclature 

f(x) a probability density function 
max(f(x)) the maximum of the probability density function 
x1, x2, …, xn observations of a variable 
K(.) a kernel function 
h a bandwidth 
δ1 the threshold of the probability density of outliers 
α scale factor of outlier threshold 
δ2 the threshold of the number of categories 
Cleft a left consistency index 
Cright a right consistency index 
v1 a label of the first node of an edge 
v2 a label of the second node of an edge 
l a label of an edge 
G a graph 
LR load rate 
S an on-off state 
N the number of running devices 
P power 
T temperature 
∆T temperature difference 
CHW chilled water 
SCHW supply chilled water 
TRCHW total return chilled water 
CT a cooling tower 
CH a chiller 
COWP a cooling water pump 
PCHWP a primary chilled water pump 
SCHWP a secondary chilled water pump 
CHWV a chilled water valve of a chiller 
COWV a cooling water valve of a chiller 
CTV an inlet valve of a cooling tower 
WDH a water distribution header 
WCH a water collection header 
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2. Methodology 

A schematic of the visual data mining-based framework is shown in 
Fig. 1. It consists of three steps: data preprocessing, data partitioning, 
and knowledge discovery. In the first step, the historical operational 
data collected from building energy systems are preprocessed to 
improve the quality. In the second step, the preprocessed data are 
divided into different categories, with the aim of identifying the oper
ation conditions. In the last step, the data in each category are trans
formed into graph data. The graph data are then processed by a top- 
down maximal frequent subgraph mining algorithm to discover non- 
redundant frequent subgraphs. Finally, the non-redundant frequent 
subgraphs are interpreted by domain experts, with the aim of 

discovering valuable operation patterns for decision support in building 
energy management. Visualization technologies are utilized to visualize 
the results of each step, so as to improve the interpretability of the 
results. 

2.1. Kernel density estimation-based data preprocessing 

2.1.1. Data preprocessing 

2.1.1.1. Data cleaning. Missing values and outliers are very common in 
the operational data of building energy systems. The task of data 
cleaning is to fill in missing values and remove outliers. Outliers can be 
detected using unsupervised approaches, supervised approaches, and 

Fig. 1. Schematic of the visual data mining-based framework.  
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statistical approaches [24]. This study applied a kernel density 
estimation-based approach to detect outliers [7]. Kernel density esti
mation is a common approach for estimating the probability density 
function of the observations of a variable [41]. It is defined by Eq. (1). A 
probability density represents the probability of an observation occur
ring. According to the research of Zhang et al. [22], observations with 
very low densities should be regarded as outliers, as they deviate from 
most observations. The threshold of the probability density of the out
liers is defined by Eq. (2). Observations are regarded as outliers if their 
probability densities are lower than the threshold. 

f (x) =
1
nh

∑n

i=1
K
(x − xi

h

)
(1)  

δ1 =
max(f (x) )

α (2) 

In the above, f(x) is the probability density function; x1, x2, …, xn are 
observations of a variable; K(.) is a kernel function; h is a smoothing 
parameter denoted as the “bandwidth”; δ1 is the threshold of the prob
ability density of the outliers; max(f(x)) is the maximum of the proba
bility density function; and α is a scale factor for the outlier threshold. 

There are several common kernel functions such as the Gaussian kernel, 
Epanechnikov kernel, biweight kernel, and triweight kernel. In this 
study, a standard Gaussian kernel function K(u) = 1̅̅ ̅̅

2π
√ e− 0.5u2 is adopted, 

as it is widely utilized in other similar tasks and shows good performance 
[7,22]. 

The missing values and outliers can be replaced by values estimated 
using moving averages, imputation, etc. [24]. In this study, linear 
interpolation was applied to estimate the possible values of the missing 
values and outliers. It is difficult to process missing values and outliers 
that last for a long time. Therefore, missing values and outliers were 
addressed by linear interpolation if they lasted for a short time; and were 
deleted if they lasted for a long time. 

2.1.1.2. Data transformation. Data transformation aims to transform 
numerical data into categorical data. Equal-frequency binning, equal- 
interval binning, and kernel density estimation-based are three com
mon data transformation approaches [22]. A kernel density estimation- 
based data transformation approach was adopted in this study [22]. As 
shown in Fig. 2, there are usually several peak densities and several 
valley densities in a probability density distribution. In general, peak 
densities are generated owing to control strategies or unknown opera
tion patterns in building energy systems [22]. Therefore, the numerical 
data can be divided into different categories according to the locations of 
the peak densities. Based on this concept, three steps were included in 
the kernel density estimation-based data transformation approach. First, 
observations between two adjacent valleys were classified into a cate
gory. Then, if the number of categories was greater than a given 
threshold of the number of categories (δ2), the category with the mini
mum interval was merged with adjacent categories. The aim was to 
eliminate the impact of noisy data, which could potentially generate 
categories with very small intervals. A consistency index C, that is, the 
difference between adjacent valley and peak densities, was adopted to 
quantify the similarity between two adjacent categories. As shown in 
Fig. 2, there were two consistency indexes for a category: a left consis
tency index Cleft and right consistency index Cright. The category with the 
minimum interval was merged with the adjacent category with a smaller 
consistency index. The category merging process was iterated until the 
number of categories was equal to the threshold of the number of 

Fig. 3. Examples of (a) a probability density plot and (b) a temporal heat map.  
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Fig. 2. Illustration of a probability density distribution of a numerical variable.  
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categories. Lastly, the observations in a category were replaced by the 
interval of the category. 

2.1.2. Visualization of the preprocessed data 
Two visualization approaches were utilized to visualize the pre

processed data. The first one was a probability density plot, as shown in 
Fig. 3(a). It visualized the intervals of the classified data, intervals of the 
outliers, proportions of the outliers, and parameter values of the data 
preprocessing algorithms. With the help of a probability density plot, 
domain experts could visually understand the intervals of both classified 
data and outliers. Furthermore, they could adjust the bandwidth (h), 
scale factor of the outlier threshold (α), and threshold of the number of 
categories (δ2) until the quality of the preprocessed data is sufficiently 
high. The second approach was a temporal heat map, as shown in Fig. 3 
(b). It was a graphical representation of the temporal distribution of 
normal values, missing values, and outliers. The horizontal and vertical 
coordinates of the temporal heat map were the date and month, 
respectively. Thus, domain experts could easily understand the quality 
of the preprocessed data through the temporal heat map. 

2.2. Decision tree-based data partitioning 

2.2.1. Data partitioning 
Building energy systems usually work under a wide range of opera

tional conditions, owing to dynamic changes in the outdoor and indoor 
environment parameters. For instance, the operating conditions of an 
HVAC system in summer should be significantly different from those in 
winter. Data partitioning aims to divide a dataset into several subsets. 
Each subset belongs to a specific operation condition, and is mined 
independently. 

Clustering and classification are two common data partitioning ap
proaches [24]. Decision tree-based classification was utilized in this 
study. Several decision tree algorithms have been proposed, such as ID3, 
C4.5, classification and regression trees, and conditional inference trees 
[7,42]. In this study, one of the most popular decision tree algorithms, i. 
e., the conditional inference trees algorithm, was utilized. Compared 
with other decision tree algorithms, it can effectively avoid a variable 
selection bias during the model development process, thereby 
improving the interpretability of the decision trees [42]. The energy 
load of a building energy system is the most crucial feature for charac
terizing the system operation conditions. Therefore, in this study, it was 
selected as the output of the decision tree model. 

2.2.2. Visualization of the identified conditions 
The operation conditions identified by the conditional inference 

trees algorithm were visualized using decision tree diagrams. There are 
three main components in a decision tree diagram: decision nodes, end 
nodes, and alternative branches. A decision node indicates a decision to 
be made. An end node shows a possible outcome. Alternative branches 
represent the paths for the different choices of a decision. Fig. 4 illus
trates an example of a decision tree diagram for the operating conditions 
of a building energy system. The probability density distributions of the 
energy loads for each condition are visualized using a violin plot [43]. 
Domain experts can easily determine whether the identified operation 
conditions are reliable according to the decision tree diagrams. 

2.3. Maximal frequent subgraph mining-based knowledge discovery 

2.3.1. Knowledge discovery 

2.3.1.1. Graph generation. Graphs have a powerful ability to visualize 
the complex relationships among the multiple measured variables in 
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Fig. 4. Example of a decision tree of operation conditions of a building en
ergy system. 
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building energy systems [44]. In practice, building energy systems’ 
operational data are always stored in a two-dimensional table where one 
dimension is time, and the other dimension is the measured variable. In 
the sub-step of graph generation, the operational data stored in a two- 
dimensional table are transformed into graphs (stored in a dataset of 
graphs). 

In general, the knowledge hidden in the operational data of building 
energy systems can be divided into two levels: system-level knowledge, 
and device-level knowledge. System-level knowledge is related to sys
tem operation patterns. Device-level knowledge is related to device 
operation patterns. Therefore, in this study, two types of prior 
knowledge-based graphs were constructed to map the two-dimensional 
operational data into graphs, as follows.  

• The first type of graph was a system-level graph representing the 
system-level prior knowledge. It considered all of the devices. Three 
types of nodes were included in the system-level graph: device nodes, 
measured variable nodes, and virtual variable nodes. The nodes were 
connected by edges, which represented the relations between nodes. 
Three types of relations were considered. The first type was a 
spatially adjacent relation between different types of devices, as 
shown in Fig. 5(a). For instance, chillers and chilled water pumps are 
always connected by pipes. They are spatially adjacent. The second 
one was a subordinate relation between the devices and measured 
variables, as shown in Fig. 5(b). For instance, the total power of all 
chillers is subordinate to the chillers. The third type of relation 
comprised the relations between the measured variables and virtual 
variables, as shown in Fig. 5(c). For instance, the chilled water 
temperature difference is a useful variable that is usually not moni
tored in practice. Nevertheless, it can be calculated as a virtual 
variable, based on the supply and return chilled water temperatures.  

• The second type of graph was a device-level graph for representing 
device-level prior knowledge. It considered the same types of de
vices. Two types of nodes were considered in the device-level graph: 
device nodes, and measured variable nodes. Three types of relations 
were considered. The first type was a parallel relation between 
similar devices, as shown in Fig. 5(a). For instance, centrifugal 
chillers and screw chillers are usually connected in parallel if the two 
types of chillers both exist in an HVAC system. The second one was a 
subordinate relation between the devices and measured variables, as 
shown in Fig. 5(b). For instance, the supply chilled water (SCHW) 
temperature of a chiller is subordinate to the chiller. The third type of 
relation was a subordinate relation between devices and sub-devices, 
as shown in Fig. 5(d). For instance, each chiller is a sub-device if an 
HVAC system includes more than one chiller. 

2.3.1.2. Knowledge extraction. The sub-step of knowledge extraction 
includes two parts: graph preprocessing, and maximal frequent sub
graph mining. Graph preprocessing aims at removing the nodes of use
less variables. Maximal frequent subgraph mining aims at extracting 
non-redundant operation patterns from a dataset of graphs. 

In general, devices are always redundant in building energy systems. 
For instance, there are usually several chillers in an HVAC system, and 
only some of them are in operation most of the time. When devices are 
shut down, their operation patterns are useless for energy efficiency 
analyses. The power or on-off state of a device can be employed to judge 
whether the device is working. Moreover, some nodes, such as device 
nodes, are constant in the graphs. Such nodes are useful for knowledge 
visualization. However, they increase the computational load of graph 
mining algorithms, as the computational load significantly depends on 
the number of nodes in the graphs. Therefore, in this study, a graph 
preprocessing approach was proposed. It merged both the measured 
variable nodes of devices that never worked and nodes with constant 
values into several fusion nodes. It reduced the number of nodes in the 
graphs, without the loss of useful information. 

As a popular graph mining technology, frequent subgraph mining 
can identify common structures from a dataset of graphs, and has been 
employed in various fields such as social networks, transportation net
works, and biological networks [45]. A subgraph is regarded as frequent 
if its support, i.e., the frequency of the subgraph occurring, exceeds a pre- 
specified threshold. In general, frequent subgraph mining algorithms 
can be divided into two categories according to the subgraph search 
strategy [46]. The first category includes breadth-first strategy-based 
algorithms such as the Apriori-based graph mining [47] and frequent 
subgraph [48]. The second category includes depth-first strategy-based 
algorithms such as the graph-based substructure pattern mining (gSpan) 
[49], MoFa [50], fast frequent subgraph mining [51], and “Graph, Se
quences and Tree Extraction” [52]. However, most of the mined 
frequent subgraphs are redundant. They usually have supergraphs that 
include the same graph structures as them, and cannot provide new 
information relative to their supergraphs. 

Mining the maximal frequent subgraphs is an effective solution for 
identifying non-redundant frequent subgraphs. A frequent subgraph is 
regarded as a maximal frequent subgraph if none of its supergraphs are 
frequent [53]. The knowledge hidden in maximal frequent subgraphs is 
the same as that hidden in frequent subgraphs, as a frequent subgraph 
must be a subgraph of the maximal frequent subgraph. Bottom-up 
mining algorithms (such as spanning tree-based maximal graph min
ing [53] and “MARGIN” [54]) and top-down mining algorithms (such as 
“Top-Down” [55]) are two common types of maximal frequent subgraph 
mining algorithms. According to the research results of Guo et al. [55], 
top-down mining algorithms have a lower computational load than 
other algorithms. 

Therefore, in this study, a top-down maximal frequent subgraph 
mining algorithm was developed to extract the maximal frequent sub
graphs from the dataset of preprocessed graphs. Unlike conventional 
top-down algorithms, a simplified judgment approach to subgraph 
isomorphism was presented, based on the assumption that a node in a 
graph had a unique label. Both the system-level graphs and device-level 
graphs satisfied this assumption, as the nodes of a graph corresponded to 
the different sensors and devices. Under this assumption, each edge of a 
graph could be represented by a unique triple (v1, l, v2), where v1, l, and 
v2 were the labels of the first node, edge, and second node, respectively. 
Then, a graph could be represented by a set of triples of the edges. For 
instance, graphs (a) and (b) shown in Fig. 6 can be represented by {(a, x, 
b), (a, z, d), (a, y, c), (b, z, c)}, and {(b, z, c), (b, x, a), (c, y, a)}, 
respectively. It can be seen that (a, x, b) and (b, x, a) represent the same 
structure of an edge, but they have different representations. A node 
ranking strategy was adopted to avoid the ambiguity in representations 
of the same edges in different graphs. It included two steps. First, a node 
label was randomly assigned a unique identification number in {1, 2, …, 
n}, where n was the number of all of the non-redundant labels of the 
nodes in all graphs. Then, an ordered triple (v1, l, v2) of an edge was 
created to replace the original triple, following the criterion that the 
identification number of v1 was less than the identification number of v2. 
After node ranking, the same edges in different graphs had the same 
representation. Moreover, a graph could be represented by a unique set 
of triples of edges. Graph G1 was considered as a subgraph of another 
graph G2 when the set of edges of G1 was a proper subset of the set of 
edges of G2. The two graphs G1 and G2 were isomorphic when the sets of 
edges of the two graphs were equal. 

a

b

c

d

x

y

z

z

a

b

c

x
y

z
(a) (b)

Fig. 6. Graph (a) and its subgraph (b).  
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Table 1 
Pseudocode of the top-down maximal frequent subgraph mining algorithm. 
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The pseudocode for the top-down maximal frequent subgraph min
ing algorithm is listed in Table 1. It has four steps. First, the nodes of an 
edge in each graph are sorted using a node ranking strategy. Next, the 
infrequent edges in each graph are removed, as graphs are infrequent if 
they include infrequent edges. Then, the isomorphic graphs without 
infrequent edges are merged. The support of a graph with isomorphic 
graphs is equal to the number of its isomorphic graphs plus one. Finally, 
the graphs are mined, following a top-down search strategy. The search 
starts from graphs with the maximal number of edges. Their supports are 
counted. If a graph is frequent, it is identified as a maximal frequent 
subgraph. If a graph is not frequent, its subgraphs with one edge less 
than it must be further mined. In the next search, graphs with one edge 
less than the graphs in the previous search are mined, together with the 
subgraphs from the previous search. The search is ended when the 
number of edges of graphs to be mined is less than one. 

2.3.1.3. Knowledge interpretation. The maximal frequent subgraphs 
extracted by the top-down maximal frequent subgraph mining algorithm 
must be interpreted by domain experts. Abnormal operation patterns, 
such as device faults, sensor faults, and improper control strategies, can 
be detected after knowledge interpretation. They are useful for 
improving building energy efficiency. The visualization approach 
described in Section 2.3.2 was selected to visualize the extracted 
maximal frequent subgraphs. 

2.3.2. Visualization of the discovered knowledge 
A visualization approach was adopted to visualize the maximal 

frequent subgraphs. As shown in Fig. 7, it comprised three parts. The 
first part showed the maximal frequent subgraph, which was displayed 
in the left pane. Its fusion nodes were restored before knowledge visu
alization. The second part showed the temporal distribution of the 
maximal frequent subgraph. It was displayed in the upper-right pane, 
and indicated the time at which the maximal frequent subgraph 
occurred. The third part showed several typical days of the maximal 
frequent subgraph, and was displayed in the bottom-right pane. 
Considering that a maximal frequent subgraph might occur on many 
days, only the three days with the top three frequencies of the maximal 
frequent subgraph occurring were displayed. 

3. Evaluation 

3.1. Description of the data source 

HVAC systems are the most typical building energy systems. The one- 
year historical operational data of a chiller plant of an HVAC system of a 
public building located in Shenzhen, China, are employed to evaluate 
the visual data mining-based framework. The data were collected in 
2017, with a sampling interval of 10 min. In this chiller plant, there are 
eight chillers (CH1 to CH8), 10 primary chilled water pumps (PCHWP1 
to PCHWP10), 14 secondary chilled water pumps (SCHWP1 to 
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SCHWP14), 10 cooling water pumps (COWP1 to COWP10), and 20 
cooling towers (CT1 to CT20). A total of seven types of variables were 
monitored, including the power (P) of the devices, the number (N) of 
running devices, the frequency of the pumps, the flow rate of the chilled 
water, the temperatures (T) of the SCHW and return chilled water, the 
temperatures of the supply cooling water and return cooling water, and 
the on-off states (S) of the devices/valves. Two virtual variables were 
calculated in this study, that is, the temperature difference (∆T) of the 
chilled water, and the temperature difference of the cooling water. 

The computations are executed in a desktop computer with a 3.4 GHz 
Intel Core i5 processor and 24 GB of storage memory. Two types of open- 
source programming languages, Python and R, are adopted to imple
ment the visual data mining-based framework. A Python package named 
“statsmodels” is utilized to implement the kernel density estimation 
algorithm. A package of R named “party” is chosen to implement the 
conditional inference trees algorithm. A Python package named “gspan- 
mining” is selected to implement gSpan. Three Python packages (Sea
born [56], Matplotlib [57], and NetworkX [58]) are utilized for the 
visualizations. 

3.2. Preprocessing and visualizing the raw data 

A kernel density estimation-based outlier detection approach is 
adopted to identify the outliers. A kernel density estimation-based data 
transformation approach is applied to transform the numerical data into 
categorical data. The standard Gaussian kernel function is selected as the 
kernel function for the kernel density estimation. Three crucial param
eters are initialized based on engineering experience: the bandwidth (h), 
scale factor of the outlier threshold (α), and threshold of the number of 

categories (δ2). The initial bandwidth (h) is 0.50. The initial scale factor 
of the outlier threshold (α) is 100.00. The initial threshold of the number 
of categories (δ2) is 10.00. The results from the outlier detection and 
data transformation are visualized using probability density plots. Based 
on the probability density plots, the three parameters are adjusted if the 
results are not as good as expected. 

The visual preprocessing results for the temperature of the total 
supply of chilled water are shown in Fig. 8. The values of h, α, and δ2 are 
0.10, 100.00, and 6.00, respectively. A total of six classes are obtained, 
and the interval of each class is suitable. The first class should be 
regarded as sensor faults, as the temperature of the total supply of 
chilled water cannot be 0.0 ◦C. The intervals of the second and third 
classes are [6.6 ◦C, 7.1 ◦C] and [7.1 ◦C, 8.1 ◦C], respectively. This is 
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Fig. 7. Illustration of the maximal frequent subgraph visualization approach.  

Fig. 8. Visual preprocessing results of the temperature of the total supply of 
chilled water. 
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reasonable, as the temperature of the total supply of chilled water is 
usually controlled to be approximately 7.0 ◦C in practice. The fourth, 
fifth, and sixth classes show that the temperature of the total supply of 
chilled water is controlled to be high. This might result from an energy 
conservation strategy, as raising the SCHW temperature of a chiller can 
improve the coefficient of performance of the chiller. Observations are 
identified as outliers if they are between 0.3 ◦C and 6.6 ◦C, or are higher 
than 12.5 ◦C. This is reasonable, as the temperature of the total supply of 
chilled water cannot be too low or too high in practice. Ultimately, a 
total of 1.06% of the observations of this variable are regarded as 
outliers. 

Both outliers and missing values are managed by the linear inter
polation algorithm if they last for less than 1 h. Otherwise, they are 
discarded. A temporal heat map of the missing values and outliers is 
shown in Fig. 9. A total of 7.91% of the raw data are missing for more 
than 1 h. Moreover, a total of 4.98% of the raw data are identified as 
outliers lasting for more than 1 h. Therefore, 12.89% of the raw data are 
deleted. According to Fig. 9, it can be seen that the quality of the data is 
very poor in December. The data are missing from December 7th, 2017 
forward, accounting for 6.83% of the raw data. However, the quality of 
the data in the other months is acceptable. 

3.3. Identifying and visualizing operation conditions of the chiller plant 

The conditional inference trees algorithm is utilized to identify the 
operation conditions of the chiller plant. The hourly cooling load of the 
chiller plant is selected as the output of this algorithm, and is calculated 
based on the chilled water flow rate and chilled water temperature 
difference. Three time variables (Month, Day Type, and Hour) are 
selected as the inputs of this algorithm for identifying the seasonal 
conditions, weekly conditions, and daily conditions, respectively. Three 
decision trees are obtained, as shown in Figs. 10(a), (b), and (c). As 
shown in Fig. 10(a), four operation conditions are identified based on 
Month. The cooling loads of the first and second conditions are signifi
cantly higher than those of the third and fourth conditions. They are 
typical operation conditions in summer. The cooling loads of the fourth 
condition are the lowest. This is a typical operation condition in winter. 
The third condition is a typical operation condition for spring and 
autumn. As shown in Fig. 10(b), two operation conditions are identified 
based on Day Type. They represent operation conditions on weekdays 
and weekends, respectively. As shown in Fig. 10(c), two conditions are 
identified based on Hour. They represent the operation conditions in the 
daytime and nighttime, respectively. The results show that the cooling 
loads in the daytime, i.e., from 8:00 to 19:00, are usually significantly 
higher than those in the nighttime, i.e., from 20:00 on a day to 7:00 on 
the next day. This is reasonable, as the work time for occupants in this 

building is approximately from 8:00 to 19:00. Finally, the entire dataset 
is divided into 12 datasets, corresponding to the 12 operation conditions 
listed in Table 2. 

3.4. Discovering and visualizing abnormal operation patterns of the chiller 
plant 

A system-level graph is applied to transform the preprocessed data 
related to the system-level knowledge in the 12 operation conditions 
into 12 datasets of graphs. Four device-level graphs are utilized to 
transform the preprocessed data related to the device-level knowledge in 
the 12 operation conditions into 48 datasets of graphs. The four device- 
level graphs are related to chillers, cooling towers, cooling water pumps, 
and chilled water pumps, respectively. The minimum threshold of sup
port is 20.00% multiplied by the size of the dataset. 

3.4.1. Performance comparisons between the top-down maximal frequent 
subgraph mining algorithm and gSpan 

Previous studies discovered that gSpan has better performance in 
terms of memory usage and computational load than other common 
frequent subgraph mining algorithms [59]. Therefore, this study com
pares the performance of the top-down maximal frequent subgraph 
mining algorithm with that of gSpan. Two indexes, i.e., the computa
tional load and number of discovered subgraphs, are considered. The 
performances of the two algorithms on the 60 datasets of graphs are 
listed in Tables 3, 4, and 5. The total number of maximal frequent 
subgraphs accounts for only 0.03% of that of the frequent subgraphs 
mined by gSpan. Moreover, the total computational load of the top- 
down maximal frequent subgraph mining algorithm accounts for only 
3.73% of that of gSpan. This indicates that, overall, the top-down 
maximal frequent subgraph mining algorithm significantly out
performs gSpan. 

In some cases, the computational load of the top-down maximal 
frequent subgraph mining algorithm is higher than that of gSpan. This is 
mainly because the subgraph search strategies are different. The top- 
down maximal frequent subgraph mining algorithm is based on a top- 
down search strategy. It starts the search from subgraphs with the 
maximum number of edges, and proceeds to subgraphs with the mini
mum number of edges. The computational load significantly depends on 
the number of edges of the maximal frequent subgraphs. The greater the 
number of edges of the maximal frequent subgraphs, the lower the 
computational load. Unlike the top-down maximal frequent subgraph 
mining algorithm, gSpan is based on a bottom-up search strategy. It 
starts the search from frequent edges, and proceeds to the frequent 
subgraphs with the maximum number of edges. The smaller the number 
of edges in the maximal frequent subgraphs, the lower the 

Fig. 9. Temporal heat map of the missing values and outliers.  
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computational load. Therefore, the computational load of the top-down 
maximal frequent subgraph mining algorithm might be higher than that 
of gSpan if the number of edges in the maximal frequent subgraphs is 
relatively small. 

3.4.2. Abnormal operation patterns revealed from the extracted maximal 
frequent subgraphs 

According to Table 3, a total of 362 maximal frequent subgraphs are 
discovered from the datasets of the graphs in summer conditions. Ac
cording to Table 4, a total of 620 maximal frequent subgraphs are 
discovered from the datasets of the graphs in winter conditions. Ac
cording to Table 5, a total of 471 maximal frequent subgraphs are 

discovered from the datasets of the graphs in spring and autumn con
ditions. All of the maximal frequent subgraphs are visualized using the 
approach described in Section 2.3.2. Then, the domain experts check 
them manually to detect abnormal operation patterns. Two cases are 
taken as examples to illustrate two typical abnormal operation patterns, 
as described in Sections 3.4.2.1 and 3.4.2.2. 

3.4.2.1. Case 1: Abnormal operation patterns of chillers. Two system- 
level maximal frequent subgraphs of abnormal operation patterns are 
discovered under conditions 5 and 6, as shown in Figs. 11 and 12, 
respectively. According to Fig. 11, the number of running chillers (NCH) 

Fig. 10. Decision trees for the operation conditions of the chiller plant.  
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is usually only one in the daytime on weekdays from January to March. 
According to Fig. 12, the number of running chillers (NCH) is usually two 
during the nighttime on weekdays from January to March. It is abnormal 
that the number of running chillers in the nighttime is greater than that 
during the daytime, as the building cooling loads in the nighttime should 
be lower than those in the daytime. It is also discovered that the number 
of running cooling water pumps (NCOWP) increases with the number of 
running chillers (NCH). This results in additional cooling water pumps 
working in the nighttime. 

To further explain this abnormal operation pattern, the chiller-level 
maximal frequent subgraphs discovered under condition 6 are further 
investigated. An abnormal operation pattern of the #7 chiller is 
discovered. As shown in Fig. 13, the #7 chiller (CH7) and #8 chiller 
(CH8) usually work simultaneously on weekdays from January to 
March. Furthermore, the chilled water valve of the #7 chiller (CHWV7) 
is closed when the #7 chiller works. However, the valve cannot be 
closed tightly, so a certain amount of chilled water flows through the #7 
chiller. This results in a very low temperature of the SCHW of the #7 
chiller (TSCHW7), i.e., 3.1–5.0 ◦C. After consulting with the building 
operation staff, it was found that the control strategies of the #7 chiller 
were wrong during the nighttime. The chilled water valve was not 
opened when the #7 chiller worked. According to Fig. 11, a chiller and 
cooling water pump are sufficient during the daytime. Therefore, it is 
suggested to turn on a chiller and cooling water pump in the nighttime, 
so as to improve the energy efficiency of this chiller plant. 

3.4.2.2. Case 2: Abnormal operation patterns of cooling towers. Abnormal 
patterns are discovered in the input valves of the #5 and #6 cooling 
towers under condition 1 according to two maximal frequent subgraphs, 
as shown in Figs. 14 and 15. According to Figs. 14 and 15, the input 
valve of the #6 cooling tower (CTV6) is usually closed during the day
time on weekdays from June to September when the #6 cooling tower 
(CT6) works. According to Fig. 15, the input valve of the #5 cooling 
tower (CTV5) is usually not closed during the daytime on weekdays from 
July to September when the #5 cooling tower (CT5) does not work. Both 
operation patterns are abnormal, as the on-off state of the cooling tower 
and that of its input valve should be consistent. After consulting with the 
building operation staff, it was determined that the input valves of the 
#5 and #6 cooling towers might be stuck. Such abnormal operation 
patterns resulted in energy waste, although they did not significantly 
affect the temperature of the total supply of cooling water. For instance, 
the #6 cooling tower worked invalidly when its input valve was closed, 
resulting in energy waste. However, other cooling towers still worked to 
adjust the temperature of the total supply of cooling water. 

4. Discussions 

4.1. Comparisons between the visual data mining-based framework and 
conventional methods 

The visual data mining-based framework can present the results of 
data preprocessing, data partitioning, and knowledge discovery in a 
visual way. Moreover, it can consider prior knowledge for knowledge 
discovery and knowledge visualization. The framework has two main 
advantages over conventional data mining methods. 

In particular, domain experts can easily understand the results from 
data mining using this framework. The prior knowledge-based graphs 
can indicate the quantitative relationships among multiple variables and 
system topological structures, whereas conventional data mining 
methods cannot. For instance, the results from clustering and association 
rule mining cannot consider prior knowledge. Their results will be 
difficult to understand if there are many variables considered. 

In addition, the amount of worthless knowledge mined by the 
maximal frequent subgraph mining-based knowledge discovery 
approach could be significantly smaller than that mined by conventional 
data mining methods. This is mainly because prior knowledge-based 

Table 3 
Performances of gSpan and the top-down maximal frequent subgraph mining algorithm in summer conditions.  

Algorithm Performance Condition 1 Condition 2 Condition 3 Condition 4 

Dataset of system-level graphs 
gSpan Computational load (s) 1662.37 902.76 26.21 649.27 

Number of discovered subgraphs 30,905 15,865 1159 23,179 
Top-down Computational load (s) 149.89 200.50 15.35 139.65 

Number of maximal frequent subgraphs 21 66 48 38 
Dataset of chilled water pump-level graphs 
gSpan Computational load (s) 2.31 4.66 0.82 1.16 

Number of frequent subgraphs 35 83 33 57 
Top-down Computational load (s) 0.88 7.44 3.85 4.83 

Number of maximal frequent subgraphs 10 11 10 11 
Dataset of cooling tower-level graphs 
gSpan Computational load (s) 25,187.11 21,990.90 0.58 10,209.98 

Number of frequent subgraphs 196,607 196,607 23 196,607 
Top-down Computational load (s) 1.18 4.58 1.33 2.09 

Number of maximal frequent subgraphs 2 2 2 2 
Dataset of cooling water pump-level graphs 
gSpan Computational load (s) 81.59 83.53 97.75 101.02 

Number of frequent subgraphs 1908 1831 4407 4869 
Top-down Computational load (s) 16.61 18.74 8.78 6.22 

Number of maximal frequent subgraphs 23 31 6 4 
Dataset of chiller-level graphs 
gSpan Computational load (s) 2182.12 752.61 126.04 248.95 

Number of frequent subgraphs 36,807 13,661 5141 9403 
Top-down Computational load (s) 80.25 212.18 46.73 24.50 

Number of maximal frequent subgraphs 15 23 24 13  

Table 2 
Operation conditions of the chiller plant.  

No. Month Day type Hour 

1 Summer Weekday Daytime 
2 Nighttime 
3 Weekend Daytime 
4 Nighttime 
5 Winter Weekday Daytime 
6 Nighttime 
7 Weekend Daytime 
8 Nighttime 
9 Spring and autumn Weekday Daytime 
10 Nighttime 
11 Weekend Daytime 
12 Nighttime  
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graphs constrain the relationships among the variables to be mined. The 
relationships among the unrelated variables are not included in the prior 
knowledge-based graphs. Therefore, they will be ignored in the process 
of knowledge discovery. Considering that association rule mining was 
always utilized to perform the same task in previous studies, a common 
association rule mining algorithm, named frequent pattern growth [60], 
is applied to mine knowledge from the 12 datasets corresponding to the 
12 operation conditions listed in Table 2. The threshold of support for the 
association rule mining is set to 20.00%. A total of 213,950 two-variable 
association rules are mined. However, there are only 1453 maximal 
frequent subgraphs according to Tables 3, 4, and 5. The number of as
sociation rules is significantly greater than the number of maximal 
frequent subgraphs. This means that the maximal frequent subgraph 
mining-based knowledge discovery approach can reduce the amount of 

time experts spend interpreting the discovered knowledge. 

4.2. Application scenarios for visual data analysis in other types of 
building energy systems 

The visual data mining-based framework was applied to analyze the 
operational data of a chiller plant. The abnormal operation patterns 
were successfully revealed, and were valuable for improving the energy 
efficiency of this chiller plant. Apart from the chiller plant, the frame
work also has great potential for visual data analysis for other types of 
building energy systems, such as lighting systems, and heating systems. 
In essence, building energy systems can be regarded as networks 
composed of devices, sensors, etc. Therefore, the relationships among 
the variables of these energy systems can also be represented using 

Table 4 
Performances of gSpan and the top-down maximal frequent subgraph mining algorithm in winter conditions.  

Algorithm Performance Condition 5 Condition 6 Condition 7 Condition 8 

Dataset of system-level graphs 
gSpan Computational load (s) 72.37 66.92 43.15 46.36 

Number of frequent subgraphs 1815 1447 1981 2393 
Top-down Computational load (s) 1691.73 1172.26 149.91 367.04 

Number of maximal frequent subgraphs 102 36 39 43 
Dataset of chilled water pump-level graphs 
gSpan Computational load (s) 7.38 11.65 3.86 5.59 

Number of frequent subgraphs 211 285 161 273 
Top-down Computational load (s) 0.79 0.73 1.41 0.68 

Number of maximal frequent subgraphs 14 4 11 9 
Dataset of cooling tower-level graphs 
gSpan Computational load (s) 184,355.71 23,768.83 12,668.04 17,166.61 

Number of frequent subgraphs 1,509,635 336,241 315,679 409,659 
Top-down Computational load (s) 3892.87 396.60 265.40 264.61 

Number of maximal frequent subgraphs 33 29 23 25 
Dataset of cooling water pump-level graphs 
gSpan Computational load (s) 77.25 110.03 88.36 91.60 

Number of frequent subgraphs 1567 2183 4071 4089 
Top-down Computational load (s) 2.78 10.10 1.02 10.28 

Number of maximal frequent subgraphs 43 32 8 13 
Dataset of chiller-level graphs 
gSpan Computational load (s) 418.94 586.20 71.84 69.85 

Number of frequent subgraphs 9344 12,339 3476 3179 
Top-down Computational load (s) 801.38 1232.53 147.34 123.10 

Number of maximal frequent subgraphs 41 39 39 37  

Table 5 
Performances of gSpan and the top-down maximal frequent subgraph mining algorithm in spring and autumn conditions.  

Algorithm Performance Condition 9 Condition 10 Condition 11 Condition 12 

Dataset of system-level graphs 
gSpan Computational load (s) 144.00 28.04 12.24 10.91 

Number of frequent subgraphs 4189 852 702 657 
Top-down Computational load (s) 254.76 401.47 203.41 184.17 

Number of maximal frequent subgraphs 71 57 36 38 
Dataset of chilled water pump-level graphs 
gSpan Computational load (s) 3.19 5.01 3.88 4.18 

Number of frequent subgraphs 72 163 262 282 
Top-down Computational load (s) 0.91 1.03 0.92 0.61 

Number of maximal frequent subgraphs 10 8 5 5 
Dataset of cooling tower-level graphs 
gSpan Computational load (s) 15,759.90 17,867.23 8535.53 8215.14 

Number of frequent subgraphs 245,797 246,269 260,141 260,079 
Top-down Computational load (s) 14.78 18.27 39.60 21.72 

Number of maximal frequent subgraphs 4 3 7 5 
Dataset of cooling water pump-level graphs 
gSpan Computational load (s) 103.41 64.99 57.12 36.99 

Number of frequent subgraphs 3507 2002 3493 2200 
Top-down Computational load (s) 4.60 7.31 1.97 2.59 

Number of maximal frequent subgraphs 22 26 15 26 
Dataset of chiller-level graphs 
gSpan Computational load (s) 396.72 112.08 144.83 87.05 

Number of frequent subgraphs 11,297 2945 8490 4706 
Top-down Computational load (s) 282.17 201.49 79.42 82.68 

Number of maximal frequent subgraphs 46 38 28 21  
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Fig. 11. Maximal frequent subgraph of system-level knowledge under condition 5.  
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Fig. 12. Maximal frequent subgraph of system-level knowledge under condition 6.  
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Fig. 13. Maximal frequent subgraph of an abnormal pattern of the #7 chiller under condition 6.  
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Fig. 14. Maximal frequent subgraph of an abnormal pattern of the #6 cooling tower under condition 1.  
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graphs. The framework helps to analyze the operational data of these 
energy systems in a graph-based visual way. It provides a solution for 
extracting value from the massive amounts of operational data of 
building energy systems to improve their energy efficiency. 

4.3. Limitations and future works 

The maximal frequent subgraphs were interpreted manually in this 
study. In general, the maximal frequent subgraphs of abnormal and 
normal operation patterns should have different statistical characteris
tics. It might be possible to distinguish them automatically. It is of great 
value to study how to distinguish between the maximal frequent sub
graphs of abnormal and normal operation patterns, as it could greatly 
improve the efficiency of knowledge interpretation. 

Moreover, other graph mining algorithms, for example, link predic
tion, graph classification, and graph clustering, also have great potential 
to be utilized in the building field. Additional studies are encouraged to 
investigate the potential application scenarios of these algorithms in the 
building field. 

5. Conclusions 

The interpretability of visual data mining technologies is better than 
that of conventional data mining technologies. This study proposes a 
generic visual data mining-based framework for revealing abnormal 
operation patterns in building energy systems in a deep visual under
standing way. A kernel density estimation-based approach is utilized for 

data preprocessing. The preprocessed data are visualized using proba
bility density plots and temporal heat maps. A decision tree-based 
approach is adopted to identify the operating conditions of the build
ing energy systems. Two types of prior knowledge-based graphs are 
constructed, i.e., to visualize system-level and device-level knowledge of 
the building energy systems, respectively. A top-down maximal frequent 
subgraph mining algorithm is developed to extract the non-redundant 
operation patterns of the building energy systems from the datasets of 
the graphs. 

The one-year operational data of a chiller plant in a public building 
located in Shenzhen, China, are analyzed using the visual data mining- 
based framework. The results validate the great potential of the frame
work. With the help of the visualization technologies, it is convenient to 
adjust the parameters of the kernel density estimation-based data pre
processing approach, and to evaluate the quality of the preprocessed 
data. A total of 12 operation conditions are identified by the decision 
tree-based approach, and it is easy to explain them using decision tree 
diagrams. The results also show that the top-down maximal frequent 
subgraph mining algorithm has higher computational efficiency and less 
redundant knowledge than the most common frequent subgraph mining 
algorithm (gSpan). The total computational load of the top-down 
maximal frequent subgraph mining algorithm accounts for only 3.73% 
of that of gSpan. Moreover, the total number of maximal frequent sub
graphs mined by the top-down maximal frequent subgraph mining al
gorithm accounts for only 0.03% of that of the frequent subgraphs mined 
by gSpan. Abnormal operation patterns are successfully discovered, such 
as abnormal control of chillers, and input valve faults in cooling towers. 

Fig. 15. Maximal frequent subgraph of abnormal patterns of the #5 and #6 cooling towers under condition 1.  
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They are valuable for improving the energy efficiency of the chiller 
plant. 

Two future research directions are considered. The first is to study 
how to distinguish between the maximal frequent subgraphs of 
abnormal and normal operation patterns. The second is to investigate 
potential application scenarios for other graph mining algorithms, for 
example, link prediction, graph classification, and graph clustering. All 
of the codes are available for download within a GitHub repository (htt 
ps://github.com/iEnergyX-lab/A-visual-data-mining-framework-for-b 
uilding-energy-systems). 
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