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Abstract
Data hiding in digital multimedia has been extensively used for sensitive data transmis-
sion and data authentication. An important property of data hiding which makes this
method applicable to such applications is its fragility. The fragility is the loss of the
embedded authentication credential resulting from any tampering attempt. Another im-
portant issue in data hiding and watermarking in digital images is increasing the embed-
ding capacity while keeping the quality of the cover image high enough to avoid any
perceptual degradation. In this paper a novel fragile digital image data hiding algorithm
based on Lattice Vector Quantization (LVQ) is proposed to solve the above mentioned
shortcomings. In the proposed data hiding algorithm after an initial pre-processing stage,
the image is transformed into frequency domain using Integer-to-Integer Discrete Wavelet
Transform (IIDWT). Then lattice vector quantization of A4 and Z4 lattices are used for
embedding data into the cover image. The proposed embedding algorithm has the ability
to hide the data inside the entire cover image. The experimental results show that the
proposed data hiding algorithm performs significantly better than recently proposed
algorithms when the embedding capacity is increased. At the high capacity regimes,
the proposed algorithm can embed significantly more sensitive data in the cover image
while keeping the perceptual quality of the recovered image high.
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1 Introduction

In the past decade there has been a significant increase in the volume of data transferred
digitally. The secure transmission of this data is of great interest for the scientific community.
One method for secure transmission of digital data is hiding the data inside media files such as
images, audio files and video files. The goal of digital data hiding in the images is to embed
sensitive data inside a cover image with the condition that the original cover image along with
the embedded data can be fully restored without any error. In order to protect the copyright of
the digital multimedia such as movies and digital images it is possible to embed a hidden
watermark inside the media. For example, for detection of the illegal distribution of early
released movies the identity of the legal owner is embedded inside each distributed copy of the
movie. If any illegally distributed copy of the movie is found, it would be possible to uniquely
trace back the illegal copy to the exact owner of the early released movie. In Fragile data
hiding algorithms any attempt to interfere with the cover media will result in damaging the
embedded data which allows the receiving party to check the integrity of the data. The data
hiding algorithm should also be able to keep the quality of the digital media as high as possible
while embedding a significant amount of data inside the media.

The recently proposed algorithms are capable of robust data hiding with acceptable
perceptual quality. However, there are three aspects which the data hiding performance can
be improved with respect to recently proposed algorithms. The first aspect is that currently the
performance of these data hiding algorithms and their embedding capacity are dependent on
the content of the cover image. The second aspect is that the maximum embedding capacity
with acceptable perpetual quality can be improved. Finally, the embedding stage in the above
mentioned algorithms use variations of search methods for finding special blocks of pixels
which are suitable for the embedding process rather than using the entire cover image.

The Lattice Vector Quantization (LVQ) has mainly been used for image compression [21,
34] and Multiple Descriptions Coding (MDC) [3, 5–8, 22, 55]. However, vector quantization
can also be used for data hiding [40, 44–46]. In this paper, a novel fragile high capacity data
hiding algorithm based on LVQ is proposed to improve the above-mentioned shortcomings. In
the proposed scheme, first the image is transformed into frequency domain using the Integer-
to-Integer Discrete Wavelet Transform (IIDWT). Then, the coefficients of the transformed
image are lattice vector quantized. In this stage, an A4 lattice is used for the quantization
process. The difference between the original frequency coefficients and quantized coefficients
is calculated and the quantization errors are clustered. The clustered centroid are later used to
improve the reconstruction of the cover image. The index of the centroid associated with every
four pixels is added as the four most significant bits of the To-Be-Embedded (TBE) and two
least significant bits are used for embedding the sensitive data. In the next stage based on TBE
data bits, the mapped A4 sub-lattice point are re-quantized to the Z4 lattice point. Finally, the
resulting image will be transformed back into the spatial domain using Inverse IIDWT. The
experimental results show that the proposed data hiding algorithm is capable of performing
significantly better than the recently proposed algorithms when the amount of TBE data in the
images is high. The proposed algorithm can embedded more data in the same cover images
compared to other watermarking algorithms while keeping the quality of the cover image at an
acceptable level of Peak Signal to Noise Ratio (PSNR) higher than 50 dB. For embedding
capacities higher than 20 Kbits the proposed data hiding algorithm demonstrates higher
perceptual quality in terms of PSNR. Also, this high capacity of embedding is consistent
among many different cover images. Finally, the proposed data hiding algorithm has the ability
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to hide the data inside the entire cover image and it is capable of extracting the embedded data
without requiring the original image. The quality of the recovered cover image after extraction
of the embedded data is very close to the condition of reversibility.

The rest of this paper is organized as follows. A review of the related works is provided in
Section 2. The lattice vector quantization algorithm as well as the proposed data hiding
algorithm is introduced in Section 3. The simulation study and the experimental results are
presented in Section 4. Finally section 5 concludes the paper.

2 Related works

There are several methods for categorizing the digital image data hiding algorithms. It
is possible to categorize the data hiding algorithms into transformed domain algo-
rithms and spatial domain algorithms. Das et al. [16] proposed a new blind robust
image watermarking in DCT domain which uses inter-block coefficient correlations.
The proposed method uses homomorphic cryptosystem to achieve PSNR values close
to 38 dB. The computational complexity of the proposed method is low compared to
similar algorithms. Patra et al. [41, 42] proposed a method for digital image
watermarking using Chinese remainder theorem. The proposed method is resistant to
tampering. Shirafkan et al. [50] proposed a steganography scheme based on discrete
wavelet transform using lattice vector quantization and Reed-Solomon encoding.
Nguyen et al. [38] proposed an algorithm for watermark embedding using independent
component analysis. Akhtarkavan et al. [2] proposed a high capacity watermarking
algorithm for embedding the low altitude aerial data for secure transmission and
archiving of the remote sensing information.

Gunjal et al. [23] proposed an algorithm for secure, robust and high capacity watermarking
in DWT-SVD domain. The proposed algorithm uses half toning and simplified block trunca-
tion coding for data hiding in the images. In the proposed algorithm the maximum PSNR
values is 64.35 dB and the average payload is 231,063.8 bits. The processing time for the
proposed algorithm is 7.05 ms. The proposed algorithm is evaluated on the McGill and Osirix
databases and it is concluded that it has advantages from robustness and capacity perspectives
over other data hiding algorithms. Kalra et al. [28] proposed an adaptive digital image
watermarking algorithm for data hiding in color images in frequency domain. The proposed
algorithm uses the logistic map and hamming code in order to achieve PSNR values higher
than 37 dB. The proposed algorithm is tested against various attacks and it is concluded that it
is secure against VQ attacks.

In another approach the digital image data hiding algorithms are categorized into reversible
or lossless algorithms and irreversible algorithms. Chang et al. [10] proposed a high capacity
reversible data hiding algorithm which uses residual histogram shifting for block truncation
coding. The maximum PSNR achieved using the proposed algorithm is 50.54 dB and the
maximum payload is 41,194 bits. The proposed algorithm is compared with similar algorithms
and it is concluded that the higher efficiency and payload can be achieved using the proposed
method.

Weng et al. [58] proposed a new data hiding algorithm based on k-pass Pixel Value
Ordering (PVO). The proposed algorithm is an effective reversible data hiding (RDH)
technique. In the proposed algorithm, some pixels in a block are used with the neighborhood
pixels surrounding the block for increasing the accuracy of local complexity. Then, the rest of
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the pixels are used for improving the k-pass PVO using the location relationships. The
proposed method achieves acceptable results when a large data is required to be embedded.

Digital image data hiding algorithms are also categorized based on the type of the cover
image. The cover image can be compressed, uncompressed, or encrypted. Hossain et al. [25]
proposed a blind watermarking algorithm which uses contourlet transform, SVD, quick
response code and Arnold transform for patient authentication. For the medical applications
the robustness and security of the watermarking algorithm are very important issues. The
proposed algorithm is tested against various attacks and it is concluded that it is robust against
JPEG compression attack.

Mohanty et al. [37] proposed a watermarking algorithm which uses Chinese remainder
theorem and DCT. The maximum PSNR values for the proposed algorithm is 42 dB. The
proposed algorithm is robust against the JPEG compression. Shukla et al. [51] proposed a new
data hiding algorithm which combines Advanced Encryption Standard (AES), Least Signifi-
cant Bit (LSB) substitution and Modified Pixel Value Differencing (MPVD). The data is first
compressed using a lossless algorithm. Then after AES encryption for higher security the LSB
substitution and MPVD are used for data hiding.

Li et al. [32] presented a new algorithm for maintaining the spatial correlation in the
encrypted media using a homomorphic cryptosystem. This is important due to the fact that
when the data is encrypted the spatial correlations in the images and video frames are
eliminated. This will create significant problems for annotation information embedding in
the encrypted media. In the proposed algorithm the LSB layers of smooth blocks are used for
adding additional data. Zheng et al. [59] proposed a novel lossless data hiding algorithm based
on homomorphic cryptosystem. In contrast with the current data hiding methods which use
stream ciphers, homomorphic ciphers are mainly used in data security. In the proposed
algorithm the data is embedded using a map between secret bits and modified encrypted
media.

The data hiding algorithms suitable for uncompressed images can be further categorized
into two major categories: algorithms based on Difference Expansion (DE) such as Integer-to-
Integer transformation, Predication-Error Expansion (PEE) and Adaptive Embedding (AE);
and algorithms based on Histogram Shifting (HS) [49]. Li et al. [31] proposed a new
Prediction-error expansion based watermarking algorithm based on a novel embedding meth-
od which uses multiple histograms modification. Li et al. [30] proposed a novel difference-
pair-mapping based data hiding algorithm. The proposed data hiding algorithm is a histogram
based data hiding algorithm which combines expansion embedding and shifting methods.
Furthermore Li et al. [29] proposed a framework for designing histogram shifting data hiding
algorithms by deconstructing the algorithm in two stages of shifting and embedding. Coatrieux
et al. [11] proposed a new data hiding algorithm which classifies the cover images in order to
find the most suitable parts of the image for hiding the data. Semi-fragile watermarking
algorithm allow modifications such as compression while keeping the fragility of the
watermarking [43]. Li et al. [33] proposed a histogram shifting based algorithm for data hiding
in JPEG images. The data is embedded in the high-frequency coefficients in order to ensure a
high embedding capacity. In the proposed data hiding algorithm an optimal threshold is used
for selection of a Discrete Cosine Transform (DCT) coefficient sub-block. Dragoi et al. [18]
proposed an adaptive pixel pairing method to optimize the pairwise watermarking scheme
presented by Ou et al. [39].

In another approach the data hiding algorithms are categorized into fragile algorithms and
robust algorithms. Shehab et al. [48] proposed a robust watermarking algorithm for
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multimodal biometric systems. The proposed algorithm uses the RDWT and biometrics for
watermarking. The verification accuracy of the proposed algorithm is 94%. Su et al. [53]
proposed a robust and adaptive watermarking algorithm for color images. The proposed
algorithm uses a combination of RDWT, ICA, NVF and scrambling techniques. The maxi-
mum PSNR values for the proposed algorithm is 53.15 dB. Singh et al. [52] proposed a robust
and secure watermarking algorithm which uses the thumbnail feature vector. The proposed
algorithm is spectrum based and uses integrity verification. The maximum PSNR values for
the watermarked images using the proposed algorithm is 41 dB.

In recent years several new data hiding algorithms have been proposed in both of these
categories. Hua et al. [26] presented a new data hiding algorithm based on Random Matching
Pursuit (RMP). The security of the proposed algorithm is higher than similar algorithm using
random over-complete dictionaries and the order parameter of RMP. Also, using over-
complete dictionaries that expand signal dimension, the capacity of the proposed method is
better than other data hiding methods. Ding et al. [17] proposed a new data hiding method for
halftone images using block conjugate (HQDHBC). They construct Least Mean Square Filters
(LMSF), and then use LMSFs to evaluate the quality of halftone images. In the proposed
algorithm the images are divided into multiple blocks of M ×N pixels. If the first M ×N - 1
pixels are conjugate then the last pixel can implement normal halftone method.

Among important applications of data hiding are sensitive data transmission and data authen-
tication. For these applications it is of importance to detect any attempt to tamper with the cover
media. The data hiding algorithms can be categorize into robust and fragile algorithms. Robust
algorithms are usedwhen the cover image should be able to tolerate the degradation resulting from
compression and any other transformation. Robust data hiding can be used for digital
watermarking with applications in copyright protection. The reviewed algorithms can hide the
data robustly in the cover media with acceptable perceptual quality. However, there are three major
problems in these recently proposed algorithms which this work improves upon these problems.
The first problem is that currently the performance of the proposed data hiding algorithms and their
embedding capacity are dependent on the content of the cover image. The second problem is that
the maximum embedding capacity with acceptable perpetual quality can be improved. Finally, the
embedding stage in the above mentioned algorithms instead of using the entire cover image, uses
variations of search methods for finding special blocks of pixels which are suitable for the
embedding process. The proposed algorithm in this work addresses these shortcomings.

3 Proposed LVQ based data hiding algorithm

In this section the proposed data hiding algorithm is introduced in details. The proposed data
hiding algorithm includes a data embedding phase as well as a data extraction phase. The data
embedding phase consists of 6 steps and the data extraction phase includes 5 steps. In order to
describe the proposed data hiding algorithm it is necessary to describe lattice vector quanti-
zation first. Then the 6 steps of the data embedding phase will be followed in detail.

A finite set of points y1, …, yM in an n-dimensional Euclidean space, Rn, is called an
Euclidean code [13]. An n-dimensional quantizer is a function Q : Rn⟶ Rn that maps each
point x ϵ Rn into Q(x) provided that Q(x) is the nearest code point. The code points may be
selected according to any type of relationship. If the code points are selected from a lattice,
then the quantizer would be called a lattice vector quantizer. Lattice vector quantizer reduces
the amount of computation for codebook generation since the lattices have regular structures.
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An n-dimensional lattice Λ is considered as a subset of points in the n-dimensional space
that share a common property. The lattice points are usually generated using a generator
matrix. The generator matrix of the lattice Λ with the basis vectors b1 = (b11, b12,…, b1m),
b2 = (b21, b22,…, b2m), …, bn = (bn1, bn2,…, bnm) is given as [15]:

G ¼
b11 b12 ⋯ b1m
b21 b22 ⋯ b2m
⋮ ⋮ ⋱ ⋮
bn1 bn2 ⋯ bnm

0
BB@

1
CCA ð1Þ

The Gramm matrix of a lattice Λ is defined as Gramm(Λ) =GGt, where Gt is the transposed
generator matrix G. If the Gramm matrices of two lattices are proportionate then they are
equivalent. The basis vectors of a lattice are linearly independent if and only if the determinant
of the Gram matrix is non-zero. There are many ways of choosing a basis and a fundamental
parallelotope for a lattice Λ. But the volume of the fundamental region is uniquely determined

by Λ, that is vol ¼ detG ¼ ffiffiffiffiffiffiffiffiffi
detΛ

p
. If the generator matrix is a square matrix then detΛ = (

detG)2. The determinant of a latticeΛ is also equal to the determinant of the Grammmatrix [15],
detΛ = det (Gramm(Λ)). In an n-dimensional lattice Λ, the Voronoi region of a lattice point
λ ∈Λ is defined as the union of all non-lattice points within ℝn that are closer to this particular
lattice point than any other lattice point. Thus, the Voronoi region of λ ∈Λ is defined as [55].

V λð Þ≜ x∈ℝn : x−λk k≤ x−λ
0�� ��;∀λ0

∈Λ
n o

ð2Þ

As a consequence, all the points within V(λ) must be quantized to λ. The Voronoi region of a
sublattice point λ′ is the set of all lattice points that are closer to λ′ than any other sublattice
points. Thus, the Voronoi region of λ′ ∈Λ′ is defined as

V λ
0

� �
≜ λ∈Λ : λ−λ

0�� ��≤ λ−λ
0 0�� ��;∀λ0 0

∈Λ
0n o

ð3Þ

The index N is defined as the ratio between the volumes of the sublattice Λ′ fundamental
paralelotope and the lattice Λ fundamental paralelotope. Thus, N is calculated by

N ¼ vol
0

vol
¼

ffiffiffiffiffiffiffiffiffiffiffi
detΛ

0

detΛ

s
¼ detG

0

detG
ð4Þ

The index N determines the number of lattice points within the Voronoi region of the sublattice
points. Therefore, the value of N controls the coarse degree of the sub lattice. A lattice An is a
subset of (n + 1)-dimensional points, such that the sum of their coordinates is zero. Therefore, a
lattice An can be defined as:

An ¼ x0; x1;…; xnð Þ∈Znþ1 : x0 þ x1 þ…þ xn ¼ 0
� � ð5Þ

The points within the A4 lattice are generated by

GA4 5D ¼
−1 1 0 0 0
0 −1 1 0 0
0 0 −1 1 0
0 0 0 −1 1

0
BB@

1
CCA ð6Þ
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Every An lattice has several n-dimensional definitions (generator) in addition to the
(n+1)-dimensional definition, Eq. (6). One of the 4-dimensional generators of the
A4 is given as

GA4 4D ¼ 1

2

2 0 0 0
−1 1 1 1
0 −2 0 0
0 1 −σ −τ

0
BB@

1
CCA ð7Þ

where τ ¼ 1þ ffiffiffi
5

p� 	
=2 and σ ¼ 1−

ffiffiffi
5

p� 	
=2. [9] The Gramm matrix of GA4 _ 4D is

Gramm AA4 4Dð Þ ¼ GA4 4DGA4 4D
0 ¼ 1

2

2 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 2

0
BB@

1
CCA ¼ 1

2
Gramm AA4 5Dð Þð Þð8Þ

Equation (8) indicates that the lattice generated by Eq. (6) is similar to the lattice generated by
Eq. (7) because the Gramm matrices are proportionate. Therefore, this definition enables the
user to employ the quaternion algebra, based on the inclusion of a root system of type A4

within a type of H4 [9]. The reason to choose GA4 _ 4D among different descriptions of A4 is
that the basis vectors of GA4 _ 4D are members of the icosian ring I [9]. The icosian group is a
multiplicative group of order 120 consisting of all even permutations of the quaternions in the
form of [15]:

1

2
�2; 0; 0; 0ð Þor 1

2
�1;�1;�1;�1ð Þ or 1

2
0;�1;�σ;�τð Þ ð9Þ

where (α, β, γ, δ) are coordinates of a quaternion q =α+ βi + γj + δk. The coordinates belong
to the golden quadratic field. The icosian ring I is the set of all finite sums q1 + q2 +… + qn,
where each qi is a member of the icosian group. An important property of the icosian group is
that for any icosian p and α ∈ℚ, the mapping x→αpxep is an orientation preserving transfor-
mation from icosian group to icosian group. Thus, there are 120 transformations that can
generate 120 similar sublattices of A4, which are in one-to-one relation with the lattice
generator defined in Eq. 11

Li ¼ pi*GA4 4Dð Þ*epi; i ¼ 1…120 ð10Þ
where ∗ is a quaternion product between piand every row of GA4 _ 4D, and epi is the twist-
mapped version of pi. Thus, all similar sublattices of A4 are images ofGA4 _ 4D under orientation
preserving mappings of Eq. (10) [9]. In fact, the icosian ring consists of 60 different elements
of the form±p. As a consequence, there are 60 pairs of generator matrices available with the
same Gramm matrices.

Fast quantizing algorithms are a family of LVQ algorithms presented in [14] for
different root lattices. The quantization using An lattice points is a projection from n-
dimensional space onto ∑nþ1

i¼1 xi ¼ 0; xi∈ℤ hyper plane. The fast quantizing algorithm

first projects the n-dimensional input vector onto a (n + 1)-dimensional vector on ∑nþ1
i¼1

xi ¼ 0; xi∈ℝ hyper-plane using a transformation matrix [14]. Then, using a manipula-
tion the projected point is mapped onto a lattice point. As an example consider the A4

lattice, the input must be mapped into a 5 dimensional hyper planes. The transfor-
mation matrix which is necessary for the LVQ is calculated using the relation between
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5-dimensional generator Eq. (6) and the 4-dimensional generator Eq. (7) [4]. The
relation is as follows [1]:

T ¼ GA4 4Dð Þ−1 � GA4 5D ¼ 1

τ−σ

σ−τ τ−σ 0 0 0
0 0 τ−σ σ−τ 0
−τ −τ −σ −σ 2
σ σ τ τ −2

0
BB@

1
CCA ð11Þ

In the proposed watermarking algorithm a sublattice of A4 with index N= 4 is used.

3.1 Data embedding phase

The embedding algorithm is implemented in discrete wavelet transform domain. One of the
major problems in image watermarking based on IIDWT is overflow and underflow [49]. This
problem arises when pixels with values ranged between [0, 16] or [239, 255] are transformed
into frequency domain and after embedding stage transformed back into the spatial domain.
Depending on the embedded data, their values may be outside the [0, 255] range. In order to
avoid the problem of overflow or underflow, a histogram manipulation is performed on the
cover image. The grey-scale levels of pixels at the upper and lower bounds of the histogram
shrunk towards the average by 16 greyscale values. Consequently, the pixels with greyscale
levels of [0, 16] and [239, 255] will no longer be found in the image. This action will prevent
the problem of overflow and underflow in the watermarking stage. The removal of these
greyscale levels has limited adverse effect on the quality of the image in terms of PSNR.

It is possible to apply the algorithm to a part of the cover image rather than the whole image
based on the amount of the TBE data (the sensitive data). The 512 × 512 cover image divided
into 64 × 64 blocks which will result is 64 blocks. The placement and the size of the selected
blocks can vary based on sensitive data size.

Embedding data in the image result in significant degradation in perceptual quality of the
image from human perspective. The human eye perceives the image with hidden data as
containing a spatial distortion which is undesirable as the watermarking algorithm’s outcome.
To avoid this outcome, we should remove the spatial relation between pixels in the image by
wavelet transform and embed the data in the frequency domain. The effect of the distortion in
the resulted image is no longer perceivable with human eye. The input cover image is
transformed into frequency domain using lifting Integer-to-Integer discrete wavelet transform
(IIDWT). The wavelet transform is introduced in Mallat [36] as a part of multi-resolution
theory. The second generation of wavelet transforms are wavelets with lifting schemes
presented in [54]. In this new generation of wavelet transforms the process of constructing
the wavelets and performing the discrete wavelet transforms are performed concurrently. The
lifted Integer-to-Integer Cohen-Daubechies-Feauveau CDF (2, 2) wavelet is used as the DWT.

If any block of 64 × 64 pixels is transformed to frequency domain using IIDWT, the approx-
imation, V, D and H sub-bands with 32 × 32 size are calculated. The TBE data should not be
embedded in the approximation sub-band since it will result in significant visual degradation in
the cover image. Next the DWTcoefficients in V, D and H sub-bands are reshaped into 2Dmatrix
having four columns and variable rows. Every row is used to embed six bits of data, two bits
sensitive data element (which must be kept hidden) and four bits for LVQ error correction.

As mentioned above two least significant bits are reserved for the sensitive data and four
most significant bits are reserved for the quantization error indices data. Thus, it is possible to
embed two bits of sensitive data using four grey scale pixel values. There are 32 × 32 = 1024
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DWT coefficients in every subband, therefore it is possible to embed 512 bits in each subband
and 1536 in every 64 × 64 block. Based on the amount of sensitive data, several blocks of the
cover image are selected, that is one block per 1536 bits.

The selected number of blocks of the image are first transformed into DWT coefficients by
IIDWT and then these coefficients are lattice vector quantized using the A4 sub-lattice with
N = 4. There are sixty four Z4 lattice points within the Voronoi of every A4 sub-lattice point.
The embedding can be implemented using these sixty four Z4 lattice points. Based on the value
of the sensitive data the A4 sub-lattice point is mapped on one of these sixty four Z4 lattice
points.

In fact, one embedding key is randomly generated by the user. This embedding key is used
for creation of a mapping table which in turn determines which Z4 lattice point is selected for
the mapping process. Since it is not possible to demonstrate this concept visually as lattice
vectors in this stage are of the dimension of five, we demonstrate this concept in a two
dimensional abstraction using A2 and Z2 lattice points Table 1.

Let the selected block have Rrow ×Ccol pixels. The output of the IIDWT are three Rrow/2 ×
Ccol/2 subbands. The subband coefficients are vectorized and lattice vector quantized on sub-
A2-lattice with N = 1, which are shown by red parallelograms in Fig. 1. The points of Z2 lattice
are shown with blue squares. According to the sensitive data bits, the sub-A2-lattice is mapped
one of these Z2 points.

However, it is observed that there are Z2 lattice points in equal distance from more than one
A2. If these Z2 lattice points are used for embedding, there will be ambiguity in data extraction
since there would be two alternatives for the location of the Z2 lattice points. To prevent this
kind of ambiguity we have to use a clean sub-lattice of A2. The sublattices of A2 are clean, if
and only if, α and β are relatively primes. It follows that A2 has a clean similar sublattice of
index N if and only if N is a product of primes congruent to 1 (mod 6) [12]. The first clean sub-
lattice of A2 is with index N = 7.

In Fig. 2 sub-A2 lattice points with red parallelograms, the Voronoi of sub-A2 lattice points
with N = 7 are shown with blue hexagons and Z2 lattice points are shown with blue squares.
According to inherent symmetries of A2 sub-lattices, it is possible to count the number of Z2
lattice points inside these six Voronois and generalize the results to the entire A2 sub-lattice
with N = 7. There are either four or six Z2 lattice points inside the Voronoi of A2 sub-lattice
with N= 7.

As shown in the Fig. 2 there are several Z2 lattice points inside the Voronoi of each A2 lattice
point. If any of the sub-A2 lattice points are mapped to any Z2 lattice points within its
corresponding Voronoi, it is possible to remap it back to their original A2 lattice point by a
lattice vector quantization. The next step is the decision about the Z2 lattice point which is
selected for mapping. Depending on the given sensitive data sub-A2 lattice point is mapped on
one of the Z2 lattice points. There are four possible mapping positions. Table 2 demonstrates a
hypothetical mapping for the embedding process for the sub-lattice of A2 (N = 7).

Table 1 shows the number of Z2 lattice points inside the Voronoi of sub-lattice point around the origin

A2 sub-lattice with N = 7 Number of Z2 lattice points A2 sub-lattice with N = 7 Number of Z2 lattice points

(0, 0) 6 (−2, −√3) 6
(0.5, −1.5√3) 4 (2.5,- 0.5√3) 6
(−0.5, 1.5√3) 4 (−2.5, 0.5√3) 6
(2, √3) 6
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In the proposed data hiding algorithm sub-A4 lattice with N = 4 and Z4 lattice points are
used. The TBE data will be considered to determine which of the four positions will be
selected for the mapping. According to an injective mapping table the position of each TBE
data will be selected. Then each of these quadruple DWT coefficients are mapped to a sub-
lattice of A4 with the index of N= 4. The embedding process for the sub-lattice of A4 with the
index of N= 4 is partly depicted in Table 3.

In general lattices have inherent symmetries which we can use for partitioning the space.
Every relation which is correct for the origin of the lattice and the corresponding Voronoi is
applicable to the original lattice and all the lattice points. In our case if we consider the origin
of the lattice and all the A4 sub-lattice points around the origin, and calculate the distance

Fig. 1 Lattice Z2 and sub-lattice of A2 with N = 1 as well as their Voronies are shown. The Z2 lattice points are
shown with blue squares. It is observed that there are Z2 lattice points that are with equal distance to several A2

sub-lattice points

Fig. 2 Lattice Z2 and sub-lattice of A2 with N = 7 as well as their Voronies are shown. It is observed that there are
either four or six Z2 lattice points inside the Voronoi of A2 sub-lattice with index N = 7
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between all the Z4 lattice points to these sub-lattice points it will become apparent that there are
only eighty one Z4 lattice points in the Voronoi of the origin as well as any other A4 sub-lattice
point. As the encoding process uses the binary data, sixty four closest Z4 lattice points are
selected for the encoding bins. Thus, there are sixty four possible mapping positions. The TBE
data will be considered to determine which of these sixty four positions will be selected for
mapping. In this stage the TBE data and any injective mapping table will determine which of
the sixty four positions are selected.

In order to be able to compare the proposed data hiding algorithm with other data hiding
algorithms which increase, the size of the smallest blocks in this paper is selected to be 64 × 64
pixels which results 1536-bit steps. The maximum embedding capacity for the entire 64 blocks
would be 98,304 bits, which is equal to 0.375 bits per grey-scale pixel. For an RGB image with
similar size the maximum embedding capacity would be 288Kbits or 1.125 bits per RGB pixel.

There are two types distortions introduced during the proposed data hiding algorithm. The
first is due to the lattice vector quantization error and the second is due to the embedding. The
later distortions is reversible but the former is not reversible. In order to compensate the former
distortions, the difference between the quantized coefficients and the original coefficients are
calculated and clustered using the K-Means algorithm into sixteen clusters. The index of the
centroids of the clustered are inserted into the four significant bits of the TBE. This 256-bit
table of the cluster centroid values is saved in the H-sub band of the first 64 × 64 block.

Finally, the embedded coefficients are reshaped to 32 × 32 block subband blocks, then
transformed back to the spatial domain using inverse CDF (2, 2) IIDWTand written on the disk.

3.2 Data extraction phase

The extraction phase is started with reshaping the cover image with embedded data into 64
blocks of 64 × 64 pixels. Then, every block is transformed into the frequency domain using
lifted CDF (2, 2) IIDWT. The calculated DWT coefficients are vectorized into a matrix with
four columns. Finally the rows of the calculated matrix is lattice vector quantized. The

Table 3 A fraction of the mapping used for the embedding process of for the sub-lattice of A4 (N= 4)

TBE
bits

Required
translation

TBE
bits

Required
translation

TBE
bits

Required
translation

TBE
bits

Required
translation

000000 [0, 0, 0, 0] 000100 [−1,-1,0,1] 000010 [−1,-1,0,-1] 000110 [−1,0,-1,-1]
000001 [−1,-1,-1,0] 000101 [−1,-1,1,0] 000011 [−1,-1,0,0] 000111 [−1,0,-1,0]

Table 2 A hypothetical mapping table for the embedding process for the sub-lattice of A2 (N = 7)

TBE
bits

Action

00 Map the quantized A2 sub-lattice point to nearest Z2 which has greater x coordinate and greater y
coordinate

01 Map the quantized A2 sub-lattice point to nearest Z2 which has greater x coordinate and smaller y
coordinate

10 Map the quantized A2 sub-lattice point to nearest Z2 which has smaller x coordinate and greater y
coordinate

11 Map the quantized A2 sub-lattice point to nearest Z2 which has smaller x coordinate and smaller y
coordinate
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Fig. 3 Performance comparison of the proposed data hiding algorithm for a Lena, b Airplane, c Baboon, d
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difference between the original matrix and the quantized matrix is found. The result of the
subtraction is a translation vector, which can be used to determine the corresponding mapping
which had already been applied in the embedding phase. Since this mapping is determined
based on the TBE data it would be possible to reverse map the translation vector to the exact
embedded data. A fraction of the mapping used for the embedding process of for the sub-
lattice of A4 (N= 4) is depicted in Table 4.

The extracted data values are six bits. Two bits are sensitive data and four bits are error
compensation indices. In order to compensate the distortions introduced by the quantization
error, the four most significant bits of the extracted six-bit data is used to find the correspond-
ing cluster head in the cluster head table.

4 Experimental results

In this section we evaluate the performance of the proposed data hiding algorithm and compare
the experimental results with several recent algorithms proposed in the literature. The proposed
method is applicable to any image with any size, grey-scale or RGB. To be able to compare the
performance of the proposed data hiding algorithm, we used six standard grey-scale images

Table 5 Embedding capacity comparison for the same PSNR = 55 dB measured in Kbits

Image [24] [56] [47] [27] [30] [39] [11] [31] proposed

Lena 14.00 17.00 20.00 28.00 23.90 25.00 28.00 30.90 21.5
Baboon 1.00 4.00 8.00 9.90 7.90 9.90 11.00 10.90 20.75
Airplane 18.10 27.10 34.10 47.20 39.20 49.10 47.10 39.10 20.75
Elaine 7.90 8.90 11.20 12.90 12.90 13.90 14.90 16.90 20
Lake 6.90 9.90 13.00 14.90 14.90 15.90 17.00 18.90 20.75
Boat 7.00 10.00 12.00 15.00 14.90 15.00 16.00 19.00 20.75
Average 9.15 12.82 16.38 21.32 18.95 21.47 22.33 22.62 20.75

Table 6 Performance comparison with other existing algorithms with 175,000 embedded bits

Image [24] [56] [47] [27] [30] [39] [11] [31] proposed

Lena 53.78 55 55.6 57.5 56.9 56.9 57.2 58 56.2
Baboon – 49.2 50.7 51.2 – 51.6 51.2 50.4 53.75
Airplane 55.2 57.4 58 60.5 60.2 60.8 59.4 60.2 55.8
Elaine 50.5 51.6 52.8 53.1 53.3 53.8 54.4 55 55.87
Lake 51.7 52.5 53.6 54.2 53.9 54.7 55 55.7 55.8
Boat 50.7 52.7 53.3 54.4 54 54.2 54.8 55.6 56
Average 52.38 53.07 54.00 55.15 55.66 55.33 55.33 55.82 55.57

Table 4 A fraction of the mapping used for the embedding process of for the sub-lattice of A4 (N= 4)

Calculated translation Extracted data bits Calculated translation Extracted data bits

[0,0,0, 0] 000000 [1, 1,0,1] 000100
[1,1,1,0] 000001 [1,1,-1,0] 000101
[1,1,0,1] 000010 [1,0, 1,1] 000110
[1, 1,0,0] 000011 [1,0, 1,0] 000111
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namely, Lena, Baboon, Airplane, Elaine, Lake and Boat for our experiments. The experimental
results are compared with algorithms proposed in [11, 24, 27, 30, 31, 39, 47, 56].

Prediction Error Expansion based method outperforms these seven algorithms. All the
images used for experimental results are of the size 512 × 512 and downloaded from the USC-
SIPI database [57]. Figure 3 demonstrates the performance comparison of the proposed data
hiding algorithm with eight algorithms mentioned above. In Fig. 3 we start with the low TBE
data amount and increased the TBE data by 1536 bits in every step.

The proposed data hiding algorithm performs uniformly well across all the reference
images compare to the PEE based reference algorithms. The reference algorithms show better
results on Baboon, Elaine, Lake and Boat images but are unable to show the same performance
on more complex reference images such as Lena and Airplane. We believe that the advantage
of the proposed data hiding algorithm is the result of independence from context of the cover
image. The LVQ based embedding in contrast to histogram based algorithms is independent of
the numerical distribution of the pixel values in the image.

Based on Fig. 3 the proposed data hiding algorithm has several advantages. The first
advantage is that the performance of watermarking algorithms and embedding capacity in
other algorithms are dependent on the content of the cover image, but the proposed data hiding
algorithm performs with high performance across most of the cover images. For Example as
seen in [31], the embedding capacity of those algorithms applied to the cover image of Baboon
image is significantly less than the Lena.

For Baboon, the maximum embedding capacity with acceptable PSNR, above 50 dB, is 21
Kbits, whereas for Baboon we can achieve 38 Kbits with the same PSNR. The second
advantage is that in the reference algorithms the maximum embedding capacity for the cover
image of Lena for PSNR values above 50 dB is 61.4 Kbits, whereas the proposed data hiding
algorithm is capable of embedding 67 Kbits in Lena with the same PSNR value.

Table 5 shows the embedding capacity of the proposed data hiding algorithm compared to
the same reference algorithms in Fig. 3 for the same PSNR= 55 dB measured in Kbits. This
table shows that the proposed data hiding algorithm outperforms Li et al. [31] when applied to
images of Baboon, Elaine, Lake, and Boat.

Embedde

d

data 

(bits)

Grey-scale images Embedde

d

data 

(bits)

Grey-scale images

Baboon Lena Baboon Lena

18176 50432

PSNR = 53.63 dB PSNR = 53.80 dB PSNR = 48.80 dB PSNR = 49.03 dB

35072 98048

PSNR = 50.78 dB PSNR = 50.81 dB PSNR =45.93 dB PSNR =48.51 dB

Fig. 4 Performance comparison of the proposed data hiding algorithm for a Lena b Baboon
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Table 6 demonstrates the performance comparison of the proposed data hiding algorithm
for Lena, Baboon, Airplane, Elaine, Lake and Boat for 175,000 embedded bits with the same
reference algorithm in Fig. 3. As shown in Table 6 the proposed data hiding algorithm
outperforms Li et al. [31] when applied to images of Baboon, Elaine, Lake, and Boat.

Figure 4 demonstrates the quality of the cover images with embedded data with different
embedded data sizes.

As shown in Fig. 4 the quality of the cover images in grey scale do not show any perceptual
degradation with increasing the amount of TBE data. Figure 4 shows that the cover images
after embedding 98,048 bits for grey scale retaining the PSNR values of above 48 dB.

In order to compare the results of the proposed algorithm with the comparative methods
visually, the results of embedding performance for Lena and Boat cover images with the
embedding data of 20 Kbits are presented in Figs. 5 and 6.

[52], PSNR = 53.22 dB [53], PSNR = 54.31 dB [54], PSNR = 55.03 dB

[33], PSNR = 55.39 dB Proposed, PSNR = 55.39 dB [31], PSNR = 56.20 dB

[37], PSNR = 56.20 dB [55], PSNR = 56.83 dB [30], PSNR = 57.27dB

Fig. 5 Performance comparison of the proposed data hiding algorithm with other proposed algorithms in Lena
with the embedding data of 20 Kbits
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4.1 Future works

The visual saliency is able to control the strength of watermark embedding. This capability can
be used to improve the imperceptibility and robustness of watermarking. An interesting topic
for further expanding the proposed data hiding algorithm is using image saliency [19]. There
are two avenues for improving the data hiding algorithms using image saliency. The Saliency
map in an image provides the areas of an image which are rich in information. These areas can
be used for data hiding in order to resist various attacks and corruptions and therefore can
increase the robustness of the proposed algorithm. Detecting salient objects [20, 35] and
embedding data in those regions can improve imperceptibility of the data hiding algorithm.
The second pathway is to increase the capacity of the proposed embedding method can be
improved by embedding data in the D domain of the RGB-D [20] images.

[52] , PSNR = 50.27 dB [53] , PSNR = 52.05 dB [54] , PSNR = 52.65 dB

[31] , PSNR = 53.11 dB [37] , PSNR = 53.31 dB [55] , PSNR = 53.65 dB

[33], PSNR = 54.24 dB [30], PSNR = 54.71 dB Proposed, PSNR = 55.30 dB
Fig. 6 Performance comparison of the proposed data hiding algorithm with other proposed algorithms in Boat
with the embedding data of 20 Kbits
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5 Conclusion

In this paper a novel watermarking algorithm based on LVQ is proposed. The proposed data
hiding algorithm is a fragile data hiding algorithm which is able to embed the data inside the
entire image. The algorithm is based IIDWT and LVQ. The proposed data hiding algorithm
embeds the data using re-quantization of already A4 sub-lattice vector quantized into Z4 lattice
points according to the TBE and a mapping table. The simulation results show that the
proposed algorithm is capable of performing significantly better than the recently proposed
algorithms when the amount of TBE data in the images is high. The proposed data hiding
algorithm can embedded more data in the same cover images compared to other watermarking
algorithms while keeping the quality of the cover image at an acceptable level of PSNR higher
than 50 dB. For embedding capacities higher than 20 Kbits the proposed data hiding algorithm
demonstrates higher perceptual quality in terms of PSNR. In addition the proposed data hiding
algorithm can produce high embedding capacity with acceptable PSNR in a wide range of the
cover images.
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