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Abstract—Augmented reality (AR) superimposes computer-

generated virtual objects on real scenes to gain immersive 

experience. Effective recognition of 3D objects in real scenes is 

the fundamental requirement in AR. The traditional Canny 

edge detection algorithm ignores the important boundary 

information about the object, thus decreasing the recognition 

accuracy. In this paper, we improve Canny to propose a novel 

3D object recognition method, where median filtering is 

adopted in order to extract the contour of the object instead of 

Gaussian fuzzy. An operator based on wedge template is 

designed to improve the boundary detection effect of the 

corner. Local feature descriptors are then introduced to 

describe the local feature points of the object. Finally, SLAM 

technology is conducted to ensure that the virtual model is 

stably superimposed above the 3D object. The experimental 

results show that the proposed method is able to retain the 

edge information of the object well and can be combined with 

local feature descriptors to accurately recognize 3D objects. 

Keywords-Augmented Reality; Edge Detection; Median 

Filtering; Local Descriptor; SLAM 

I.  INTRODUCTION  

Augmented Reality (AR) superimposes computer-
generated virtual information and real scenes to present 
virtual information more intuitively, which has been widely 
used in education, medical treatment, architecture, game and 
other fields [1]. Effective recognition of 3D objects is the 
essentials to achieve AR applications [2]. Existing 
recognition methods can be divided into four categories: 
local feature-based methods [3], global feature-based 
methods [4], image matching-based methods [5], as well as 
machine learning-based methods [6]. The method based on 
local features can identify 3D objects by finding local 
information features. It does not need to segment the 
recognized objects, but extracts and compares local features 
such as key points, edges or patches of objects to complete 
the recognition. However, this method has lower recognition 
accuracy with few surface feature points [7]. The method 
based on global features needs to segment the target object 
from the background, and recognize the object by describing 
and comparing the significant geometric features of the 
object. While, the method suffers from the poor recognition 
effect on objects with smooth surface and irregular shape [8]. 
Image matching method decomposes point cloud data into 

basic shapes, expresses them with abstract points, and then 
uses topological maps to represent the proximity relationship 
between shapes to realize object recognition through the 
point cloud data. This method also has poor recognition 
effect on objects with few surface feature points [9]. 
Recently, machine learning method begins to be employed 
for the classification and recognition of 3D objects. 
Unfortunately, the method is hard to ensure real-time 
performance in AR applications due to the tedious 
calculation overhead [10]. 

In general, existing AR-oriented 3D object recognition 
methods have different degrees of defects in recognition 
accuracy, efficiency, or suitability. In this paper, an 
improved edge detection algorithm is proposed to detect the 
contour of 3D objects. The Gaussian filter in Canny 
detection is replaced by the median filter, which is able to 
reduce the loss of important information on the edge. A 
novel operator based on wedge template is designed to 
improve the edge detection effect of the corner. Combined 
with local feature descriptors, the 3D object is accurately 
recognized. Moreover, SLAM is adopted in order to ensure 
that the virtual model is stably displayed above the object. 
The experimental results show that the improved edge 
detection algorithm can better preserve the edge information 
about the object, and accurately recognize the 3D object with 
the help of local feature descriptors. 

II. PRELIMINARIES 

A. Canny Edge Detection Algorithm 

Canny is a multi-level edge detection algorithm [11]. 
Compared with traditional edge detection algorithms, such as 
Sobel operator and Roberts operator [12], Canny owns better 
detection accuracy and higher signal-to-noise ratio. As 
shown in Figure 1, Canny firstly smoothes the image and 
calculates the gradient blessing and direction. Then the 
gradient blessing is suppressed non-maximally. The double 
threshold algorithm is further conducted to detect the edge 
information of the object. Finally, the edge detection is 
achieved by suppressing the isolated weak edges. 

Canny uses Gaussian filtering to denoise. Firstly, the 
pixels in the image are scanned, where the gray values of all 
pixels in the neighborhood are added according to the weight 
to gain the weighted average value. The value is then 
assigned to the middle of the template. When expectation u 
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tis equal to 0, the formula for the two-dimensional Gaussian 

distribution is as (1), where  is the standard deviation. 

       f(x, y) = f(x)f(y) = 12𝜋𝜎2 𝑒−𝑥2+𝑦22𝜎2   (1) 

However, Gaussian filtering denoising will lead to the 
weakness of the edge information, especially weak and 
isolated edges [13]. 

 

Figure 1. The Process of Canny 

B. SLAM 

Simultaneous Localization and Mapping (SLAM) 
provide space location function for AR applications, which 
include the following steps: sensor data processing, camera 
position and attitude estimation, back-end nonlinear 
optimization, loop detection, and 3D point cloud map 
construction. SLAM can be further divided into Radar 
SLAM and Visual SLAM according to the hardware 
equipment. Visual SLAM has the advantages of low cost, 
large amount of information obtained, and wide application 
range. Visual SLAM calculates the position and posture 
information about the camera through adjacent image 
matching, and carries out triangulation from two viewing 
angles to obtain the depth information about the 
corresponding points, thus realizing positioning and mapping 
through iteration. 

III. THE PROPOSED METHOD 

A. Improved Edge Detection Algorithm 

1) Selective blurring based on median filtering 
The improved algorithm replaces the Gaussian filter in 

Canny with median filter, which is a typical nonlinear 
filtering method that can preserve the edge information of 
the image during denoising. 

The median filtering uses a template to slide in the image 
so that the center of the template coincides with each pixel 
point of the image. When the center of the template 
coincides with the pixel points, the median value of the pixel 
points is computed according to the gray value around the 
center of the template to replace the gray value of the center 
position of the original template. Consequently, the gray 
value around each pixel point is close to the expected gray 
value for denoising. As shown in Figure 2, in a 3×3 sliding 
window, the gray value of each pixel point is set to X1, X2... 

X9 respectively and is sorted from small to large to obtain the 
median M of the pixel points. Afterward, M is assigned to 
the center point of the sliding window. 

 
Figure 2. Using Median Filter to Replace Pixel Values at Matrix Center 

Points 

2) Improved operator based on wedge template 
We divide the circle into multiple wedges to make the 

angle between the convolution kernels of every two wedges 
small enough. Since the boundary probability values 
generated by the convolution kernels are the same regardless 
of whether the points (x, y) are at the edge of the straight line 
or at the corner, the boundary detection effect at the corner is 
thus improved. Let 𝜃1  and 𝜃2  be the angles of two wedge 
convolution kernels respectively. At the corners, the gradient 

direction 𝑃𝑏(𝑥, 𝑦, �̅�)  of the actual edge and the boundary 

probability value �̅� are calculated as (2) and (3) according to 
[15]. �̅� = 𝑃𝑏(𝑥,𝑦,𝜃1)∙(𝜃1+̅𝜋)+𝑃𝑏(𝑥,𝑦,𝜃2)∙(𝜃2−̅𝜋)𝑃𝑏(𝑥,𝑦,𝜃1)+𝑃𝑏(𝑥,𝑦,𝜃2)             (2) 

 𝑃𝑏(𝑥, 𝑦, �̅�) = √𝑃𝑏2(𝑥,𝑦,�̅�1)+𝑃𝑏2(𝑥,𝑦,�̅�2)+2𝑃𝑏(𝑥,𝑦,�̅�1)𝑃𝑏(𝑥,𝑦,�̅�2) cos|𝜃1−𝜃2|2     (3) 

B. Local Feature Descriptor 

After determining the location and range of local feature 
points, it is necessary to describe the local feature points to 
express the local structural information of the image, such as 
color, texture, shape, etc. [16]. The Key points-based Surface 
Representation (KSR) method is adopted to describe the 
local information [17]. First, we should detect the key points 
on the input 3D surface. Then the 3D feature points are 
extracted for the calculation of the distance and relationship 
between the feature points. The geometric distance 
measurement between each designated key point Pi and other 
key points on the 3D surface is derived as (4). 𝑑(𝑃𝑖 , 𝑃𝑁) = √∑ (𝑃𝑖 − 𝑃𝑁)2    𝑁𝑁=2                    (4) 

Afterwards, a subset of feature points is selected to 
calculate KSR. Then, the two key points Pn1 and Pn2 that are 
the shortest from the key point Pi are found, and the subset 𝛼𝑖 where Pi is located can be obtained. 

 𝛼𝑖 = [𝑥𝑃𝑖 𝑥𝑃𝑛1 𝑥𝑃𝑛2𝑦𝑃𝑖 𝑦𝑃𝑛1 𝑦𝑃𝑛2𝑧𝑃𝑖 𝑧𝑃𝑛1 𝑧𝑃𝑛2 ]                           (5) 

Finally, the geometric relation between the two subsets 𝛼𝑖  and 𝛼𝑖+1 is expressed by 𝜏𝛼𝑖 , and the KSR between the 

subsets is gained. The conversion mode between the subsets 
is as (6) and (7). 

          𝛼𝑖+1 = 𝜏𝛼𝑖𝛼𝑖                (6) 

    𝜏𝛼𝑖 = 𝛼𝑖+1(𝛼𝑖)−1                (7) 
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The Gaussian difference edge detection operator is 
further employed to measure the key points of the 3D surface. 
The image is convolved with the Gaussian function to obtain 
the low-pass filtering result [18], which can filter out the 
areas with small gray value change range to enhance the 
denoising effect. The calculation steps are as follows: (1) 
Convolution is carried out by using two Gaussian check 
images with the same size and different standard deviations; 
(2) The difference of convolution results is calculated to 
normalize the results. The Difference of Gaussian (DOG) is 
shown in (8), Where A and B are constants, and 1 and 2 
are standard deviations of two Gaussian functions, 
respectively. DoG(x, y) = 𝐴√2𝜋12 𝑒−𝑥2+𝑦2212 − 𝐵√2𝜋22 𝑒−𝑥2+𝑦2222          (8) 

C. Feature Point Matching 

Based on the above operations, the features of two 
images of the same target in a specific scene are matched to 
determine the positional relationship.  

As for feature point matching, firstly, the detection 
operator is extracted to find the pixel points that can be 
easily recognized in the two images. Then the detected 
feature points are described according to the extracted 
descriptor. Afterwards, the corresponding relationship is 
judged by the description operator of each feature point. 
Finally, noise reduction is carried out to remove the wrong 
matching points. Figure 3 is the result of feature point 
matching for the two input images. 

 

Figure 3. Feature Point Matching 

Due to the strong edge response to DoG function, the key 
points located at the edge are easily affected by noise. If the 
principal curvature of the extreme value of the Gaussian 
difference operator of a key point at the transverse edge is 
obviously smaller than that at the vertical edge, then the key 
point can be discarded. Let the principal curvature be H, 
which can be expressed by the Hessian matrix as shown in 
(9). 

                H = [𝐷𝑥𝑥 𝐷𝑥𝑦𝐷𝑦𝑥 𝐷𝑦𝑦] (9) 

In addition, we should judge whether the key point is at 
the edge since it may be affected by serious noise. Let A and 
B be the corresponding eigenvalues of the key points at the 
transverse edge and the vertical edge respectively. If A is a 
larger eigenvalue and is r times of B, there are: 

                Tr(H) = 𝐷𝑥𝑥 + 𝐷𝑦𝑦 = α + β  (10) Det(H) = 𝐷𝑥𝑥𝐷𝑦𝑦 − 𝐷𝑥𝑦2 = 𝛼𝛽               (11) 

           ratio = 𝑇𝑟(𝐻)2𝐷𝑒𝑡(𝐻) = (𝑟+1)2𝑟  (12) 

Set the threshold R. When ratio ≥ (𝑅+1)2𝑅  holds, the key 

point is considered to be at the edge. 

IV. EXPERIMENT AND ANALYSIS 

A. Description of the Experiment 

The experiment is divided into two parts. The first part 
verifies whether the improved edge detection algorithm (I-
Canny) can retain more edge information than original 
Canny. For each target object, Canny and I-Canny are 
executed to detect the edge information respectively. Then 
the proportion W of white pixel values in the whole image is 
calculated. The higher W value, the more edge information 
will be stored. The second part of the experiment is to 
combine I-Canny with KSR descriptor for object recognition 
to observe the effectiveness and stability of the proposed 
method. 

The operating system version in the experiment is 
Ubuntu 16.04.Relevant software libraries include 
ORB_SLAM2, OpenCV3.0, and Eigen3.1. 

B. Comparison Analysis 

As shown in Figure 4, three pictures with noise added 
were selected as experimental subjects. Image 1 has a pure 
white background and the edge information about the object 
is simple. Image 2 has a pure black background and 
complicated object edge information. The background color 
of Image 3 is complex, and the edge information about the 
object is more complex. 

Canny and I-Canny are executed for contour extraction 
of the objects in the 3 images respectively.  

 
Figure 4. Comparison of Segmentation Effects of the Two Edge Detection 

Algorithms 

As shown in Figure 4, the picture on the left are the 
subjects, the middle and right are the segmentation effect of 
Canny and I-Canny respectively. It can be seen that I-Canny 
performs better on preserving the edge information of the 
objects than Canny. 
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Moreover, we further binarize the output from the two 
algorithms to obtain the proportion W of white pixel points 
respectively, where W means the edge information obtained 
after the edge detection algorithm is executed. The higher the 
value of W is, the more edge information is reserved. 

TABLE I.  THE PROPORTION OF WHITE PIXEL POINTS  

Object 
Proportion of Edge Information 

Canny I-Canny 

Image 1 1.585% 2.101% 

Image 2 4.286% 6.898% 

Image3 6.176% 8.299% 

 
It can be seen from Table I that the proportion of white 

pixels is increased in the images where I-Canny is used. It 
also means that I-Canny preserves more edge information 
than Canny. 

C. Recognition Effect 

Through the combination of I-Canny and KSR descriptor, 
the code is fused into the AR front-end part of ORB_SLAM2 
open source library. Figure 5 shows the AR effect from a 
monocular camera. The images on the left are 3D objects, 
and the images on the right are the AR images. 

 

Figure 5. Recognition of 3D Objects 

As shown in Figure 5, the proposed method is able to 
accurately recognized the 3D objects and make the virtual 
model stably displayed above them. 

TABLE II.  THE NUMBER OF FEATURE POINTS  

Object 
Number of Feature Points 

N1 N2 

Box 1 126 143 

Box 2 151 160 

 

Three-dimensional object detection is performed on the 
two objects in Figure 4 using and optimized and unoptimized 
SLAM front-end codes respectively. Let the number of 
recognized feature points is N1 and N2, and the values of N1 
and N2 are shown in Table II. It can be seen that the 
optimized SLAM front-end code recognizes more feature 
points, which shows that the improved algorithm can 
perform better in recognizing feature points of three-
dimensional objects. 

V. CONCLUSIONS 

In the AR-oriented 3D object recognition process, the 
traditional Canny edge detection algorithm filter out the 
important edge information about the object, resulting in the 
decrease of recognition accuracy. In this paper, an improved 
edge detection method is proposed. The Gaussian filter in 
Canny is replaced by the median filter, which reduces the 
loss of edge information. Moreover, the local object 
recognition technology is integrated to recognize 3D objects, 
so that the virtual model can be stably displayed.  
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