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Abstract—This research work involves a highly accurate direc-
tional overcurrent coordination using the complex method–Rosen’s
gradient projection nonlinear programming approach with the
genetic algorithm-particle swarm optimization (GA-PSO) meta-
heuristic optimization algorithm. To accelerate the optimization
process, manual tuning steps are proposed to remove miscoordina-
tions quickly and to determine the relay type in the case that dif-
ferent relay curves are given for coordination. In this manner, the
metaheuristic and the deterministic parts share their advantages
so that their combination leads to a significant tradeoff between
exploration and exploitation. In addition, different objective func-
tions for each part are introduced. For various conditions, the pro-
posed method is applied to the eight-bus transmission and 33-kV
distribution part of the 30-bus IEEE power system. Next, the supe-
riority of the proposed algorithm over other researches is verified
by the observation that the results are in the range of dual setting
schemes.

Index Terms—Directional overcurrent relay (DOCR), meta-
heuristic optimization, nonlinear programming (NLP), overcur-
rent protection.

I. INTRODUCTION

D ESPITE the advantages of distributed generation (DG),
such as decrease in the construction of transmission lines,

enhancement of the voltage profile, decrease in power losses,
contribution to the generation in peak demand, sustainable uti-
lization, and inexpensive energy generation [1]–[3], the pres-
ence of DG has led to negative consequences for the power sys-
tem, particularly for power protection, such as changes of the
short circuit level and the direction of fault currents. Among all
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the overcurrent protective devices, the overcurrent relay has at-
tracted the most attention in the literature because of economic
reasons [4]–[6] and because of its simpler implementation in
modern meshed networks relative to reclosers and fuses [7]–
[10]. The changes of the fault current direction can be addressed
by making overcurrent relays directional, however, challenges
associated with variations of the fault current profile cannot be
overcome easily. Selectivity, reliability, and fast tripping are im-
portant factors in directional overcurrent relay (DOCR) protec-
tion. Selectivity means that each relay should react to faults
in its corresponding protection zone [11], [12]. This property
may be lost when the fault current magnitude changes [3], [13],
[14]. Promising advances have been reported on this topic, such
as adaptive protection [3], [13]–[16], fault current limiters [1],
[17], [18], fast detection of fault current [19], limitations of DG
generation capacity [10], fault ride through the control of grid-
tied inverters [2], [20], [21], optimal DG placement and sizing
[1], [22], planning schemes [17], [23],clustering schemes [24],
minimum break point set determination [25], stationary Inter-
net of Things devices [26] or communication assisted dual set-
ting schemes [27], and multiple relay settings based on different
DG penetration levels. Each of these proposals has some draw-
backs [3]; the common factor among them is that overcurrent
coordination must be achieved for at least one fixed configura-
tion of the power network. Addressing this purpose is the fo-
cus of this paper. As outlined before, reliability (i.e., each relay
should be backed up by other relays) and fast operation are im-
portant factors in overcurrent coordination. Faster operation of
relays leads to faster isolation of the faulty section, which sub-
sequently blocks the propagation of the fault to the rest of the
power network in less time. Moreover, fast operation of DOCRs
may lead to reduced damage, enhanced power quality, and pre-
vention of transient instability of the induction or synchronous
generators [28], [29]. Consequently, minimization of the total
relay operating times is an important objective; as the total re-
lay operating times for a coordination scheme decreases, the
algorithm performs better. Furthermore, because of the relia-
bility property of DOCR coordination, each relay has backup
protection, and because of the selectivity property, backup re-
lays are designed to operate after their primary relays with a
time difference known as the coordination time interval (CTI).
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This parameter is typically between 0.2 s and 0.5 s and is set to
0.3 s, in this paper. When this setting is violated, the selectivity
or fast tripping property is also violated. If the operating time
difference between the primary and backup relays is less than
the CTI, then nuisance tripping of the backup relay may occur,
and unnecessary outage and selectivity violation is expected.
Moreover, if this time difference is much greater than the CTI,
then the first factor, i.e., minimizing relay operating times, is
violated. Thus, the second objective is to minimize this time dif-
ference and prevent violation cases. Thus, accurate overcurrent
coordination is vitally important for a power system and has
attracted strong attention in the literature [3], [6], [17], [30]–
[38]. Using the proposed algorithm, significant improvements
toward these objectives are achieved, as discussed in detail in
the subsequent sections. Generally speaking, overcurrent coor-
dination involves a challenging nonlinear programming (NLP)
problem to obtain optimized values for time setting multipliers
(TSMs) and plug setting multipliers (PSMs) while satisfying
the aforementioned objectives and constraints. Diverse meta-
heuristic [3], [30]–[35] and deterministic [4], [17], [36], [37],
approaches and their combinations [6], [18], [38] have been ap-
plied to overcurrent coordination problem in the literature. All
metaheuristic approaches have some common properties, and
this premise is valid for deterministic approaches, such as lin-
ear programming (LP) or NLP. Metaheuristic algorithms can
be applied to nonconvex design spaces. These algorithms also
search over the global design space, including several convex
spaces with different local optima. Moreover, the population-
based methods are problem independent. These methods can be
applied to linear and nonlinear problems; however, they have
some considerable drawbacks. These algorithms have stochas-
tic behavior, and they search over design space randomly. In
other words, even for two consecutive computer runs with the
same initial points, the final results differ from each other, and
the solution may be only a local optimum. To find the best so-
lution, the neighborhood of this solution should be explored.
After reaching the vicinity of the global optimum, the algorithm
should obtain exact quantities for solutions in a reasonable time.
Thus, exploitation becomes more important. The exploitation
and exploration tasks are in contrast and complementary to each
other; consequently, achieving a balance between them is an-
other challenge associated with population-based algorithms.
On the one hand, if a particular metaheuristic method increases
exploration and exploitation simultaneously, it could be very
time consuming. On the other hand, avoiding constraints from
the violation, decreasing primary operation times and reduc-
ing discrimination times between primary and back up relays
are other responsibilities of metaheuristic techniques. Conse-
quently, the objective functions (OFs) should achieve a balance
among these three terms. Relative to deterministic techniques,
this aspect is another prominent drawback of population-based
methods.

Alternatively, deterministic methods can be used for convex
problems in a local optimum vicinity [39]. Relative to stochastic
algorithms, these methods are more efficient, more accurate and
faster for finding exact local optima, i.e., providing better ex-
ploitation. In addition, considering some predefined constraints,
these methods can solve linear or nonlinear problems. As a

result, during the iterative process of solving a problem, all con-
straints remain satisfied, and there is no need to add a penalty
term for a fitness function to protect solutions from constraint
violations. This characteristic can be considered their prominent
advantage since fitness functions can avoid excessive terms. In
the case of the LP problem [17], [36], the fitness function can
concentrate on minimizing the operation times of primary relays
only because in the case of the LP, all OFs and constraints are
linear; in the case of NLP [4], [37], the fitness function can focus
on both primary operation times and discrimination times simul-
taneously. Thus, NLP outperforms LP for DOCR coordination
schemes. Because of the many differences among NLP methods,
in this paper, two of the most appropriate alternatives have been
selected. Based on the above introduction, the combination of
metaheuristic and deterministic methods can be efficient because
metaheuristic methods avoid solutions becoming trapped in lo-
cal optima and because deterministic methods can both find the
best solutions in each convex zone and reduce the fitness function
parameters. In particular, the exploration can be accomplished
using a metaheuristic method, and exploitation can be accom-
plished by using a deterministic method. In the current research
work, to eliminate the aforementioned deficiencies, metaheuris-
tic, deterministic, and analytic manipulations have been used to
solve the overcurrent coordination problem. Clearly, the first step
in overcurrent coordination is to remove all violations; this step
is achieved by the analytic part quickly (e.g., in a few seconds).
After removing all violations by the analytic part, primary oper-
ation times and discrimination times without any violation can
be optimized by NLP and the metaheuristic parts. After elimi-
nating the violations, the proposed algorithm avoids any future
violation because, in the NLP part, violations are considered
constraints for NLP; in the metaheuristic part, violations have
a large constant (i.e., higher importance) in the OF. Among all
deterministic approaches, NLP techniques are more appropri-
ate than LP methods because, in LP algorithms, both OFs and
constraints must be linear; consequently, discrimination times
cannot be optimized. Rosen’s gradient projection (RGP) and the
complex method are used as the NLP part of the proposed algo-
rithm because these methods have some advantages over other
NLP algorithms, as discussed in detail in subsequent sections of
this paper. In the next section, all formulations of the constraints
and the OFs are presented. The proposed algorithm is described
in detail in Section III. Section IV presents the simulation and
results; the results are compared with other research results, and
notable observations are discussed. The Section V presents the
conclusion.

II. PROBLEM FORMULATION

A. Relay Curves

In this paper, overcurrent relay curves given by IEC standard
255-4 [40] are used as

top =
A× TSM(

If
Ipickup

)B
+ C (1)

where If is the detected fault current by DOCRs and Ipickup is
the pickup load current. DOCRs are classified in three groups of
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TABLE I
IEC STANDARD RELAYS [40]

relays: standard inverse (SI), very inverse (VI), and extremely
inverse (EI). Table I presents the A, B, and C coefficients for
various types of relays.

B. Objective Functions

Considering the coordination constraints, suitable OFs can
improve the overcurrent protection efficiently. The proposed
OFs are given by

OF =

PN∑
i=1

(
k |Δti − |Δti|| t2mi + (Δti + |Δti|) t2bi

)
(2)

O.F1 =

RN∑
i=1

(tmi)
2 +

RN∑
i=1

(Δti)
2 (3)

Δti = tbi − tmi − CTI (4)

where the discrimination time is defined via (4) and the OF
is applied to the genetic algorithm-particle swarm optimization
(GA-PSO) part; O.F1 is applied to the NLP. The major goals of
the OF are to prevent creating violations and prepare the solu-
tions submitted to the NLP. In other words, providing different
points from the search spaces of TSMs and PSMs and preventing
miscoordination are the main duties of the GA-PSO part, and
t2m is not optimized independently as with conventional OFs.
In contrast, minimizing primary operating times and reducing
TSMs and discrimination times are responsibilities of the NLP
part by introducing O.F1. In all the equations, when a fault occurs
in front of relay m, tmi and tbi are the primary and secondary
operation times for the ith relay pair, respectively. k is a positive
large constant value (e.g., 1010), and PN and RN are the total pair
numbers and the relay numbers, respectively. All coordination
constraints can be summarized by the following equations:

Δti ≥ 0
for i=1:PN

(5)

Ipickup = PSMiImaxloadi

for i=1:RN
(6)

1.2 ≤ PSMi ≤ 1.6
for i=1:RN

(7)

TSMmin ≤ TSMi ≤ TSMmax

for i=1:RN.
(8)

The values for TSMmin and TSMmax are discussed in
Section IV.

III. PROPOSED ALGORITHM

The proposed algorithm has three metaheuristic, analytic, and
deterministic parts.

A. Metaheuristic Part

The stochastic property is important for the proposed algo-
rithm. The most important dedicated goals of this part can be
classified into three groups:

1) preventing miscoordination cases,
2) introducing diverse TSMs and PSMs in the search space

and consequently reducing the possibility of getting
trapped in local optima, and

3) delivering optimized PSM values to the NLP.
To achieve the first goal, coefficient k in the OF of (2) is de-

fined as a large positive value to avoid the violated cases. The
second goal of the stochastic part is to guarantee the explo-
ration of methods to reach the global optima. Thus, selection of
a population-based algorithm with an acceptable exploration is
required to find a variety of TSMs and PSMs. However, finding
various points is more important and critical for PSM values
than TSM quantities because RGP optimizes only TSMs. Con-
sequently, the responsibility of minimizing PSMs should be as-
signed to the metaheuristic part; this task is the last goal of this
part. Generally speaking, the proposed metaheuristic method
should provide favorable exploration for both TSM and PSM
optimization and desirable exploitation for PSM optimization,
since NLP can find the best existing optima for TSMs in a lo-
cal neighborhood. In the proposed algorithm, GA and PSO are
implemented in parallel with each other once per iteration. In
other words, when a population is submitted to the metaheuristic
part, GA and PSO are applied for the population separately, and
then their outputs are sorted based on the OF. Subsequently, the
first n populations with the lowest cost functions are selected,
and other populations are removed. Thus, the first population
is the global best; moreover, if there are any changes in the
so-far global best of each individual particle in the PSO algo-
rithm, then the so-far global bests of the individual particles are
updated.

B. Analytic Part

This part has two important tasks. The first task is to remove all
violations and provide a feasible solution to deliver to the meta-
heuristic and NLP parts quickly. The second task is to determine
the relay curve types in the case where different relay types are
allowed for overcurrent coordination. This part plays a signifi-
cant role in reducing the proposed algorithm run time. Although
the GA-PSO algorithm can remove violated cases without this
part, the process takes considerable time. Thus, by applying this
component, the metaheuristic part can be less involved in this
task. Moreover, after eliminating all miscoordinations by the ap-
plication of this part, because of NLP and GA-PSO properties,
no violation occurs during the algorithm run time; clearly, this
part is implemented only once in each overcurrent coordination
optimization. In other words, NLP creates feasible solutions in
each iteration, and OF does not allow the GA-PSO algorithm
to violate the coordination constraints. This strategy saves time,
reduces calculation, and makes the algorithm suitable for some
applications in which accurate coordination considering a rea-
sonable run time is desired. This part consists of two scenarios,
given as follows.
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Fig. 1. IEEE 8-bus transmission network.

1) Scenario 1- Decrease in the Main Relay TSM: The prin-
ciple of scenario 1 is to decrease the TSMs of the main relays in
violated constraints to eliminate violations. However, although a
decrease in the TSMs of the main relays in miscoordinated cases
can lead to the removal of those miscoordinations, it can also re-
sult in possible miscoordinations in some other pairs, for which
these specific relays are their backup protection. The IEEE 8-
bus 150-kV transmission network shown in Fig. 1 is given as an
illustrative example.

In this figure, black solid lines are electrical lines, red dashed
arrows denote relay pairs that are not coordinated, and green
solid arrows indicate coordinated relay pairs. All required dis-
crimination times in seconds are shown in the figure as A, B,
C, D, E, and F, which are positive constants. In the figure, pairs
R1–R14, R10–R15, and R5–R6 not coordinated, and pairs R14–
R12, R14–R6, and R5–R7 are coordinated. Assuming that E >
D, then R14 is coordinated with R12 considering the CTI time
difference. Consequently, D becomes zero, E becomes smaller,
and the possibility of removal of miscoordination between R1–
R18 increases. Even if this miscoordination is not cleared, the
discrimination time between these relays from a negative value
approaches zero. Note that scenario 1 has no effect on pair R10–
R5. After each change in TSMs, discrimination times are up-
dated in the loop. This scenario checks all violations iteratively
until no TSM can be changed. At this point, scenario 2 is imple-
mented. Although scenario 1 appears simple, it is very efficient;
its effectiveness is described in Section IV.

2) Scenario 2- Increase in the TSMs of Backup Relays: In
some of the cases for which scenario 1 cannot solve the problem,
scenario 2 is used. In this scenario, miscoordination pairs are
detected, and to clear these undesirable cases, backup TSMs are
increased in turn. Next, according to main relay TSMs and CTI,
new greater values for backup relay TSMs are calculated. In the
case that two or more violated constraints have the same backup
relay, TSM of the backup relay is tuned so that all violations
are cleared (i.e., the greatest calculated TSM is selected for the
backup relay). Scenario 2 is implemented until all violations are
cleared. Note that after any changes in TSMs, discrimination
times are updated.

In summary, in scenario 1, TSM values of main relays in
miscoordination pairs are reduced; in comparison, TSM values
of backup relays in miscoordination pairs are increased in sce-
nario 2. Thus, a holistic view shows that scenario 1 has more
priority than scenario 2. Although raising the TSM values for
backup relays has destructive effects on the primary operating
times of relays, some insolvable miscoordinations can be quickly
removed using this approach. Consequently, the GA-PSO and
NLP parts can perform their duties much faster. Note that if
the proposed algorithm works without scenario 1, because of
scenario 2, many TSMs increase until all miscoordinations are
removed. However, because of the uncontrolled increase in the
TSM quantities, the whole algorithm becomes slow, and the fea-
sibility of solutions might be ignored. Thus, after implementing
scenario 1 and GA-PSO, scenario 2 is very efficient, and only one
application of scenario 2 removes all miscoordinations quickly.
The effectiveness of scenario 2 is shown in Section IV.

3) Relay Type Determination: This part is implemented
when different relay curves are allowed. Typically, this part
is performed using metaheuristic approaches in the literature.
However, considering the discussed drawbacks of metaheuristic
methods, these methods are very time consuming and inefficient
for this end. If this task is performed manually in lower time, in
addition to the decrease in total algorithm run time, the meta-
heuristic part becomes less constrained and can perform other
duties with higher accuracy. The superiority of the proposed
method becomes more prominent when different relay types are
given for coordination because of this part. This fact is shown in
Section IV. According to IEC standard 255-4 relay curves (see
Table I), there are three alternatives for each relay curve. In this
part, first, the global best population is selected. Next, based on
its data, the cost function (O.F1) for each relay considering three
curves is calculated. This action is performed for all relays, and
the type of relay with the lowest corresponding cost function
is updated. This task is iteratively continued until no relay type
can be updated. As an illustrative example, consider the 8-bus
IEEE network with 14 relays. Each relay type has three alter-
natives. The cost function is calculated for each relay for three
cases; thus, for this network, 42 cost function calculations are
required. After these calculations, the lower cost function iden-
tifies the relay whose type should be updated. After updating,
the algorithm is continued until no relay type can be updated.
Note that the location of this part in the proposed algorithm af-
fects the performance of the algorithm significantly. To be exact,
although there are several alternatives, when this part is imple-
mented in the structure of RGP, the maximum efficiency can be
achieved because of the discussed merits and the superiorities
of RGP over other algorithms to find the local optima. This as-
pect is discussed in more detail in the next section. Note that in
addition to the structure of RGP, if this part is executed after the
metaheuristic part, then even better results can be achieved at
the expense of a longer computer run time.

C. Nonlinear Programming

There are two important considerations in the overcurrent
coordination optimization problem. First, selecting an NLP



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

DARABI et al.: HIGHLY ACCURATE DIRECTIONAL OVERCURRENT COORDINATION 5

Fig. 2. Optimization instance assuming two constraints.

technique to optimize all PSMs and TSMs is not reasonable be-
cause, after optimization of TSMs and PSMs, GA-PSO clearly
falls into local traps, and escaping from this situation and
searching over the design space for global optima is generally
not possible. Thus, the only reasonable solution is to optimize
only TSMs and let the GA-PSO algorithm search for PSMs.
Consequently, in addition to escaping from local optima, the
advantages of metaheuristic methods can be exploited. Second,
minimizing primary operation times, TSMs and discrimina-
tion times without creating any violation with an acceptable
efficiency and accuracy are other important objectives of NLP.
Consequently, the applied fitness function to NLP must be non-
linear. The applied fitness function to NLP has been introduced
as O.F1, which satisfies NLP purposes without any attention to
the miscoordination issue. According to the above-mentioned
description, RGP and the complex method are some of the
best choices for the NLP part of the proposed method as
follows.

1) Complex Method: According to [39], to solve a nonlin-
ear problem by using the complex method, considering n as
the number of design variables, k initial points must be avail-
able, where k is equal or greater than n + 1. In other words,
a population of at least n + 1 without any miscoordination
must be provided. Therefore, the population number in GA-
PSO must be greater than this value. In each stage of the pro-
posed algorithm, the GA-PSO operator sorts all populations
based on their cost functions. If at least the first (n + 1)th chro-
mosomes satisfy all constraints, then the complex method is
applicable, and this is the entrance condition to the complex
method. The complex method structure is based on the reflection
process [39].

2) Rosen’s Gradient Projection: RGP is an effective method
to solve nonlinear problems with linear constraints and nonlin-
ear objectives. If the provided initial conjecture by GA-PSO,
i.e., the first population, is in a proper convex zone, then the
steepest descent direction −�(O.F1) improves the current point
substantially. As long as none of the constraints become active,
moving along this direction leads to a decrease in O.F1; how-
ever, another issue is feasibility. Thus, considering constraint
borders, reducing O.F1 is desirable; this goal can be performed
by applying the projection vector. For further illustration, an
optimization problem with two constraints is assumed. The in-
stance is a three-dimensional optimization problem, see Fig. 2.
For the current case, going along −�(O.F1) direction leads to
violations in g1(x) and g2(x).

To avoid these violations a new usable feasible direc-
tion (−P.�(O.F1)) with the following properties should be
considered:

∇g1. (−P.∇ (O.F1)) = ∇g2. (−P.∇ (O.F1)) = 0. (9)

Therefore, we have

NP . (−P.∇ (O.F1)) = 0 (10)

where Np consists of the gradient of all active constraints. In
other words, the first and second columns of Np are ∇g1 and
�(g2), respectively. −�(O.F1) can be defined as

−∇ (O.F1) = −P.∇ (O.F1)− [I − P ] .∇ (O.F1) . (11)

As indicated in Fig. 2, the second part of the right-hand side
of (7) is in the hyperplane tangent of specific active constraints.
Thus, it can be constructed by the gradient of particular active
constraints by λ1 and λ2 coefficients as follows:

−[I − P ] . ∇ (O.F1) = NT
P λ , where λ = {λ1, λ2 } . (12)

Multiplying (8) by NP results in

−NP [I − P ] .∇ (O.F1) = NPN
T
P λ. (13)

Thus, λ is given by

λ = −
{(

NPN
T
P

)−1
NP .∇ (O.F1)

− (
NPN

T
P

)−1
NPP.∇ (O.F1)

}
. (14)

Using (10) and (14) altogether, we have

λ = −
{(

NPN
T
P

)−1
NP .∇ (O.F1)

}
. (15)

According to (11), (12) and (15), we have

−∇ (O.F1) = −P.∇ (O.F1)

−NT
P

{(
NPN

T
P

)−1
NP .∇ (O.F1)

}
. (16)

Thus

P =
{
I −NT

P

{(
NPN

T
P

)−1
NP

}}
. (17)

In summary, we have
Step 1: All constraints should be inspected whether they are ac-

tive (i.e., equal to zero). In the case of having an active
constraint, the projection matrix (11) should be pre-
pared. Otherwise, solve all gi(x)s for x = Xi + λkSi

where j = 1, 2, …is the constraint number, and select
λM = min(λk) without violating any constraints.

Step 2: Check whether dO·F1

dλ
(λM ) is positive. If so, then solve

dO·F1

dλ
= 0 for x = Xi + λkSi as λ0; the new quantity

of λi λi for the next iteration is λi = λ0. Otherwise, the
new quantity of λi for the next iteration is λi = λM .

Step 3: Set Xi+1 = Xi+1 + λkSi, and check how many con-
straints are active. If there is more than one active con-
straint, then calculate the projection matrix as (11), and
obtain the normalized Si as follows:

Si =
−P · ∇ (O·F1 (Xi))

||P · ∇ (O·F1 (Xi))|| . (18)



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE SYSTEMS JOURNAL

If all constraints are feasible, set Si as follows:

Si =
−∇ (O·F1 (Xi))

||∇ (O·F1 (Xi))|| . (19)

Step 4: If Si is zero, according to (17), (18) for Xi

P.∇ (O.F1) =
{
I −NT

P

{(
NPN

T
P

)−1
NP

}}
.∇ (O.F1) = 0.

(20)
Thus, ∇(O · F) for Xi is as follows:

∇ (O·F1) = NT
P

{
−
{(

NPN
T
P

)−1
NP

}
.∇ (O.F1)

}
= NT

P λ.

(21)
If all arrays of λ are positive, then the Karush–Kuhn–Tucker

[39] conditions are satisfied. Moreover, it can be deduced that
all elements of ∇(O.F1(Xi)) are positive; thus, O.F1 tends to
increase such that the recently found point is the optimized so-
lution. If there are some negative elements in λ, then the array
with the most negative value should be removed, and a new NT

P

should be defined by considering the active constraints. Note that
once the RGP method is implemented, PSMs are constant; in the
case that various relay curves are allowed, relay types and also
coordination constraints (5)–(8) are updated after calculating a
new Xi

gj (Xi) = tmj − tbj +CTI;
j=1.2. ... .PN

(22)

gj (Xi) = TSMmin − TSMj ;
j=PN+1. ... .PN+RN

(23)

gj (Xi) = TSMj − TSMmax; j=PN +RN +1. ... .PN +2RN.

(24)

When relay type determination is implemented in the structure
of RGP, convex zones derived from the relay curves become
more expanded, and constraint activation is less possible, which
facilitates movement in the direction of steepest descent. As a
result, by expanding convex zones, reaching the global optima
becomes more possible, and by facilitating the movement in the
direction of steepest descent, the global optima can be reached
faster. In summary, based on the above outlines, the structure of
the proposed algorithm is given as follows.
Step 1: Define all coefficients, e.g., maximum iteration and

population numbers, PN, and RN. Moreover, deter-
mine the initial populations based on their boundaries.

Step 2: Apply parallel GA-PSO based on Section III-A.
Step 3: Identify relay types based on the discussed procedure

in Section III-B3. If the maximum iteration is met, then
quit the algorithm.

Step 4: Check whether there is any miscoordination for the first
population with the lowest cost function. If not, then
go to Step 6. If yes, then implement scenario 1 for this
population.

Step 5: Check whether there is any miscoordination removal.
If yes, then go to Step 2. If not, then perform scenario 2.
Next, increase the iteration number by one.

Step 6: Check the number of the first populations without mis-
coordination to determine whether it is greater than the
number of design variables (RN). If not, then go to the

next step. If so, then perform the complex method for
valid k initial points for one cycle. Evaluate and then
order the populations based on the OF. Increase the
iteration number by one.

Step 7: i = 1 and Xi = pop(1). position(j), j = 1,2, …, RN.
Step 8: i = i + 1. Find new Xi by executing RGP. If required,

determine the optimum relay types based on Section
III-B3.

Step 9: Increase the iteration number by one. If the RGP exit
criterion is met, then go to Step 2. Otherwise, go to the
previous step. Note that the populations are prepared
for the complex method part in Step 6 and that the
complex method is implemented in Step 7. Regarding
the proposed algorithm, although the RGP exit crite-
rion in Step 9 is discussed in the corresponding sec-
tion, the projection matrix (P) may become singular in
some cases when the number of activated constraints
increases. In this case, the algorithm becomes sluggish
in the RGP part; thus, the cost function for two con-
secutive Xi is calculated. If their differences are less
than a small value (e.g., 10−15), then RGP is stopped.
In order to have more clarification, all the aforemen-
tioned steps are shown in details in Fig. 3. It can be
observed that the complex method is executed if at
least we have RN + 1 feasible population. Another
term which can be observed from Fig. 3 is that sce-
nario 2 is performed if at least one single miscoordina-
tion becomes available; however, scenario 1 cannot re-
move this miscoordination. In the next section, the pro-
posed algorithm results are presented, and comparisons
are provided to verify the superiority of the proposed
algorithm.

IV. SIMULATIONS AND RESULTS

The proposed algorithm has been applied to both the 8-bus
IEEE 150-kV transmission network depicted in Fig. 1, [41] and
the 33-kV distribution part of the 30-bus IEEE network. The
required fault data and topology of the 30-bus network have
been provided in [33], [42], and Fig. 4. Two cases of overcurrent
coordination were investigated. In case 1, all relays are SI. In
case 2, the relay types given in Table I can be used. The results are
shown in Tables II–VII. The distinction of the proposed method
is highlighted in Table VIII. Also, the obtained total operating
time for case 1 using only the GA-PSO is provided in this table.
Several notable observations are discussed. First, the proposed
method has been executed in a typical manner; better results may
be achieved by additional executions. Table VIII indicates that
although only normally inverse conventional DOCRs have been
used for coordination, the results outperform that of the dual
setting scheme in [35] and are in the range of the achieved results
in [4] with minimal difference. This result indicates the reduction
of excessive costs and equipment [35] and is an important result.
Second, although scenario 2 removes all violations and is faster
than scenario 1, scenario 1 eliminates violations by decreasing
TSMs, while scenario 2 performs this task by increasing TSMs.
Therefore, scenario 1 improves the process and constrains TSMs
from achieving large values.
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Fig. 3. Proposed algorithm flowchart.

Thus, the proposed method becomes robust and reliable and
faster (e.g., 5 s for the 30-bus system) in the removal of violations
(see Fig. 5). This robustness leads to another exclusive property
that enables the proposed algorithm to remove violations in nar-
rower bands of [TSMmin TSMmax] for which the GA-PSO part
cannot remove violations in these bands. While this band be-
comes narrower, i.e., in the range of final optimized values for
TSMs, another vital consequence for both cases can be achieved.

Fig. 4. 33-kV distribution portion of IEEE standard 30-bus network.

TABLE II
OBTAINED QUANTITIES FOR 8-BUS SYSTEM IN BOTH CASES

TABLE III
OBTAINED RELAY TYPES FOR 8-BUS SYSTEM IN CASE 2

TABLE IV
OBTAINED QUANTITIES FOR 30-BUS SYSTEM IN CASE 1
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TABLE V
SAMPLES OF OBTAINED Ipickup FOR 30-BUS IN CASE 1

TABLE VI
OBTAINED QUANTITIES FOR 30-BUS SYSTEM IN CASE 2

TABLE VII
OBTAINED RELAY TYPES FOR 30-BUS SYSTEM IN CASE 2

TABLE VIII
COMPARISON TO OTHER COORDINATION METHODS

In case 1, the design space for TSMs is reduced, so, optimiza-
tion quality is improved significantly. For case 2, in addition to
this property, GA-PSO can be more relaxed and takes a specific
opportunity to contribute to relay curve determination and PSM
optimization. Although relay type determination is performed
in its corresponding section, in that section, relay curves are de-
termined by fixed values for TSMs and PSMs; in contrast, in
the GA-PSO part, the variations of TSMs and PSMs are con-
sidered simultaneously for this end. Consequently, variations of
relay curves cause greater changes in the OF; thus, GA-PSO
concentrates more on relay types. This property makes the pro-
posed method more prominent in case 2, as per Tables II and VI,
and these superiorities are consequences of scenario 1 and sce-
nario 2. The intervals [0.05, 0.2] and [0.05, 1] are used for the
8-bus and 30-bus, respectively. Third, the complex method is not

Fig. 5. Discrimination times for 30-bus system in different conditions.

Fig. 6. Contribution of different parts in DOCRs coordination.

an appropriate alternative to combine with metaheuristic meth-
ods. In the complex method, a new solution can be determined
by the central point and the worst point cost functions and re-
flection operator.

However, in metaheuristic techniques, all populations includ-
ing the worst point move toward the best solution, and, depend-
ing on the weighting factors, all population chromosomes are
quite near the best solution. Therefore, after several iterations,
the best global solution and the worst solution become the same,
and the reflection operator loses its application. Fourth, the re-
sults in Table VIII illustrate the unambiguous superiority of the
proposed algorithm for large-scale and complex cases. A tenu-
ous conclusion is that as the number of design parameters in-
creases and the problem becomes more complex, the proposed
algorithm becomes more practical and convenient because each
duty has been assigned to its corresponding part. Fig. 6 shows
that the GA-PSO and scenario 1 optimize all parameters; thus,
if scenario 1 cannot remove violations and the GA-PSO algo-
rithm falls into a trap, then scenario 2 takes the responsibility
of removing all miscoordinations. After applying scenario 2, all
the preconditions of the NLP algorithms are satisfied.

Note that in the RGP algorithm, all pickup currents are con-
stant, and RGP optimizes only TSMs perfectly. After imple-
menting RGP, as indicated in Fig. 6, the GA-PSO attempts to
introduce new values for PSMs and TSMs. Fifth, the effective-
ness of NLP can be observed in Fig. 6. After first-time RGP
implementation, a near vicinity of the best possible solution is
achieved, and improving this solution is very challenging to
achieve in both GA-PSO and NLP parts. Moreover, the dif-
ference between NLP approaches, e.g., [4], and others, e.g.,
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[35], can be observed from Table VIII for 30-bus coordina-
tion. Sixth, executing two metaheuristic methods in a parallel
manner will enhance the exploration efficiency of the proposed
method because entire opportunities for exploring better posi-
tions are considered. Once series combinations of two meta-
heuristic methods are executed; each population is delivered to
only one metaheuristic method. Instead, all metaheuristic meth-
ods can examine their chances to explore a better position for
each individual population in a parallel configuration. Seventh,
the entire algorithm converges in 60 iterations and hence is not
very time-consuming. Eighth, the GA-PSO algorithm can eas-
ily remove all miscoordinations when combined with scenar-
ios 1 and 2. Moreover, the GA algorithm has an acceptable
exploration level because of cross-over and mutation proper-
ties. In order to examine the accuracy and effectiveness of the
proposed method; overcurrent coordination for the distribution
portion of 30-bus IEEE standard test system considering a high
DG penetration level should be performed. Also, the desirable
performance of the proposed method should be scrutinized for
both grid-connected and islanded operation modes. Based on
Table VIII and also literature [6], [38], it can be clearly ob-
served that deterministic approaches have superior exploita-
tion, especially when larger power networks are considered for
overcurrent coordination. Hence, to indicate the merits of the
proposed method; the method should be compared with both
conventional and dual setting (communication assisted) schemes
for the aforementioned cases. Considering the above terms, the
paper by Sharaf et al. [27] can be selected as an appropriate op-
tion to be compared with our proposed method. In [27], a new
communication assisted dual setting has been proposed and ap-
plied to the modified 30-bus standard test system. In order to
figure the same conditions in [27] for the modified 30-bus test
system; 11 similar DG units are connected to the busbars 1, 2,
4, 6–8, 10–14. Each DG unit operates at unity power factor and
is rated at 10 MVA and connected to the corresponding busbar
by a 480 V/ 33 kV transformer. The modified version of the
30-bus network has 29 DOCRs and 51 relay pairs. It is worth
mentioning that overcurrent coordination has been performed
considering mid-way faults in [27] this is our case here in this
part of the study as well. It can be found in Fig. 4 that the distri-
bution section of the 30-bus network is fed through busbars 1,
6, and 13.

In case of islanding mode, these busbars are not fed from the
132 kV section of the 30-bus test system. In [27], MATLAB
built-in optimization function fmincon is used as the optimizer
engine while in this paper the entire parts of the proposed method
have been programmed as a MATLAB code (i.e., m.file). Con-
sequently, further modifications can be applied to the proposed
method. For instance, the relay type determination or even the
metaheuristic part can be executed in each loop of the RGP
method. This modification leads to more improvement in the
proposed method which is further illustrated by numerical ex-
amples. Thus, overcurrent coordination for both connected and
islanded cases should be performed; however in each case, the
obtained results by conventional (without communication links)
coordination scheme (using the proposed optimization method
and fmincom [27]) should be compared with communication

Fig. 7. Obtained results for case 3.

Fig. 8. Obtained results for case 4.

assisted dual setting scheme. In order to obtain more op-
timized results, the metaheuristic part is executed in each
loop of the RGP method in the case that only SI relays are
used. Also, both metaheuristic and the relay type determina-
tion process (mentioned in Section III-B 3) are executed in
each loop of the RGP method where different relay types are
allowed.

The proposed method is applied to the modified 30-bus IEEE
test system for diverse configurations in following sections.
Figs. 7–10 provide the obtained simulation results. These figures
have some common properties. The obtained optimized values
for TSMs, PSMs, relays operating times (for mid-way faults),
and discrimination times are indicated in these figures by yel-
low, green, red, and light blue colors, respectively. Figs. 7 and 9
contain 138 data points whereas Figs. 8 and 10 contain 167 data
points. In some cases that light blue bar charts do not exist for a
specific relay pair, it means that discrimination time is zero for
the corresponding pair. The first relay pair in all Figs. 7–10 is an
example of this case. Relay numbering is the same with [27] and
relay pairs are denoted by Table IX. Pair number, primary relay,
and backup relay are denoted by PN, PR, and BR in Table IX.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

10 IEEE SYSTEMS JOURNAL

Fig. 9. Obtained results for case 5.

Fig. 10. Obtained results for case 6.

TABLE IX
PAIR NUMBERS FOR MODIFIED 30-BUS SYSTEM

A. Grid-Connected Topology

In this topology, overcurrent coordination is performed for
the modified 30-bus IEEE test system where the 33-kV portion
was connected to the 132-kV section. Case 3 indicates coordi-
nation with only SI relays whereas case 4 indicates coordination
with different relay types (see Table I). Simulation results for

cases 3 and 4 are given in Figs. 7 and 8, respectively. For conve-
nience, SI, VI, and EI relays are denoted by 1, 1.5, and 2 values
in case 4 (i.e., dark blue bar charts in Fig. 8). For more clarifi-
cation, consider relay/pair number 10 in Fig. 8. Obtained values
of TSMs, PSMs, and relay operating time (for mid-way fault)
is 0.84 s, 1.34 s, and 0.28 s, respectively, for relay number 10.
Also, discrimination time of pair number 10 (Table IX, (4) and
Fig. 8) is 0.16 s. Some obtained values in case 4 are more than 3,
however, y-axis in Fig. 8 is limited in [0, 3] boundary to preserve
the resolution quality. The obtained TSMs of relays 5 and 28 are
3.82 s and 4 s, respectively. Also, the discrimination time of pair
34 is 5.91 s. It should be noted that the obtained type of relay
27 is EI which corresponds to the value of 2 for the dark blue
bar chart in Fig. 8. On the other hand, the obtained value for
TSM of the same relay is 2. Hence, the yellow bar chart height
is the same with the dark blue bar chart height and consequently,
the yellow bar chart lies on the dark blue bar chart in Fig. 8 for
relay number 27. In the case of SI relays coordination, the total
relays operating times for the conventional coordination scheme
with MATLAB built-in fmincon optimizer and communication-
assisted dual setting coordination scheme are 70.28 s and 30.94
s, respectively [27]. We observed a 55.9% reduction in case of
the dual setting scheme. Now, applying the proposed optimizer
engine to the conventional coordination scheme results in 31.87
s for total relays operating time (case 3) which corresponds to
55% reduction compared with fmincon optimizer engine. In the
case that various relay curves are allowed (case 4), total re-
lays operating times is 6.38 s which shows 79% reduction as
compared with communication assisted dual setting approaches
without any need to extra costs.

B. Islanded Topology

In this topology, overcurrent coordination is performed for
the modified 30-bus IEEE test system where the 33-kV sec-
tion is disconnected from the 132-kV section. Case 5 indicates
coordination with only SI relays whereas case 6 indicates co-
ordination with different relay types (see Table I). Simulation
results in cases 5 and 6 are given by Figs. 9 and 10, respec-
tively. The only obtained variable which is greater than 3 in
this topology is the discrimination time of pair 42 (=3.17 s)
in case 6. In the case of SI relays coordination, the total re-
lays operating times for the conventional coordination scheme
with MATLAB built-in fmincon optimizer and communication-
assisted dual setting coordination scheme are 77.65 s and 32.24
s, respectively [27]. We observe 58.48% reduction in case of
the dual setting scheme. Now, applying the proposed optimizer
engine to the conventional coordination scheme results in 32.4
s for total relays operating time (case 5) which corresponds to
58.27% reduction as compared with fmincon optimizer engine.
For the case that various DOCR curves are allowed (case 6),
total relays operating times is 6.94 s that shows 78% reduction
compared with communication-assisted dual setting approaches
without any need to extra costs. The robust performance of the
proposed method can be assured by these comparisons. It is
worth noting that the final found solution by deterministic ap-
proaches highly depends on the initial point because the local
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optima in the convex vicinity of the initial conjecture always are
found by deterministic approaches. Hence, various initial points
should be manually given to deterministic methods to avoid be-
ing trapped in local optima [27] which is not the case for the
proposed method. In comparison, the obtained results using the
proposed method are close to each other in different algorithm
runs (average 35.7 s for 10 algorithm runs). Hence, various initial
points cause no considerable differences in the final results.

A simple comparison confirms the robustness of the pro-
posed method in cases that the metaheuristic and relay deter-
mination parts (mentioned in Section III-B 3) are executed in
each loop of the RGP algorithm. The obtained total relays op-
erating times for case 3 and case 5 are 31.87 s and 32.4 s
which are lower than the obtained value in case 1 (34.56 s in
Table IV. This difference can be more obvious when different
relay types (see Table I) are allowed for overcurrent coordina-
tion. The obtained total relays operating times for case 4 and case
6 are 6.38 s and 6.94 s. Comparing these values with the obtained
value in case 2 (17.19 s in Table IV) shows a great difference.

In this paper, a novel optimizer engine has been proposed to
the conventional overcurrent coordination scheme. The results
were satisfactory and also in the range dual setting communi-
cation assisted approaches results. Hence, excessive costs can
be avoided in our proposed solution. Precise look to the perfor-
mance, exploration and exploitation of other optimization meth-
ods (in particular, stochastic methods), these methods cannot
overcome the proposed optimizer engine (for finding the global
optima); no matter how much are their population, iteration and
computational burdens and time.

V. CONCLUSION

A novel algorithm was proposed to coordinate DOCRs for
8- and 30-bus IEEE systems. In this regard, the GA-PSO
algorithm associated with RGP and some manual tunings has
overcome the miscoordination issue in meshed power systems.
As indicated, each part of the proposed algorithm has special
duties, and this feature has led to enhance algorithm reliability,
robustness, efficiency, and accuracy, particularly for large-scale
coordination of DOCRs. The GA-PSO shares some overcurrent
coordination tasks with NLP. Optimizing PSM design variables
and inhibiting trapping in local optima without any violations
are important goals of the GA-PSO algorithm. On the one hand,
reducing the GA-PSO duties reduces some disadvantages of the
metaheuristic part; on the other hand, exploration is preserved
because of PSM optimization by GA-PSO. As indicated by the
simulations and results, the exploitation of the proposed method
is efficiently improved by implementing RGP for optimizing
TSMs.
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