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a b s t r a c t 

An expert recommendation system suggests relevant experts of a particular topic based on three differ- 

ent scores authority, text similarity, and reputation. Most of the previous studies individually compute 

these scores and join them with a linear combination strategy. While, in this paper, we introduce a 

transfer learning-based and multimodal approach, called BERTERS, that presents each expert candidate 

by a single vector representation that includes these scores in itself. BERTERS determines a representa- 

tion for each candidate that presents the candidate’s level of knowledge, popularity and influence, and 

history. BERTERS directly uses both transformers and the graph embedding techniques to convert the con- 

tent published by candidates and collaborative relationships between them into low-dimensional vectors 

which show the candidates’ text similarity and authority scores. Also, to enhance the accuracy of rec- 

ommendation, BERTERS takes into account additional features as reputation score. We conduct extensive 

experiments over the multi-label classification, recommendation, and visualization tasks. Also, we assess 

its performance on four different classifiers, diverse train ratios, and various embedding sizes. In the clas- 

sification task, BERTERS strengthens the performance on Micro-F1 and Macro-F1 metrics by 23 . 40% and 

34 . 45% compared with single-modality based methods. Furthermore, BERTERS achieves a gain of 9 . 12% in 

comparison with the baselines. Also, the results prove the capability of BERTERS to extend into a variety 

of domains such as academic and CQA to find experts. Since our proposed expert embeddings contain 

rich semantic and syntactic information of the candidate, BERTERS resulted in significantly improved per- 

formance over the baselines in all tasks. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

Recently, the shadow of recommendation system (RS) has ap- 

eared on various domains and applications. On the other hand, 

ignificant new advances in deep learning approaches [1,2] have 

mportant effects on the tremendous success of the recommenda- 

ion system [3,60] . The overall structure of a RS follows a set of

hases including collection, learning, and recommendation [4,5] . In 

he first phase, appropriate resources that comprise the relevant 

nformation of users are selected. Then, a learner (supervised or 

nsupervised learning) analyzes the users preferences and extracts 

heir behavioral patterns. The final phase recommends the items 

r entities that are the most similar to the users’ interests. It is 

mportant to recognize that, within a common core structure of 
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S, there are variations from application to application. Some of 

he most sophisticated and heavily used RSs in the industry are 

ast.fm, YouTube, and Amazon. 

Furthermore, we can find the footprint of RS in the knowledge 

anagement system where RS tries to specify experts who have 

he most relevant knowledge about a particular topic [6,7] . This 

ategory of RS is called expert recommendation system (ERS) or 

xpert finding system. So, it is obvious that an ERS has similar 

hases compared to general RSs. Figure 1 demonstrates the ba- 

ic elements of an expert recommendation system. An ERS takes 

 user topic or query, traces a set of candidates’ expertise, learns 

heir expertise patterns, and finally produces a list of experts 

orted by a score. As it is seen in the figure, the candidates’ ex- 

ertise is defined as content-based and non-content-based infor- 

ation [8] . Content-based information is candidates’ shared tex- 

ual content like their articles, questions, answers, and so on. In 

ontrast, candidates’ interactions with each other in social net- 

orks make non-content-based information. The functionality of 

he learner element in the expert recommendation system is 
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Fig. 1. The phases of an expert recommendation system [7] . 
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nalyzing the content-based and non-content-based information 

nd mapping the experts expertise to his/her corresponding score. 

he learner can be a supervised, unsupervised or semi-supervised 

ethod, but almost all studies in ERS propose or use a supervised 

earner which models relationships and dependencies between the 

andidates’ expertise and their scores, then the ERS can predict 

cores for new candidates based on those relationships which it 

earned from the previous candidates. 

Each candidate’s score indicates the degree of this candidate’s 

elevant expertise with the given topic and consists of three dif- 

erent scores authority, text similarity, and reputation [7] . Author- 

ty score measures the influence and popularity of users in social 

etworks. On the other hand, text similarity represents the level 

f the user’s knowledge according to contents published by the 

ser. Moreover, reputation score is obtained from the user’s histor- 

cal activity in social networks. It implies that candidates with high 

eputation scores share more knowledge and information with oth- 

rs in the communities. The final scores of candidates arise from 

he combination of these scores which determine the experts [7] . 

Depending on the application scenarios, each ERS has its own 

arget, contextual information, set of phases and scores. For ex- 

mple, the attempt in an academic environment is to detect re- 

earchers who have the subject areas related to the query. This de- 

ection can be based on the content of the articles published that 

s defined as text similarity score and their co-author relations in 

ifferent papers which is used to compute authority score. How- 

ver, in Community Question Answering (CQA), the main goal is to 

nd the users with expertise and willingness to answer the given 

uestions in terms of the content of the question asked and the an- 

wer posted by them and their question-answer relations [9] . The 

ontent of questions and answers is explored to calculate the text 

imilarity. Moreover, the authority and reputation scores are de- 

ived from the useruser relationship graph and the users historical 

uestion-answering records such as the number of questions and 

nswers the user has posted, respectively [8,10] . 

With a brief look at previous studies, it can be concluded that 

here are three different outlooks on ERSs. In one of the attitudes, 

tudies have focused on the textual expertise of candidates. These 
2 
orks have used text mining or information retrieval techniques 

nd selected those as experts whose published items are seman- 

ically relevant to the query [11] . That means these approaches 

ust consider text similarity and ignore the reputations of candi- 

ates and their authority values to predict the users’ performance. 

ence, most of document-based methods take into account the 

roblem of finding experts from the viewpoint of NLP task and ex- 

lore text representation models such as language models, docu- 

ent models, document embedding and so on to learn users’ ex- 

ertise representations. 

On the other hand, some other researchers have investigated 

he social relations between candidates and represented their con- 

ections as a graph [12] . After that, graph analysis techniques such 

s page ranking algorithms or graph embedding approaches are 

pplied to this graph to identify important candidates. In other 

erms, these approaches emphasize on the authority score and dis- 

egard the text similarity and reputation scores [13] . As a result, 

hese approaches cannot recommend the good candidates. For ex- 

mple, if two candidates publish articles related to the same field, 

hese two authors are not considered to be similar by these ap- 

roaches [14] . 

Moreover, recent studies have shown that the combination of 

ifferent types of expertise information has notable performance 

ompared to others. A number of these studies have integrated 

extual expertise and social network connection information to in- 

er the text similarity and authority scores. Also, to achieve higher 

ccuracy, a few investigations in the CQA domain have suggested 

he usage of the heterogeneous network which is a combination 

f the users’ interactions in social networks and their question an- 

wer relationships in CQA besides bearing in mind the content of 

uestions and answers. In most cases in the final step a combina- 

ion strategy combine these different f eatures into a single expert 

anking score. A large number of approaches use a weighted linear 

ombination method for this purpose. A weight is assigned to each 

core based on its importance that may be different based on the 

pplication scenario. On the other hand, some other hybrid models 

reate multiple objective functions for text similarity and authority 

cores and then merge them and pass it to the training to learn 

 single objective function. That means that these approaches do 

wo different tasks and share some part of the model between two 

asks [15] . So, the model trains a classifier that employs the gradi- 

nt descent optimizer. In this case, the approach optimizes some 

inear combination of two losses that linear combination weight 

ould be a hyper parameter and can be tuned. This comes from 

he nature of gradient that is a linear operation. Totally, training 

wo models for different loss trade-offs is very inefficient because 

f its requirements for keeping around two models in the train- 

ng process [16] . Hence, the important point in all hybrid models 

s that there is no evidence and reason that the relation between 

uthority, text similarity and reputation scores should be linear. 

Although it is necessary to take the text content and user re- 

ationship into consideration simultaneously, the way of merging 

hese modalities to a single score or representation is also signif- 

cant. To address this issue, in this article, we provide a transfer 

earning-based and multimodal approach that presents each ex- 

ert candidate by a single vector representation that includes the 

uthority, text similarity, and reputation scores in itself. In other 

ords, instead of separately calculating scores and merge them 

o create a final score for each candidate, our proposed approach 

earns a representation for each candidate that presents altogether 

he candidate’s level of knowledge, popularity and influence, and 

istory. 

In this research, we aim to find academic experts that whether 

sing a multimodal learning approach provides an effective solu- 

ion for ERS or not. Also, the other purpose of our work is to solve

he expert finding problem as a multi-label classification task. In 
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uch a way, we combine text (articles) and graph (co-author con- 

ections) information in a multimodal approach. The text com- 

onent focuses on the text similarity score and determines the 

evel of expertise of candidates. To convert this textual informa- 

ion into vector, we take the advantages of Transformers including 

ERT [17] , Sentence-BERT (SBERT) [18] , and Universal Sentence En- 

oder [19] Transformers. On the other hand, the co-author graph 

s a good solution to find candidates who share more knowledge 

ith others in the communities and are more active. To learn the 

tructural vector from the graph and capture the authority score, 

hree graph embedding techniques including ExEm [20] , DeepWalk 

21] and Node2vec [22] are used. Also, the candidate’s normalized 

-index value is added as extra feature and reputation score. Then, 

he captured fusion features are fed into a classifier to learn the ex- 

ert embeddings. We examine four different classifiers Fully con- 

ected, Random Forest [23] , Support Vector Machine (SVM) [24] , 

nd Logistic Regression for the classification part. Finally, we deter- 

ine the effectiveness of BERTERS on the multi-label classification, 

ecommendation and visualization tasks. The major contributions 

f this paper can be summarized as follows: 

• To the best of our knowledge, we provide the first multimodal 

approach that presents each expert candidate by a single vec- 

tor representation. This single representation indicates the au- 

thority, text similarity, and reputation scores. In other words, 

rather than individually defining three scores and combining 

them to a single score, BERTERS determines a representation 

for each candidate that presents the candidate’s level of knowl- 

edge, popularity and influence, and history. 
• To the extent of our knowledge, this is the primary prospec- 

tive study that directly uses both transformers and the graph 

embedding techniques to convert the content and non-content 

information into low-dimensional vectors. These vector repre- 

sentations illustrate the candidates’ text similarity and author- 

ity features. Also, BERTERS attaches the h-index value as repu- 

tation score to obtain the final representation. 
• The usefulness of expert representations comes when the goal 

is to compare expert candidates. Expert vectors represent ex- 

perts as multidimensional continuous floating point numbers 

where experts with similar expertise have similar embeddings 

and are mapped to proximate points in geometric space. 
• Proposed expert embeddings can benefit a lot of applications 

such as expert classification, expert clustering, expert recom- 

mendation, detecting communities of experts, link prediction 

that predicts whether two experts will corporate with each 

other as co-author in the future. 
• Moreover, in this research we observe the problem of finding 

experts in the form a classification task. 
• Our proposed model can be extended to different environments 

such as academic and CQAs to find experts. 

The rest of the paper is structured as follows: Section 2 reviews 

he related works. Section 3 discusses the background of the re- 

earch. Section 4 presents our proposed method and explains it in 

etail. The descriptions of the dataset and the tasks that are used 

o test our proposed method and parameter setting are presented 

n Section 5 . Section 6 provides experimental results. Section 7 in- 

icates the further comprehensive discussion about results, key 

ndings of our work and future. Finally, Section 8 concludes the 

aper. 

. Related work 

In this section, we review the approaches proposed for ERS. We 

roup these models into three categories, based on their main out- 

ooks: document-based, graph-based and hybrid models. The sub- 

ections bellow will explain the underlying methodology and ex- 
3 
sting approaches for the specified categories. We summarize the 

tudies in Table 7 . We also add some extra information extracted 

uch as citation and year from Google Scholar. Moreover, in case of 

eader curiosity, we highly recommend reading [7,25,26] that ex- 

lain in more detail and are dedicated to review all the related 

esearches in this scope. 

.1. Document-based models 

Document-based models are intended to compare the charac- 

eristics of the content contained in the published items associated 

ith a candidate and the query. Document-based models work 

ell where capturing the level of experts’ knowledge in the field 

f the topic query is the goal. Briefly, these approaches focus on 

he text similarity score without considering the popularity and 

istory of candidates. Document-based methods present the prob- 

em of finding experts from the viewpoint of NLP task and learn 

he semantic representation of candidates’ published content us- 

ng models such as language models, document models, document 

mbedding. A number of works employed traditional document 

epresentation methods such as TF-IDF, Latent Dirichlet Allocation 

LDA), Latent Semantic Analysis (LSA) to determine the text simi- 

arity scores of candidates using vector similarity metrics like co- 

ine similarity. 

In study [27] , authors suggested a framework to automatically 

irect new questions to the best experts based on tracking their 

nswering history in the community. For this goal, they employed 

ifferent methods consisting of language models with Dirichlet 

moothing, TF-IDF, LDA, and Segmented Topic Model (STM). In an- 

ther research [28] , authors applied LDA method to collect the 

opics of documents. After that, the probability of each candidate 

uery is calculated based on the extracted topics for each query. 

xperts are sorted according to this probability. Authors in paper 

29] emphasized the dynamic aspects of the expert finding. The 

uthors considered four content features including topic similar- 

ty, emerging topics, user behavior, and topic transition features to 

redict the best ranking of experts in the future. Study [30] pre- 

ented a tag-LDA approach to model the candidate topic distribu- 

ion. Additionally, authors in [31] suggested a novel approach LDA 

o determine the main underlying topics of each political speech, 

nd to distribute the related terms among the different topic-based 

ubprofiles. 

Also, there are other interesting document-based models that 

xplored Word2Vec and Doc2vec two well-known methods for 

roducing word and document embedding models. Research 

32] found the experts in the Faculty of Computer Science in Uni- 

ersitas Indonesia by representing the query and expertise of the 

ecturers by the combination of Word2Vec and Doc2vec. Some 

ther studies combined Word2Vec with deep learning approaches 

o find experts in CQA scope, especially. Wang et al. [33] proposed 

 model to find experts in CQA by using Word2Vec to represent 

he question and user profiles. Then, authors applied convolutional 

eural networks to predict which users were more likely to give 

he best answer for the newly posted question. Authors in [34] cre- 

ted a profile for each candidate expert based on his activities by 

sing a long short-term memory(LSTM) neural network. Then, ex- 

erts’ shape of expertise is determined by learning the pattern of 

hanges in their expertise trees. 

Despite the fact that document-based approaches are helpful 

n finding knowledgeable candidates, they cannot detect the im- 

ortant or influential experts in the social networks. In simple 

ords, these methods consider the expert recommendation task 

s a content-based expert finding problem and disregard the au- 

hority and reputation scores. Hence, they cannot provide high- 

uality experts. On the other hand, non of these methods use the 

fficiency of transformers in their strategies. Transformers produce 
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Table 1 

Dataset information. 

Dataset | V | | E| Labels # Articles # Authors with articles # Questions # Answers # Users 

Scopus 27,473 285,231 27 472,566 9,378 - - - 

Quora - - - - - 444,138 887,771 95 , 915 
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etter contextual word representation and are fast to train and 

asy to parallelize. 

.2. Graph-based models 

Document-based models recognize expertise patterns across 

ocuments, whereas graph-based approaches learn to recognize 

atterns across graphs. Graph-based models work well where au- 

hority scores of candidates are important. Authority score mea- 

ures the influence and popularity of candidates in social networks 

7] . The graph-based methods formulate the problem of ERS from 

he perspective of a graph G (V, E) , where V denotes a set of candi-

ates and E is a set of edges among the nodes that comes from 

he interactions between candidates. Depending on the applica- 

ions at hand, nodes can represent candidate experts of various 

ypes such as academic candidates or the best answerers. On the 

ther hand, edges represent different kinds of relations between 

he candidates, like question posters and repliers relations in CQA, 

ollower-following connections in social networks, co-author rela- 

ionships, etc. 

Most previous graph-based approaches applied link analysis 

echniques such as PageRank and HITS to measure the similar- 

ty between candidates with a topic query, calculate candidates’ 

cores and make recommendations. Fu et al. [35] proposed an ex- 

ertise propagation algorithm to build the relationship between 

andidates. Their proposed approach is very similar to PageR- 

nk. Additionally, there are some other researches that benefit 

rom the graph embedding techniques. Sun et al. [36] proposed 

 novel asymmetric transitivity preserving directed graph embed- 

ing method which was factorization based. Authors applied their 

odel to the task of expert finding to estimate the user expertise 

nd route newly posted questions to users with the suitable exper- 

ise and interest in CQAs. 

Moreover, there are some other papers focusing on detecting 

he top-K influential users as candidate experts in communities 

37] . For example, in e-commerce websites consumers can com- 

ent or review products online. The goal of expert finding in e- 

ommerce applications is to find consumers who are influential 

nd provide high-quality and useful comments or reviews to a new 

roduct or service [7] . These expert reviewers are called influential 

sers. Mumtaz and Wang [38] proposed a simple technique to find 

he influential node set in a network with the largest betweenness 

entrality. Paper [39] reviewed the existing works on identifying 

op-k influential and significant nodes. 

The graph-based approaches perform authority score ranking 

nd find the influential candidates in the social network. The main 

rawback of these strategies is that they fail to consider each ex- 

ert candidate’s topical expertise and reputation. Briefly, they do 

ot take into account the level of knowledge of candidates in find- 

ng experts, and direct their attention to the relations between 

andidates. 

.3. Hybrid models 

Hybrid models have drawn a lot of attention for ERS in re- 

ent years. These methods have been developed to combine fea- 

ures extracted from the documents (or questions and answers), 

nd features obtained from candidates’ social network communica- 

ions to formulate a recommendation. It should be noted that hy- 
4 
rid models need to use a feature-combination method to merge 

ontent and non-content expertise and calculate different scores. 

his section reviews some of the most prominent hybrid models 

hich created new state-of-the-arts on ERS. Zhou et al. [13] con- 

idered the candidate’s expertise and reputation score to recom- 

end experts. They proposed a user-topic model to analyze the 

ontent of the questions and answers. Moreover, the authors in- 

roduced a topic-sensitive method to reflect both the link struc- 

ure and the topic relevance between questioners and answerers. 

iu et al. [10] merged knowledge, reputation and authority scores 

f candidates to produce a recommended expert list. Knowledge 

core shows the similarity of the profile and the target question. 

oreover, the number of answers and the best answers given by 

andidates are used to find the reputation score. Finally, the au- 

hority score is calculated using HITS and Page Rank approaches. 

ie et al. [40] used LDA and HITS algorithms to extract topical fea- 

ure. The suggested method evaluated social behaviour, time and 

ocation factors in order to extract contextual features. Finally, a 

VM algorithm was used as a scoring function. Furthermore, there 

re other interesting hybrid models such as CQARank [41] , Ex- 

ertRank [8] , HSNL [42] , GRMC [43] , RMNL [44] , Expert2Vec [11] ,

MSE [45] , ExpFinder [46] . 

The hybrid models have achieved high accuracy on many ERS 

enchmarks. But, the important point in these approaches is how 

o combine content and non-content elements to detect experts. 

n most previous hybrid models, a linear combination strategy is 

xplored to join different scores obtained from different features. 

ased on the usage scenarios, each score may have high priority 

nd therefore a higher weight is assigned to that score. 

Unlike most previous researches that use a weighted lin- 

ar combination strategy, our proposed hybrid model, a transfer 

earning-based and multimodal approach, creates vector represen- 

ations including all three scores for candidates. These semantic 

xpert embeddings provide an effective and efficient way to solve 

he problem related to the fusion of features. These vectors allow 

o compare expert candidates and also find similar experts by mea- 

uring similarity from embeddings using similarity measures such 

s Euclidean distance, Cosine and dot product. 

. Background 

In this section, we discuss the concepts which organize the 

ackground of our study. In this way, firstly, the text representa- 

ion methods, BERT, SBERT and USE Transformers, are explained. 

fter that, the graph embedding techniques, ExEm, DeepWalk and 

ode2vec are introduced. 

.1. Text representation learning 

In recent years, researchers have made a lot of efforts in ex- 

racting features from text data and have proposed many models 

ncluding neural embedding, attention mechanism, self-attention, 

nd Transformer. As investigated in many papers, the sequential 

rocessing of text and the computational cost of obtaining remark- 

ble relationships between words in a sentence are two issues that 

NN and CNN models are encountered with, respectively. On the 

ther hand, transformers eliminate these bottlenecks by assign- 

ng in parallel an attention score to each word in a document to 
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Fig. 2. The Transformer model architecture [49] . 
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onsider the impact of words on each other [47] . Figure 2 illus- 

rates the architecture of the transformer model that comprises 

oth encoding and decoding components which are all identical in 

tructure. These components include the stacked layers. For exam- 

le, the encoding component is a stack of encoders where each 

tack layer is broken down into two sub-layers. Each sub-layer 

as a multi-head attention layer and a feed-forward neural net- 

ork. The multi-head attention layer extracts the dependencies 

etween representation pairs regardless of the distance between 

hem in the sequence and is more effective than single-head at- 

ention [47,48,61] . The outputs of the attention layer are injected 

nto the feed-forward. For each set of queries Q , keys K, and values 

 , the multi-head attention module applies h attention functions 

hich are the scaled dot-product attention as shown in Eq. (1) . 

t tent ion (Q, K, V ) = sof tmax ( 
QK 

T 

√ 

d k 
) V (1)

One of the most widely used transformer models is BERT Trans- 

ormer [17] that is the new state-of-the-art sentence embedding 

odel [47] . The BERT Transformer architecture is shown in Fig. 3 . 

 masked language modeling task is used for training BERT. It ran- 

omly selects some tokens in a text sequence for masking, and 

hen independently retrieves the masked tokens by conditioning 

n the encoding vectors which are the outputs of a bidirectional 

ransformer. For using BERT, firstly, two tokens, that are known as 

 CLS] and [ SEP ] , are added at the beginning and the end of the

ext input, respectively. After that, the input flows through the two 

ransformer layers. The output of the last transformer layer is the 

mbedding of the input. Briefly, BERT model has two parameters h 

nd L . h is the size of the output embedding vector and L shows

he number of stacked layers in each component. 

In addition to BERT transformer, SBERT and USE are two other 

ext embedding techniques used in this study to provide a vector 

epresentation of documents. SBERT is the modified version of the 

retrained BERT model that makes use of siamese and triplet net- 

ork structures, as shown in Fig. 4 a, to create semantically mean- 

ngful sentence embeddings. The siamese network architecture al- 

ows SBERT to derive fixed-sized vectors for input sentences. In or- 

er to generate the sentence embeddings, the authors fine-tuned 

BERT on Natural Language Inference (NLI) data [18] . On the other 

and, USE converts sentences into vector representations by two 

ifferent multilingual modules with the potential of transfer learn- 

ng to other NLP tasks. Although these two variants of USE can 

upport a wide variety of applications including clustering and text 

lassification, they are designed with different goals. One version, 

s shown in Fig. 4 b, uses transformer architecture that aims to pro- 

ide high accuracy at the cost of greater model complexity. The 

econd model of USE produces sentence embeddings by a deep av- 
5 
raging network (DAN) that is computationally less expensive [19] . 

n this study, we employ the universal sentence encoder based on 

he transformer to obtain the sentence representation. 

.2. Node representation learning 

One of the key concepts in the analysis of social networks is the 

dea of presenting the knowledge inside them as a graph struc- 

ure [50] . On the other hand, in recent times, one of the most 

idely used graph analysis approaches is graph embedding. Graph 

mbedding represents the graph nodes as low-dimensional vec- 

ors [51,52,58] . It gives us a deeper vision to analyze users’ activity 

atterns and their relationships in social networks [59] . A num- 

er of recent techniques have developed to embed graph nodes. 

n our study, we focus on three embedding techniques including 

eepWalk [21] , Node2vec [22] , and ExEm [20] that employ random 

alks on a graph to obtain node representations. 

DeepWalk is the first effort proposing the deep learning tech- 

ique into graph analysis. Because the random walks can govern 

he structure of the graph, DeepWalk uses a stream of short ran- 

om walks to model the graph. It considers each random walk as 

 sentence and the graph nodes as words. Therefore, authors can 

eneralize the idea of language modeling in NLP to explore the 

raph. The aim of language modeling is to compute the probability 

f a sentence or the sequences of words as shown in Eq. (2) . 

P (w ) = P (w 1 w 2 ...w m 

) = 

m ∏ 

i =1 

P (w i | w 1 w 2 ...w i −1 ) 

= P (w 1 ) P (w 2 | w 1 ) P (w 3 | w 1 w 2 ) ...P (w m 

| w 1 ...w m −1 ) (2) 

To transfer the language modeling into the graph, the task is to 

stimate the probability of Eq. (3) . 

P (v i | (v 1 v 2 ... v i −1 )) = P (v i | �(v 1 )�(v 2 ) ... �(v i −1 )) 

= 

m ∏ 

i =1 

P (v i | �(v 1 )�(v 2 ) ... �(v i −1 )) (3) 

here � is the low-dimensional representation of each node in 

he graph. So, each vertex v j is converted to its representation vec- 

or �(v j ) by feeding the walks as inputs into the SkipGram neu- 

al network to maximize the probability of node’s neighbors in the 

alk [21] . 

In Node2vec, the authors introduce a flexible strategy to gener- 

te the node’s neighborhood. They design a biased random walk 

rocedure based on the concept of the breadth-first and depth- 

rst search algorithms. In this model, two parameters p and q help 

ode2vec control over the search space. While parameter p man- 

ges the likelihood of immediately revisiting a node in the walk, 

ndicator q supervises the distances from a given source nodes 

20,22] . 

Also, ExEm is a random walk based technique that hires dom- 

nating nodes to modify the random walk strategy used in Deep- 

alk and Node2vec with regard to the homophily and structural 

ole objectives. ExEm creates a set of random walks that contains 

t least two dominating nodes. The first dominating node ensures 

hat ExEm selects a node within this dominating node commu- 

ity; so ExEm learns to embed nodes of a community into similar 

ectors. Moreover, with the help of the second dominating node, 

xEm can observe nodes that are far from starting node and belong 

o the other clusters and this is what the homophily role says. On 

he other hand, the structural role objective emphasizes that nodes 

ith the same roles should be embedded closer. Since dominating 

odes are the heads of their communities and play the same roles, 

his allows ExEm to perceive the nodes with the same roles in each 

ampled path and embed them into similar embeddings. There are 

hree variants of the ExEm model including ExEm w 2 v , ExEm f t and 
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Fig. 3. The BERT Transformer architecture. 

Fig. 4. SBERT and USE architectures; these architectures present the structure of models for training and inference. 
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xEm com 

that uses Word2Vec, fastText, and their combination to 

rain the Skip-gram neural network, respectively [20] . 

. Proposed method 

The aim of this paper is to design a new hybrid model, called 

ERTERS, that is able to find academic experts. BERTERS proposes a 

ransfer learning-based and multimodal approach that presents ex- 

ert candidates in form of low-dimensional vectors with respect to 

uthority, text similarity and reputation scores. The overall struc- 

ure of BERTERS is shown in Fig. 5 . In the first step, BERTERS ex-

racts the adequate dataset from Scopus which is the largest ab- 

tract and citation database. The gathered dataset includes the con- 

ent and non-content features of expert candidates such as their 

ublished articles, subject areas, affiliations, h-index, and their co- 

uthor interactions. In the next phase, BERTERS takes as inputs 

he articles, the co-author connections and h-index that have var- 

ous types (e.g., text and graph). These different modalities create 
6 
he required content and non-content features. So, these modali- 

ies enable a multimodal deep learning approach to create com- 

rehensive and meaningful representations of expert candidates. 

o capture candidates’ representations from these different modal- 

ties, BERTERS is comprised of three different neural networks: one 

or document representation generation, the other one for node 

epresentation generation, and the third one for learning a shared 

epresentation between modalities. Each feature is separately ob- 

ained from the respective neural network and then merged with 

ther features to create a single representation for each candidate. 

hen, the task of recommendation is modeled as a classification 

roblem where candidates’ subject areas are defined as their la- 

els to learn the candidate embeddings. Finally, BERTERS provides 

 list of candidates as experts via collaborative filtering. 

To the best of our knowledge, BERTERS is the first recommen- 

ation model for ERS that employs multimodal learning and trans- 

ormers. As of another meaning, BERTERS perceives the ERS as 

 vision of a multi-label classification task using multimodal and 

https://www.scopus.com/
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Fig. 5. The overall structure of BERTERS. 
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ransfer learning that employs BERT, SBERT and USE transformers 

o capture content feature or text similarity score. Also, BERTERS 

akes advantage of graph embedding technique to learn the non- 

ontent features considered as authority score. To enhance the ac- 

uracy of recommendation, the candidate’s h-index score is taken 

nto account as reputation score. Eventually, all these three fea- 

ures are combined to embed each candidate into a vector space 

hich contains rich semantic and syntactic (structure) information 

f candidates. After that, BERTERS presents three widely used eval- 

ation tasks such as classification, recommendation and visualiza- 

ion to measure the quality of candidate embeddings. The follow- 

ng subsections describe the procedures of BERTERS in detail. 

.1. Model architecture 

As it was mentioned previously, in this study, we introduce 

 transfer and multimodal learning approach that considers the 

RS as a multi-label classification task. Fig. 6 shows how BERTERS 

reats the expert recommendation task as a classification problem. 

rom this viewpoint, the prediction problem becomes accurately 

lassifying a specific expert candidate where the candidates’ sub- 

ect areas are defined as their labels. This model can be formalized 

s computing the probability of all possible subject areas for an ex- 

ert candidate based on the average of all document embeddings 

 e , candidate social connection embedding N e , and h-index Hi : 

 (C i sa 
| D e , N e , Hi ) = P (C i sa 

| [ D e ; N e ; Hi ]) ≈ P (C i sa 
| E) (4) 

here C i sa 
is a candidate C i with subject areas of sa , and E is com-

uted based on applying three dense layers with ReLU (Rectified 

inear Units) function on the concatenation of D e , N e and Hi , as

efined in Eq. (5) . In other sense, BERTERS learns the expert can- 

idate embeddings E as a function of text similarity, authority and 

eputation scores. 

 = ReLU(ReLU(ReLU([ D e ; N e ; Hi ] W ) W ) W ) (5) 

here ReLU is a linear activation function that transfers directly 

he input into the output if it is positive, otherwise, it returns 
7 
ero. Also, W presents the weights of the network. The direct ana- 

og is to estimate the likelihood of subject areas of a candidate 

ased on E. Hence, a Sigmoid classifier applies on the embedding 

. Eq. (6) shows this probability. 

 (C i sa 
| E) = Sigmoid(E) (6) 

Moreover, an important point is that ideally a proposed ap- 

roach for an ERS should take into account the content and non- 

ontent features of candidates to calculate three scores. Content 

eature indicates that how much a candidate’s shared textual con- 

ext is similar to the input topic. Based on this feature, BERTERS 

earns that all candidates whose published items have similar top- 

cs, should have similar expert embeddings. On the other hand, 

he non-content features guarantee that the candidates with simi- 

ar social activities should be embedded closely together. In other 

ords, the content feature emphasizes on the knowledge of candi- 

ates, whereas the non-content one focuses on the candidate con- 

ectivity of the collaboration network. We observe that using a 

ultimodal approach allows BERTERS to convert expert candidates 

nto vectors by considering the above features. Note that one of the 

ajor improvements of BERTERS compared to other methods is its 

xtensibility. For example, in case of CQA, BERTERS can be applied 

ith a very low effort. The only requirement is distinguishing the 

ontent and non-content features of the task at hand. In the fol- 

owing subsections, we describe how BERTERS presents candidates 

s low-dimensional vectors with regard to different scores and fea- 

ures in the academic and CQA systems. 

.2. Document representation generation 

As it can be concluded from Fig. 5 , one of the BERTERS modal- 

ties is textual information that comes from the articles published 

y candidates. It aims at extracting distinguishing textual expertise 

f candidates. Using text modality as a content feature helps BERT- 

RS to learn that candidates with similar topics of interest should 

e embedded closer. In other words, text learning ensures the text 

imilarity score and provides more information to assess context 

imilarity between candidates’ expertise. 

Exploring transfer Learning using transformers is becoming a 

ommon approach in NLP. Therefore, BERTERS learns the represen- 

ation of each document using transfer learning from pre-trained 

etworks of three transformer models including BERT, SBERT and 

SE demonstrated in Section 3.1 . The text information of candi- 

ates’ expertise can be composed of the article’s titles, abstracts 

nd keywords. The mentioned components of an article related to 

ach candidate make the input of each transformer as indicated in 

ig. 6 . The input article passes through the layers of each trans- 

ormer, and the output that is a unique vector of each document 

s created. Consequently, a candidate’s text similarity score is rep- 

esented by a high-dimensional vector D e which is the average of 

is/her all article embeddings. 

It is worth noting that we can extend this procedure for the 

RS in CQA. For this purpose, the questions asked and the answers 

osted by the candidates are fed into the inputs of the transform- 

rs. After that, the average of these embeddings are used as the 

ext modality value. 

.3. Node representation generation 

Learning features of modalities is the foundation of multimodal 

eep learning approaches. As explained before, another modality in 

ERTERS fetches from the co-author network. The co-author rela- 

ionships between candidates help BERTERS to consider the influ- 

nce and popularity of candidates in their learning representations. 

or this purpose, BERTERS transforms the non-content features ex- 

racted from Scopus including candidates’ id, their fields of inter- 
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Fig. 6. Multimodal architecture of BERTERS. 
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st, and their connections into a labeled collaborative graph for- 

at. Candidates and their subject areas are defined as nodes and 

heir labels, respectively. The graph edges originate from the au- 

hors co-author collaborations. In order to interpret information of 

he constructed collaborative network and get the node represen- 
8 
ations of candidates, BERTERS takes the advantage of the graph 

mbedding techniques that are described in Section 3.2 . The candi- 

ate’s node embedding representation N e demonstrates the author- 

ty score of the candidate and is generated by applying DeepWalk, 

ode2vec, and ExEm methods on the collaborative network. 
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Table 2 

System Information. 

Model Description 

OS Ubuntu 18.04.3 LTS - 

RAM - 26G 

CPU Intel(R) Xeon(R) 2.20GHz 

GPU NVIDIA Tesla P100 
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Note that BERTERS is a fixable method for finding experts in 

ifferent environments and the difference emanates from the type 

f constructed graph. In order to apply BERTERS strategy into the 

QAs, the desired graph is created based on the interactions be- 

ween question posters and repliers. Other steps are done as de- 

cribed above. 

.4. Other features 

Adding features results in having depth knowledge about can- 

idates’ expertise, accurately learning their subject areas, and im- 

roving precision. Since the h-index presents an author-level met- 

ic that evaluates both the fertility and citation impact of the pub- 

ications of a researcher, BERTERS explores the h-index of candi- 

ates in terms of additional features and reputation score. The 

roper normalization of features is critical for convergence. So, 

he normalized value of h-index shown by Hi is combined with 

he features obtained from previous stages. In such a way, BERT- 

RS creates expert representations using semantic representation 

nd the structure information. Due to the capability of BERTERS in 

olding the authority, text similarity and reputation scores, it pro- 

ides information-rich expert representations. 

To use BERTERS in a CQA system, we can add the number of 

est answers provided by candidates, their reputation scores, num- 

er of thumbs up and down as extra features. It is clear that with

his well-defined collection of information about candidates, BERT- 

RS will be able to work properly. 

.5. Joint features 

The important point in a multimodal deep learning model is 

o properly integrate multimodal features. But in practice, com- 

ining different modalities is challenging. Furthermore, modalities 

ave different quantitative effects on predicting the outputs. There 

re at least three common ways to combine embedding vectors 

nd create a single feature vector including summing, averaging, 

nd concatenating [53] . In our case study, we select concatenation 

perator for two reasons. The first reason is that by concatenat- 

ng features we will have a single representation that maintains 

hree score values together without any changes. The other cri- 

erion is that the length of modality representations are not the 

ame, hence it is not possible to use summing and averaging meth- 

ds. Therefore, BERTERS integrates all features into a single rep- 

esentation through concatenation and gets 1 × L vector, where L 

quals to the sum of the length of feature vectors. 

In the next step, BERTERS employs a feed-forward neural net- 

ork that consists of three stacked dense layers with ReLU activa- 

ion function. The last layer is Sigmoid classifier. To efficiently train 

ERTERS, the cross-entropy loss is minimized and embeddings are 

earned jointly with all other model parameters. There is an impor- 

ant point in this step that should be noted. The proposed classifier 

an be replaced with any other classifier such as Random Forest, 

upport Vector Machine (SVM), and Logistic Regression. 

. Experiments 

In this section, we will present the details of the experiment 

rocess. Firstly, we are going to present a summary of the datasets 

n which the BERTERS is applied. Then, we are going to describe 

he experimental setup of our work and the evaluation tasks, sepa- 

ately. Next, we will introduce the baseline algorithms to compare 

ERTERS against them. Later, we will provide an overview of model 

ariations. In the end, the metrics hired to evaluate BERTERS will 

e specified. 
9 
.1. Dataset 

In order to evaluate the quality of BERTERS in different envi- 

onments, we used two various datasets. One dataset was gathered 

rom Scopus to assess the performance of BERTERS in the academic 

omain. The other dataset obtained from Quora, which is a popular 

QA, was used to show the efficiency and effectiveness of BERTERS 

n diverse scope and compare it with other related works. We will 

xplain these datasets in the following paragraphs. 

Scopus Dataset: To evaluate the performance of BERTERS, we 

nvestigated for a dataset that guarantees both content and non- 

ontent modalities. The dataset introduced in [20] , gathered from 

copus, eliminates the requirement of a labeled data for construct- 

ng a collaborative network. The graph extracted from this dataset 

as arisen out of the collaborations of authors in different articles. 

ach node presents an author that his/her subject areas are con- 

idered as node labels. Moreover, the edges indicate the co-author 

nteractions between authors. This dataset only ensures the data 

f graph modality. To adapt this dataset to our multimodal classifi- 

ation approach, we extracted other features from Scopus for text 

odality and extra feature. The obtained information consists of 

uthors’ articles and their h-index. While, the total number of the 

raph nodes is 27,473, we gathered the text information only for 

,378 authors. 

Because BERTERS is a supervised multimodal classification ap- 

roach, so it needs a ground truth for the learning part. To find 

 proper ground truth for our collected dataset, we followed the 

ame procedure described in [20] . We derived a list of experts 

rom Arnetminer for three topics: information extraction (IE), nat- 

ral language processing (NLP), and machine learning (ML). This 

ist of experts is defined as the ground truth. Figure 7 shows the 

ord cloud presentation of the gathered articles related to the top 

xpert in three topics. 

Quora: This dataset was gathered by authors in study [43] . It 

ncludes the information of questions, answers, users and their fol- 

owing relationship in Twitter’s social network. So, it’s a suitable 

ollection to test BERTERS in the CQA area. We treated the gath- 

red data as done with study [44] . We considered all the answer- 

rs for each question and their received thumbs-up/down as expert 

andidates and the ground truth rating scores, respectively. 

It should be noted that in both datasets our aim is not to pre- 

ict the exact score value of each expert but to rank them accord- 

ng to their positions in the list. The descriptions of two datasets 

re summarized in Table 1 . 

.2. Experimental setup 

Table 2 presents the information of the system that the ex- 

eriments were performed on. In our study, we employed a ver- 

ion of BERT called BERT-Small for learning the text representation. 

ts encoding and decoding parts have 4 stacked layers. Also, the 

ize of the output embedding vector in BERT-Small is 512. On the 

ther hand, SBERT provides different pre-trained models that per- 

orm well on one task, will show poor performance for other tasks. 

e used the model, called “stsb-roberta-large”, that was optimized 

or Semantic Textual Similarity (STS). This model was trained on 

N LI + MultiN LI and then fine-tuned on the STS benchmark. The 

https://aminer.org/lab-datasets/expertfinding/
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Fig. 7. Word cloud presentation of articles related to the top experts for three topics. 

Table 3 

Experimental setup. 

USE embedding vector size 512 

BERT embedding vector size 512 

SBERT embedding vector size 1024 

N e vector size 128 

h-index feature size 1 

BERTERS USE+ N e size 641 

BERTERS BERT+ N e size 641 

BERTERS SBERT+ N e size 1153 
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utput of this model is a 1024 dimensional vector. Moreover, there 

re several versions of USE models. We experimented with the last 

ersion (Version 5). Also, for node representation learning, we used 

he same parameters that are reported in [20] . The required in- 

ormation about setup is denoted in Table 3 . In this table, BERT- 

RS SBERT + N e , BERTERS BERT + N e and BERTERS USE+ N e refer to BERTERS 

odels use SBERT, BERT and USE independent of technique uses 

or node representation learning. Hence, we replace the name of 

he graph embedding technique with the output symbol N e . 

.3. Tasks 

We evaluated the performance of BERTERS on three tasks in- 

luding multi-label classification, recommendation and visualiza- 

ion that are described in the following paragraphs. 

.3.1. Multi-label classification 

In this task, the assumption is that each candidate is associ- 

ted with one or more labels from a limited set L and the effort is

o predict these labels with high precision. To conduct the multi- 

abel classification task, we have a model that is trained with a 

ortion of candidates and all their labels. It should be noted that 

he labels of candidates are defined according to their subject ar- 

as and represented as a one-hot numeric array. Then, a classifi- 

ation model gets the candidate vector representations to forecast 

he labels for the rest of the candidates. Different classifiers like 

ogistic Regression or SVM can be applied on a certain fraction 

f the expert embeddings whose subject areas are known. Then, 

he model predicts the subject areas for the remaining candidates. 

n other words, with the combination of expert embeddings and 

ulti-label classification task, it is possible to anticipate the sub- 

ect areas of experts for whom no specific information is available, 

nd only their co-author connections with other experts are ob- 

ainable. 

.3.2. Recommendation 

The task of recommendation is to suggest top K experts of in- 

erest to a given expert according to particular specifications such 

s similarity. Based on this task, the recommendation items are ex- 

erts whose research interests and expertise are most similar to 

 given expert. This means that BERTERS ranks the experts for a 

iven expert query according to their expert embeddings. 
10 
.3.3. Visualization 

Cluster visualization assists in the achievement of more vision 

nto experts’ cluster sets. Also, the low-dimensional vectors of ex- 

erts present rich information about experts. Hence, BERTERS can 

llustrate the goodness of its embedding approach to cluster ex- 

erts over three mentioned topics. 

.4. Baseline algorithms 

In the succeeding paragraphs, we will compare BERTERS against 

he following baselines to approve the performance of BERTERS. 

mong them, TSPM, DRM, USE, BERT and SBERT convert the con- 

ent features of candidates’ expertise into low-dimensional vectors. 

hile, ExpertsRank, AuthorityRank, ExEm w 2 v , ExEm f t , DeepWalk 

nd Node2vec are graph-based that capture the non-content fea- 

ures of candidates from the collaborative network. On the other 

and, GRMC, RMNL and MMSE are hybrid models that combine 

ontent and non-content features. 

TSPM [54] : It is a topic-sensitive probabilistic model that finds 

xperts by learning question representation via LDA-based model. 

DRM [55] : It is also a topic-sensitive probabilistic model that 

btains question representations via PLSA-based model to find ex- 

erts in CQA. 

USE [19] : This model converts the content features into low- 

imensional vectors by transformer variant of USE. 

BERT [17] : This model only operates on authors’ articles. Each 

rticle is presented by a vector created form BERT transformer. 

SBERT [18] : This model maps authors’ articles into low- 

imensional vectors using SBERT transformer. 

ExpertsRank [56] : It is a PageRank-like algorithm used to cal- 

ulate experts’ scores in the user-user graph based on ask-answer 

elations of the users. ExpertsRank tries to find experts based on 

he degree of connections of experts with others in the collabora- 

ive network [20,25] . 

AuthorityRank [57] : It is an in-degree method that calculates 

ser authority based on the number of best answers provided. 

ExEm f t [20] : It is a version of ExEm that engages fastText 

ethod to learn the node representation. 

ExEm w 2 v [20] : This one is another form of ExEm that creates 

ector representations for nodes by using Word2Vec. 

DeepWalk [21] : This method represents a graph as a set of 

imple random walks starting on each node. Then, these random 

alks are trained using the skip-gram algorithm to create node 

mbeddings [20] . 

Node2vec [22] : This approach is the modified version of Deep- 

alk with a more elaborate random walk. Node2vec proposed a 

iased-random walk using the breadth-first and depth-first search 

echniques [20] . 

GRMC [43] : It is a hybrid model that is created from both the 

ocial relationship between candidates and their history of ques- 

ions and answers. In the proposed model, the goal is to consider 

xpert finding as missing value estimation and estimate values via 

 matrix completion method. 
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RMNL [44] : Authors proposed a ranking metric network learn- 

ng framework for the problem of the expert finding. They per- 

ormed a heterogeneous CQA network built by the combination of 

oth candidates’ relative quality rank to questions and their social 

onnections. 

MMSE [45] : It is similar to GRMC. MMSE is a bayesian em- 

edding model that integrates multiple modalities and multiple 

emantic perspectives. To deal with the multi-view property, au- 

hors utilized the Gaussian topic model to learn semantic embed- 

ing from both local view and global view. Also, they solved the 

parse property of question-answer pairs by social structure infor- 

ation. 

.5. Model variations 

We have experimented with several variants of the BERTERS 

odel. 

BERTERS BE RT + E xE m f t 
: It is the combination of text and graph 

odalities. Text features are obtained by BERT transformer. On 

he other side, ExEm f t extracts node features from the co-author 

raph. 

BERTERS BE RT + E xE m w 2 v : Same as above but the node vectors are 

aptured by ExEm w 2 v . 

BERTERS BERT + Node 2 Vec : This architecture is almost identical to 

he previous one. The difference is that Node2Vec approach cre- 

tes the node vectors. 

BERTERS BERT + DeepWalk : In this structure, DeepWalk derives the 

ode features. The rest of the procedure is similar to the above. 

BERTERS USE + E xE m f t 
: In this model, text features are obtained by 

SE model based on the transformer. Moreover, node features are 

xtracted from the co-author graph using ExEm f t . 

BERTERS USE + E xE m w 2 v : This model learns text representation by 

he same structure outlined above, but it captures node vectors by 

xEm w 2 v . 

BERTERS USE+ Node 2 Vec : In this structure, text features are pre- 

ented by the transformer variation of USE. Also, the node vectors 

re derived by Node2Vec approach. 

BERTERS USE+ DeepWalk : The procedure is similar to the above just 

eepWalk obtains the nodes features. 

BERTERS SBE RT + E xE m f t 
: This model is the combination of SBERT 

nd ExEm f t methods that learn text and node representations, re- 

pectively. 

BERTERS SBE RT + E xE m w 2 v : In this structure, SBER T and ExEm w 2 v 
ethods are used to create the expert embeddings. 

BERTERS SBERT + Node 2 Vec : This model is the same as the previous 

nd the only difference is using Node2Vec to capture the node fea- 

ures. 

BERTERS SBERT + DeepWalk : The model follows the same procedure 

escribed above just DeepWalk learns the node features. 

.6. Evaluation metrics 

We use Micro-F1 and Macro-F1 scores as our metrics to assess 

he quality of BERTERS on the classification task. Also, to evaluate 

he performance of BERTERS over recommendation task, Normal- 

zed Discounted Cumulative Gain (nDCG) is used. These metrics are 

efined as follows: 

F1 score depends on both the precision and recall and is de- 

ned as a weighted average of these two metrics. Eq. (7) expresses 

1 score. 

 1 = 2 × P r × Re 

P r + Re 
(7) 

ere P r and Re denote precision and recall, respectively. 

Micro-F1 underlines the common labels in the dataset by tak- 

ng into account the equal importance for each instance. This 
11 
eans that this score computes the F1 score of the accumulated 

ontributions of all labels [20] . Micro-F1 is calculated as following: 

icro − F 1 = 2 × microP r × microRe 

microP r + microRe 
(8) 

ere microP r and microRe show the precision and recall in micro 

nd Eq. (9) and (10) express their mathematical definitions. 

icroP r = 

∑ 

l∈ L 
T P l 

∑ 

l∈ L 
(T P l + F P l ) 

(9) 

icroRe = 

∑ 

l∈ L 
T P l 

∑ 

l∈ L 
(T P l + F N l ) 

(10) 

here T P l and F N l present the number of true positives and false

egatives within samples which are assigned to the label l [20] . 

Macro-F1 treats equally all labels to evaluate the overall perfor- 

ance of a classification model with regard to the common labels. 

he high value of Macro-F1 demonstrates that the model performs 

ell on the rare labels. 

acro − F 1 = 

∑ 

l∈ L 
F 1(l) 

L 
(11) 

ere F 1(l) indicates the F1 score for label l. 

nDCG evaluates the gold standard ranked list of experts against 

he ranked list outputs from recommendation task. The high value 

f nDCG show that there is a strong correlation between these two 

anked lists. The DCG for k recommendations (DCG @ k ) sums the 

rue scores ranked in the order induced by the predicted scores, 

eanwhile adding a logarithmic discount [20] . DCG @ k is given by 

CG @ k = ca rel i 
+ 

k ∑ 

i =2 

ca rel i 

log 2 (i − 1 + 1) 
= c a rel i 

+ 

k ∑ 

i =2 

c a rel i 

log 2 (i ) 
(12) 

here ca rel i 
is the true relevance of the recommendation at posi- 

ion i for the current candidate ca . Then we can obtain nDCG @ k as

ollow: 

DC G @ k = 

DC G @ k 

IDC G @ k 
(13) 

ere IDCG is the DCG of ideal order. 

. Evaluation results 

In the following paragraphs, firstly, we will investigate the ef- 

ciency of BERTERS variation models on the three tasks presented 

efore. To makes more judgments about BERTERS on the classifica- 

ion and recommendation tasks, we are going to present results by 

arying the size of the training set. Then, we will examine the ef- 

ect of the number of embedding dimensions on the performance. 

.1. Multi-label classification 

One of the tasks for evaluating the performance of BERTERS is 

ulti-label classification. A good expert embedding can be used 

s an input of a model that predicts the experts’ labels. We used 

he Scopus dataset for the classification task because it is a labeled 

ataset that is suitable for the purpose of analyzing the capability 

f BERTERS in this task. We performed the classification task un- 

er three different scenarios. Firstly, we randomly selected a por- 

ion ( 10% to 90% ) of candidates along with their labels as train- 

ng data to evaluate BERTERS accomplishments on the remaining 

odes. For this procedure, we trained a classifier with three fully 

onnected layers. In the second scenario, we fixed the train ratio 

ith a value of 50% and we made a broad comparison among four 
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Table 4 

Micro-F1 of multi-label classification task varying the train-test split ratio. 

Model Train ratio 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

USE 0.5526 0.5696 0.5853 0.5943 0.5968 0.598 0.6004 0.6055 0.6063 

BERT 0.5667 0.6058 0.618 0.612 0.6113 0.6088 0.6004 0.6294 0.6104 

SBERT 0.5952 0.6343 0.6379 0.6379 0.6389 0.6381 0.6389 0.6389 0.6402 

DeepWalk 0.5107 0.5297 0.5355 0.5413 0.5589 0.5552 0.5616 0.5627 0.5604 

Node2vec 0.5123 0.5354 0.5406 0.5553 0.556 0.5601 0.5613 0.571 0.5693 

ExEm w 2 v 0.5256 0.5493 0.5458 0.561 0.5636 0.5637 0.5757 0.5851 0.5832 

ExEm f t 0.5222 0.5477 0.5455 0.5604 0.564 0.5656 0.5723 0.5864 0.5819 

BERTERS USE+ DeepWalk 0.639 0.6459 0.6704 0.6797 0.6902 0.6992 0.6986 0.7115 0.7044 

BERTERS USE+ Node 2 Vec 0.6351 0.6474 0.6652 0.6846 0.6868 0.6889 0.6992 0.6994 0.703 

BERTERS USE + E xE m w 2 v 0.6338 0.6616 0.6765 0.6934 0.704 0.7011 0.7094 0.711 0.7124 

BERTERS USE + E xE m f t 
0.6358 0.6634 0.6847 0.6926 0.7011 0.7078 0.705 0.7155 0.7176 

BERTERS BERT+ DeepWalk 0.6476 0.6613 0.6833 0.6884 0.6987 0.7032 0.7075 0.7045 0.7015 

BERTERS BERT+ Node 2 Vec 0.6446 0.6618 0.6863 0.6881 0.6993 0.7042 0.7093 0.7023 0.7014 

BERTERS BE RT+ E xE m w 2 v 0.6632 0.6785 0.6967 0.6921 0.7011 0.7117 0.7142 0.7081 0.7076 

BERTERS BE RT+ E xE m f t 
0.6595 0.6794 0.6927 0.6986 0.7099 0.7119 0.7127 0.7097 0.7091 

BERTERS SBERT+ DeepWalk 0.6726 0.6965 0.7003 0.7131 0.7082 0.71 0.7111 0.7148 0.7123 

BERTERS SBERT+ Node 2 Vec 0.6728 0.6898 0.7042 0.7045 0.7149 0.7089 0.7068 0.7154 0.7152 

BERTERS SBE RT+ E xE m w 2 v 0.6729 0.6933 0.7006 0.6963 0.7097 0.7138 0.7162 0.7128 0.718 

BERTERS SBE RT+ E xE m f t 
0.6785 0.6928 0.7072 0.7081 0.7006 0.7129 0.7111 0.7163 0.7181 

Table 5 

Macro-F1 of multi-label classification task varying the train-test split ratio. 

Model Train ratio 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

USE 0.4513 0.4679 0.5231 0.5169 0.5236 0.524 0.5261 0.5265 0.4945 

BERT 0.4682 0.5187 0.5238 0.5299 0.5261 0.5284 0.5265 0.5292 0.5271 

SBERT 0.4691 0.5255 0.532 0.5338 0.5301 0.536 0.5406 0.5319 0.5329 

DeepWalk 0.3706 0.3941 0.3986 0.4109 0.4167 0.4218 0.4224 0.4302 0.4283 

Node2vec 0.3651 0.3959 0.4004 0.4165 0.4154 0.4171 0.4218 0.431 0.4254 

ExEm w 2 v 0.3953 0.4005 0.4187 0.4219 0.422 0.4371 0.4378 0.4454 0.4387 

ExEm f t 0.3866 0.4019 0.4141 0.4215 0.4217 0.4338 0.4366 0.4521 0.4446 

BERTERS USE+ DeepWalk 0.4978 0.5333 0.5474 0.5606 0.5771 0.5851 0.5841 0.5993 0.5781 

BERTERS USE+ Node 2 Vec 0.4921 0.5332 0.538 0.5686 0.5686 0.5738 0.582 0.5773 0.5799 

BERTERS USE + E xE m w 2 v 0.4999 0.5495 0.5514 0.5514 0.584 0.5939 0.5945 0.5938 0.5813 

BERTERS USE + E xE m f t 
0.5007 0.541 0.5687 0.5758 0.5884 0.5939 0.5936 0.5949 0.5957 

BERTERS BERT+ DeepWalk 0.503 0.5481 0.5623 0.5708 0.5766 0.5842 0.5827 0.5817 0.5866 

BERTERS BERT+ Node 2 Vec 0.5089 0.5555 0.565 0.5684 0.5799 0.5805 0.5812 0.5816 0.5793 

BERTERS BE RT+ E xE m w 2 v 0.5185 0.5642 0.5782 0.5845 0.5853 0.5939 0.5963 0.5928 0.5909 

BERTERS BE RT+ E xE m f t 
0.5135 0.5647 0.5747 0.5828 0.5882 0.5919 0.5903 0.5943 0.5929 

BERTERS SBERT+ DeepWalk 0.5159 0.5779 0.5892 0.5968 0.5973 0.5986 0.6044 0.5977 0.596 

BERTERS SBERT+ Node 2 Vec 0.5386 0.5704 0.5913 0.592 0.6052 0.6009 0.5905 0.5999 0.5978 

BERTERS SBE RT+ E xE m w 2 v 0.5474 0.5752 0.5893 0.5817 0.5948 0.5942 0.5956 0.6004 0.5866 

BERTERS SBE RT+ E xE m f t 
0.5544 0.5848 0.5952 0.5974 0.5857 0.594 0.5961 0.6015 0.5899 
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lassifiers including Random Forest, SVM, Logistic Regression, and 

 fully connected layer. In both first and second strategies, the di- 

ensions of BERTERS SBERT + N e , BERTERS BERT + N e and BERTERS USE+ N e 
qual 1153, 641 and 641, respectively. In the third scheme, we in- 

estigated the effect of a number of embedding dimensions on the 

erformance of BERTERS by setting the train ratio with a value of 

0% and changing the classifiers. Moreover, for the purpose of en- 

uring a fair comparison, we repeated the classification procedure 

0 times and reported the results in terms of average Micro-F1 and 

verage Macro-F1. In the paragraphs that follow, we are going to 

resent the obtained results for each scenario. 

.1.1. First scenario: effect of train ratio 

Tables 4 and 5 show the results of the classification task based 

n Micro-F1 and Macro-F1 scores for the first scenario under Sco- 

us dataset. We separated the results into five groups. The first one 

llustrates single-modality based methods that use the content fea- 

ure (published articles) to classify candidates. The second category 

enotes the approaches that employ graph embedding techniques 

o predict candidates’ labels based on their co-author relationships. 

he rest of the groups are the multimodal approaches that orga- 
12 
ize based on their text representation learning part. According to 

he results of these tables we have the following observations: 

i) It is conceivable that employing document embeddings built 

by SBERT presents better outcomes than embeddings obtained 

from other text representation learning methods. 

ii) It is obvious that although ExEm, DeepWalk and Node2vec 

are random walk based methods, ExEm outperforms two other 

methods. The reason is that ExEm constructs intelligent random 

walks that comprise of at least two dominating nodes. 

ii) Additionally, the results demonstrate that the learned embed- 

dings from textual content using transformer models can bet- 

ter generalize over the classification task than the embeddings 

obtained from co-author network using graph embedding tech- 

niques. 

v) As well as, it can be concluded that two single-modality based 

methods are blamed for their poor performances in comparison 

with hybrid models. 

v) It is evident that various versions of BERTERS gain the highest 

Micro-F1 and Macro-F1 scores. Given 90% of nodes as training 

data, as an example, BERTERS SBE RT + E xE m f t 
strengthens the per- 

formance on Micro-F1 metric by 12 . 16% and 23 . 40% compared 
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Table 6 

Micro-F1 and Macro-F1 scores on the classification task for different classifiers (train ratio is 50% .) 

Model Classifier 

Random Forest SVM Logistic Regression Fully connected 

Micro Macro Micro Macro Micro Macro Micro Macro 

BERTERS USE+ DeepWalk 0.7105 0.5282 0.696 0.5217 0.7026 0.557 0.29 0.1399 

BERTERS USE+ Node 2 Vec 0.7107 0.5287 0.6941 0.5205 0.6998 0.5514 0.2931 0.1376 

BERTERS USE + E xE m w 2 v 0.7106 0.5305 0.6972 0.525 0.7019 0.553 0.2971 0.146 

BERTERS USE + E xE m f t 
0.7112 0.5294 0.6984 0.5266 0.7028 0.559 0.2971 0.1447 

BERTERS BERT+ DeepWalk 0.7168 0.5446 0.6706 0.5523 0.6848 0.5663 0.3133 0.1846 

BERTERS BERT+ Node 2 Vec 0.7175 0.5474 0.6973 0.5693 0.698 0.5728 0.3609 0.1995 

BERTERS BE RT+ E xE m w 2 v 0.719 0.5488 0.6706 0.5523 0.6848 0.5663 0.381 0.2225 

BERTERS BE RT+ E xE m f t 
0.717 0.545 0.6706 0.5523 0.6848 0.5663 0.4264 0.2098 

BERTERS SBERT+ DeepWalk 0.7139 0.544 0.6729 0.5538 0.6836 0.5691 0.427 0.2703 

BERTERS SBERT+ Node 2 Vec 0.7144 0.5458 0.6706 0.5523 0.6848 0.5663 0.3325 0.2389 

BERTERS SBE RT+ E xE m w 2 v 0.7139 0.5447 0.6733 0.5555 0.6838 0.5675 0.3875 0.2707 

BERTERS SBE RT+ E xE m f t 
0.7141 0.5456 0.6727 0.5562 0.686 0.5703 0.4355 0.2771 
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with SBERT and ExEm f t that are best in their groups. More- 

over, BERTERS SBE RT + E xE m f t 
outperforms SBERT and ExEm f t , as 

the best single-modality based methods, on Macro-F1 by 12 . 17% 

and 34 . 45% with the same amount of training data. These high 

values of gains show that our hypothesis about using multi- 

modal and transfer learning, representing each candidate with 

a low-dimensional vector created from authority, text similarity 

and reparation scores, and obtaining better results is true. 

i) Also, we observe that among variants of BERTERS, BERT- 

ERS SBERT + N e achieves high Micro and Macro values in all cases. 

It comes from the fact that SBERT is fine-tuned on NLI data, 

which generates semantically meaningful embeddings that con- 

siderably outperform BERT and USE. Moreover, the combination 

of SBERT and ExEm allows BERTERS SBE RT + E xE m 

to exhibit a sig- 

nificant advantage over other BERTERS variation models. 

ii) Further, the results suggest that train ratio is positive to the 

node classification performance. However, it has relatively little 

relevance to the performance of BERTERS SBERT + N e and the dif- 

ferences are not that large in these cases. Shortly, according to 

the analysis, various models of BERTERS SBERT + N e are not strictly 

sensitive to this parameter. 

.1.2. Second scenario: effect of classifier 

Table 6 shows the results considering four classifiers trained 

n 50% Scopus dataset with BERTERS USE+ N e , BERTERS BERT + N e and 

ERTERS SBERT + N e features. Note that we underline the best values 

f Micro and Macro scores for each classifier. Also, the bold num- 

ers indicate the best results obtained overall. These experiments 

eveal a number of interesting points: 

i) The results show that when the methods selected for the pro- 

ductions of the embeddings are BERT and ExEm w 2 v , and the 

classifier is Random Forest, BERTERS has gained the highest 

Micro score among the competitors. Also, it is conspicuous 

that combination of Logistic Regression classifier and BERT- 

ERS BERT + Node 2 Vec approach yields the higher value of Macro 

score. 

ii) In contrast to the first scenario that BERTERS SBERT + N e produces 

the best outcomes using a fully connected classifier, BERT- 

ERS BERT + N e outperforms other various versions of BERTERS over 

Random Forest and Logistic Regression classifiers in the second 

scenario. That means that the results of this experiment con- 

firm that changing the classifier influences on the effectiveness 

of different models of BERTERS. 

ii) It can be concluded that applying the Random Forest as a clas- 

sifier on the expert embeddings extracted from different BERT- 

ERS’s models makes a list of results in terms of Micro-F1 that 
13 
are very closed to each other and show the highest scores com- 

pared to other classifiers. 

v) Using SVM as a classifier allows BERTERS generates the high- 

est Macro score in comparison to Random Forest and fully con- 

nected classifiers. 

.1.3. Third scenario: effect of dimension 

In the third scenario, we conducted investigations on the effect 

f embedding dimensions on the classification task. For this goal, 

e extracted the embeddings from the three fully connected lay- 

rs, presented in Fig. 6 , with sizes 256, 512 and 1024. Also, we 

xed the train ratio with a value of 50% . Figure 8 illustrates the

mpacts of different embedding dimension sizes on various mod- 

ls of BERTERS over different classifiers. The observations from the 

esults lead to the following conclusions: 

i) The Micro score reaches a peak of 0.7472 by the combina- 

tion of BERTERS BERT + DeepWalk and Random Forest in embedding 

size 512. Moreover, the combination of Logistic Regression and 

BERTERS BE RT + E xE m f t 
achieves the best performance in terms of 

Macro-F1. 

ii) We find that Random Forest and the fully connected classifiers 

show the same trends by increasing the size of expert embed- 

dings. Also, SVM and Logistic Regression follow a similar trend. 

ii) When the embedding dimensions change from 256 to 512, we 

observe that the Micro and Macro scores have remained ap- 

proximately constant in most cases. 

v) In contrast, we see the downtrend trends in all cases in the 

performance of BERTERS techniques by varying the number of 

dimensions from 512 to 1024. 

v) Overall, we observe from this figure and Table 6 that using 

the expert embeddings created from BERTERS SBERT + N e , BERT- 

ERS BERT + N e and BERTERS USE+ N e with 1153, 641 and 641 dimen- 

sions, respectively, allows BERTERS to exhibit significant advan- 

tages over other embedding sizes. 

.2. Recommendation 

The purpose of this experiment is to show how BERTERS mod- 

ls can be effectively used to order expert recommendations with 

he help of the learned expert embeddings. To judge BERTERS per- 

ormance on various benchmarks and areas, we evaluated the low- 

imensional vectors created from BERTERS over Quora and Scopus 

atasets. The goal of expert finding in Quora dataset is to return a 

anked list of experts with expertise on a given question. By way 

f explanation, the target is to route a newly posted question to 

sers that are experts on the topic of the question. While in Sco- 

us dataset, we have the desire to recommend potential research 

ollaborator in a distinct topic. 
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Table 7 

Summary of previous studies. 

Study Model Methodology Cite Year 

Document-based Graph-based Hybrid 

ExpertsRank [56] - � - Link analysis 1111 2007 

AuthorityRank [57] - � - Link analysis 283 2008 

CQARank [41] - - � Link analysis, topic model 225 2013 

Riahi et al. [27] � - - TF-IDF, LDA, STM 209 2012 

ExpertRank [8] - - � Link analysis, TF-IDF 208 2013 

TSPM [54] � - - LDA 199 2008 

GRMC [43] - - � Matrix completion 142 2014 

Fu et al. [35] - � - Propagation 101 2007 

Liu et al. [10] - - � Link analysis, TF-IDF, reputation score 95 2013 

RMNL [44] - - � LSTM, DeepWalk 75 2016 

HSNL [42] - - � LSTM, graph embedding 66 2016 

Neshati et al. [29] � - - LDA, language model 53 2017 

Zhou et al. [13] - - � Link analysis, LDA, reputation score 49 2014 

DRM [55] � - - PLSA 42 2013 

Momtazi and Naumann [28] � - - LDA 37 2013 

Wang et al. [33] � - - Word2Vec, CNN 26 2017 

Sun et al. [36] - � - Graph embedding 22 2019 

Li et al. [30] � - - LDA 17 2015 

Expert2Vec [11] - - � Word2Vec,reputation score 13 2019 

ExpFinder [46] - - � TF-ID, Link analysis 10 2021 

Dehghan et al. [34] � - - LSTM 9 2019 

Xie et al. [40] - - � Link analysis, LDA 6 2016 

MMSE [45] - - � Word2Vec, DeepWalk 6 2019 

Mumtaz and Wang [38] - � - Betweenness centrality 5 2017 

Doc2vec [32] � - - Doc2vec 3 2020 

de Campos et al. [31] � - - LDA 1 2021 

ExEm [20] - � - Graph embedding 1 2021 

Fig. 8. Micro-F1 and Macro-F1 scores on the classification task for different classifiers over the diverse number of dimensions (train ratio is 50% ). 
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In Quora dataset, we embedded questions using SBERT trans- 

ormer with dimension 1024. Besides, since the vectors should al- 

ays be the same length for doing cosine similarity, we extracted 

he embeddings of candidates from the first layer of neural net- 

ork in Fig. 6 . 

In Scopus dataset, we selected three topics: IE, NLP and ML. The 

ists of people in these topics are used as experts to construct the 
14 
round truth to evaluate the recommendation task. We picked the 

op experts in each topic as the query node and used cosine simi- 

arity to measure the distance between the expert embedding vec- 

ors and the query node. We recommended the nearest candidates 

o the query as experts. 

It should be noted that our task in both datasets is not to pre- 

ict the exact score value of each expert but to rank them in terms 
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Fig. 9. Experimental results on nDCG with different proportions of Quora dataset 

for training. 
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f their positions in the list. On the other hand, we accommo- 

ated the position of the experts in these lists as their ranks for 

he ground truth. 

We have two scenarios for the recommendation task. Moreover, 

he first outline consists of two sections. In one section we com- 

ared BERTERS SBE RT + E xE m f t 
with the state-of-the-art models includ- 

ng TSPM, DRM, ExpertsRank, AuthorityRank, GRMC, RMNL and 

MSE on Quora benchmark. In the second part, we reported the 

esults on Scopus to show the effect of the number of recom- 

ended experts in terms of nDCG @ k where k was set to 6, 7 and

. Finally, in the second scheme, we investigated the effect of em- 

edding dimensions on Scopus dataset. 

.2.1. First scenario: effect of number of recommended experts at k 

Quora : The performance of different models in terms of nDCG 

s summarised and reported in Fig. 9 . The DeepWalk, Author- 

tyRank and ExpertsRank methods are graph-based ones while 

SPM and DRM methods are document-based models. Also, GRMC, 

MNL and MMSE are hybrid approaches that consider both link 

nalysis of users and their published contents. This experiment re- 

eals a number of interesting points: 

i) Contrary to our expectations, two graph-based models Au- 

thorityRank and ExpertsRank outperform the document-based 

methods, TSPM and DRM. 

ii) DeepWalk that learns the vector representations of candidates 

from the graph gives the poorest results. 

ii) The hybrid methods, GRMC, RMNL, MMSE and BERT- 

ERS SBE RT + E xE m f t 
outperform single-modality based methods. 

v) In all the cases, our BERTERS SBE RT + E xE m f t 
model achieves the 

best performance. BERTERS SBE RT + E xE m f t 
works better than the 

baselines with gains of 9 . 12% , 4 . 88% and 4 . 41% with regards

to the training sizes. This fact shows that leveraging the power 

of creating single representations for candidates from their au- 

thority, text similarity and reparation scores, instead of calculat- 

ing separate scores and merging them, can further improve the 

performance of expert finding in the question answering sys- 
tem. 

15 
Scopus : Fig. 10 demonstrates nDCG score provided by the iden- 

ified top k experts in three specific topics over Scopus dataset. As 

an be seen, we compared different models of BERTERS with each 

ther. Results in this figure lead to the following observations: 

i) BERTERS USE + E xE m f t 
, BER TERS USE+ Node 2 Vec and BERT- 

ERS USE+ DeepWalk outperform other BERTERS techniques in 

NLP, IE and ML topics, accordingly. 

ii) As the number of recommendation increases, the performance 

of all methods go up linearly. 

ii) In contrast to the classification task, BERTERS SBERT + N e performs 

poorly in the recommendation process. Also, different versions 

of this model present very closed outputs. 

.2.2. Second scenario: effect of dimension 

In this strategy, we studied the effect of embedding dimen- 

ions in terms of nDCG @8 score on only three methods BERT- 

RS USE + E xE m f t 
, BERTERS BE RT + E xE m f t 

and BER TERS SBE RT + E xE m f t 
for 

copus dataset. We used the output embeddings created from 

hree dense layers of the proposed model in Fig. 6 with 256, 512 

nd 1024 dimensions. Figure 11 illustrates the effect of embedding 

imensions on BERTERS models. The following considerations are 

ade from this scenario: 

i) In NLP topic, BERTERS USE + E xE m f t 
achieves the best score with 

the embedding size 1024. In IE topic, BERTERS SBERT + ExEm f t 
has 

gained the highest value among the competitors. Both BERT- 

ERS USE + E xE m f t 
and BERTERS BE RT + E xE m f t 

are the winners in ML 

topic. 

ii) In opposition to the classification task, the performance of 

BERTERS models decreases from 256 to 512, and the scores rise 

from 512 to 1024 dimensions. 

ii) A comparison between the results of Figs. 11 and 10 shows that 

changing the size of the expert embeddings makes additional 

gains for BERTERS approaches in NLP and ML topics. While re- 

sizing the expert vectors does not have any specific effect on 

the performance of BERTERS in IE subject. 

.3. Visualization 

The goal of this task is to show that BERTERS is able to 

luster together experts in the same field. For visualisation pur- 

ose, there are a number of dimension reduction techniques like 

rincipal Component Analysis (PCA), and Uniform Manifold Ap- 

roximation and Projection (UMAP) that can be applied on low- 

imensional vectors. To interpret expert embeddings using visu- 

lization technique, we used Scopus dataset, chose 50 top ex- 

erts in each topic and visualized them based on their embed- 

ings using UMAP. As Fig. 12 shows three different topics are used 

o highlight the experts in different colors. Figure 12 (a-c) clus- 

er experts based on BERTERS USE + E xE m w 2 v , BER TERS BE RT + E xE m w 2 v and 

ERTERS SBE RT + E xE m w 2 v , respectively. Also, we can see that we com- 

ared BERTERS with SBERT and ExEm w 2 v ( Fig. 12 d and e) which 

re best in their groups and use text and graph modalities, accord- 

ngly. From the figures, we have the following observations: 

i) Among different versions of BERTERS tested in this experi- 

ment, BERTERS BE RT + E xE m w 2 v and BERTERS SBE RT + E xE m w 2 v well sep- 

arate the communities. Also, the experts of each cluster are 

well distinguished by these two methods and this illustrates 

the power of their embeddings. Moreover, the partitiones orig- 

inated by these approaches are more meaningful. The reason is 

that three topics have overlaps, and a candidate can be expert 

in all of them. So, the vector embeddings created by these ap- 

proaches allow to compare expert candidates and find clusters 

of experts that are similar in characteristics. 
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Fig. 10. Experimental results on nDCG based on top k experts of Scopus dataset. 

Fig. 11. nDCG @8 score for three topics with varying dimensions. 
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ii) While BERTERS USE + E xE m w 2 v shows poor performance compared 

to BERTERS BE RT + E xE m w 2 v and BERTERS SBE RT + E xE m w 2 v , it signifi- 

cantly outperforms SBERT and ExEm w 2 v . 

ii) In opposition to BERTERS approaches, SBERT embeds communi- 

ties very closely. Since the contents of articles related to these 

experts are so similar, SBERT cannot make a distinction be- 

tween the expertise of these experts. 

v) Using ExEm w 2 v without content data yields to completely sepa- 

rating three subject areas of ML, NLP and IE and we know that 

it is not correct due to the fact that there are significant over- 

laps among topics. Also, ExEm w 2 v fails in separating the experts 

in a cluster. 

. Discussion 

The main idea behind using expert embeddings to find similar 

xperts is that of the distributional hypothesis. Fundamentally, the 

istributional hypothesis declares that experts that appear in sim- 

lar text and graph contexts are more likely to be similar to each 

ther. Previous proposed hybrid models individually computed au- 

hority, text similarity and reputation scores and then merged 

hem by a combination strategy. Based on the application scenario, 
16 
hese studies considered higher priority for each score. While the 

ain objective of this research was to address the problem of com- 

inations of different scores by proposing a multimodal and trans- 

er learning-based approach. The suggested model presents each 

xpert candidate by a single vector representation that originates 

rom the text content, user relationship information and other fea- 

ures. 

In this research, we compared the candidate vectors pro- 

uced by BERTERS, single-modality based methods and hybrid ap- 

roaches on a variety of tasks and various benchmarks to see 

hich produced the most accurate candidate vectors. Furthermore, 

e investigated the effects of dimensions on BERTERS approaches. 

his evaluation would help provide insight into that BERTERS 

ethods perform better in which dimensions. 

One test used to determine this accuracy was the multi-label 

lassification task. The results of Micro and Macro scores illustrated 

hat different versions of BERTERS produced the most accurate ex- 

ert vectors than single-modality based methods. Moreover, we 

ee that among the BERTERS approaches, BERTERS SBE RT + E xE m 

is su- 

erior to others in terms of metrics in this task. This is due to the

ombination of SBERT and ExEm allows BERTERS SBE RT + E xE m 

to ex- 

ibit a significant advantage over other BERTERS variation models. 
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Fig. 12. Visualization of communities of 50 top experts in three topics for different techniques and dimensions. Each point corresponds to an expert. Color of an expert 

denotes its cluster. 
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Additionally, we compared BERTERS with single-modality based 

ethods and hybrid approaches in a recommendation analysis 

ver two datasets in order to determine which was the most effec- 

ive at recommending the accurate experts in a certain topic. BERT- 

RS SBE RT + E xE m f t 
improved the performance of expert finding by 

aking advantage of ExEm as a graph embedding technique to cre- 

te node representation and combine it with deep representation 

f contents learned from SBERT transformer. In this way, the can- 

idate embedding produced by BERTERS SBE RT + E xE m f t 
contains rich 

emantic and syntactic information of candidate. Therefore, in this 

xamination, the candidate embeddings by BERTERS SBE RT + E xE m f t 

as the highly accurate that produced meaningful results. 

Also, final test to measure the quality of the BERTERS em- 

eddings was the visualization. The results verify that BERT- 

RS BE RT + E xE m w 2 v and BERTERS SBE RT + E xE m w 2 v group experts in a way 

hat similarity between experts that belong to the same topic be- 

omes as high as possible, while similarity between experts from 

ifferent topics gets as small as possible. Having this in mind that 

here are authors who have been working in multiple fields such 

s IE and NLP together or any other combination of these three 

ubject areas. A clear separation in this presentation is not always 

cceptable and for some hard cases such as what is shown in the 

esults, the inseparable subject areas must have collisions in some 
ases. 
v

17 
As a conclusion, there are several reasons for the success of 

ERTERS. One of them originates from the usage of multimodal 

nd transfer learning approaches. The second reason behind this 

uperiority is because of selecting the features that better charac- 

erize candidates. The other motivation is presenting candidates as 

ow-dimensional vectors created by recent researches in both text 

nd graph representations such as transformers and graph embed- 

ings. Finally, the best embeddings for finding experts are directly 

enerated from the concatenation of their values of normalized h- 

ndex, their presentations obtained from a co-author network by 

xEm and candidates’ published items that converted into vectors 

y transformers. Also, the results prove the capability of BERTERS 

o extend into a variety of domains and areas such as CQA to find 

he best users for answering the posted questions. 

In the future, we expect to further investigate the temporal as- 

ect of candidates. Since the interests and expertise of candidates 

ary over time, so obtaining the temporal information of candi- 

ates makes it more applicable to the recommendation task in the 

eal world. Another interesting aspect is to extend BERTERS into 

ther domains. Although these results provide some insight into 

he effectiveness of BERTERS performance in academic and CQA 

omains, there are still other areas that this work could be tested 

pon in the future. For instance, finding reviewers who are recog- 

ized as having a higher level of expertise in online business re- 

iew systems. Customers perceive a review as more useful when 
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eviewers provide high quality reviews. In this context, the fea- 

ures of candidates and the ways of representing them might be 

hanged. Therefore, it is an interesting problem to analyze these 

omponents and the ways of obtaining information from them. 

. Conclusion 

In this paper, a multimodal and transfer learning-based ap- 

roach, called BERTERS, has been proposed for an expert recom- 

endation system. BERTERS presented each expert candidate by 

 single vector representation that shows the authority, text sim- 

larity, and reputation scores. BERTERS directly used both trans- 

ormers and the graph embedding techniques to convert the con- 

ent and non-content information into low-dimensional vectors. 

urthermore, BERTERS added other extra features like reputation 

core to obtain the final representation. The proposed expert em- 

eddings can benefit a lot of applications such as expert classifica- 

ion, expert clustering, expert recommendation, detecting commu- 

ities of experts, link prediction. We evaluated the performance of 

ERTERS in classification, recommendation and visualisation tasks. 

he results demonstrated that the hypothesis about using multi- 

odal and transfer learning, representing each candidate with a 

ow-dimensional vector created from authority, text similarity and 

eparation scores, and obtaining better results is true. 
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