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a b s t r a c t 

Social Internet of Things (SIoT) is a paradigm of IoT where in objects are able to build social relationship among 

each other based on user preferences there by creating social platform. To establish relationship, diversified IoT 

devices interact and setup a connection between them. The relationship is built by considering same features, 

attribute, device type etc. The data generated by the heterogeneous devices of SIoT devices are huge and it has 

to be efficiently used. There exist few works related to data aggregation in SIoT in the literature. Hence, in this 

work a method is proposed to aggregate the SIoT data and conditions used to classify the relationship between 

the devices. The performance of Decision Tree (DT), K-Nearest Neighbors (KNN), Naive Bayes (NB) and Artificial 

Neural Network (ANN) machine learning algorithms are tested on the dataset. The experimental results show 

that DT and ANN algorithms performs well compared to other ML algorithms. 
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ntroduction 

The Social Internet of Things (SIoT) is the new paradigm to describe

he convergence of social networks and IoT, where the devices in the

etwork interact autonomously according to the certain relationship

ormed between each other. The Paradigm implements an ecosystem

hat enables the interaction between devices and the users. The interac-

ion takes place within a social structure based on the relationship. The

dvantage of SIoT over traditional IoT is that the relationship among

he devices helps in learning about each other in a distributed and au-

onomous manner. In the SIoT each device or smart thing is also called

n object, and each object can condition their relationship. In the field

f Internet of Things, SIoT plays a very important role in establishing an

nteraction between the social objects and human [1] . It is a Network

f objects providing social interaction. When a relationship is been built

etween the network and the social object an interaction take place with

espect to the social object and the humans. The smart objects make the

pplication digitizing that helps in efficient and easy to process. To man-

ge and infer the information obtained from social devices, it uses data

ggregation. 

Fig.1 shows the taxonomy of SIoT data generation. It has object de-

cription, object profiling and device types. Each are components in-

olves the device type, device brand, device model, public and private

evices, static and mobility devices. The data are generated by these

ategories of devices in SioT. Data Aggregation involves, Collection of
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ata by the devices, aggregating the data, and sending the data to Base

tation. There exist various methodologies that are used for data aggre-

ation such as centralized, tree-based approach, cluster-based approach,

nd in-network aggregation [2] . In this approach, a region of interest

s divided into several clusters. Within each cluster, a cluster head is

lected that is to aggregate the data. Each device that senses the data

re sent to the cluster head of the same cluster rather than sending the

ata directly to the base station. This results in saving a lot of energy in

 network. The advantage of cluster-based data aggregation is robust-

ess, accuracy in information, less redundancy, minimized traffic load

nd energy conservation [3] . Fig.2 shows the data aggregation process

nvolved in SIoT. The objects form the network and the relationship

anagement determines the relationship among the objects. Further the

ata sent by each device are aggregated and it will be propagated to base

tation through the dedicated modules. 

The data generated by SIoT devices based on object ID, Device ID,

ser ID, Manufacturing ID, Branch, Device, Service Provider are aggre-

ated using cluster-based technique. The Machine Learning (ML) algo-

ithms are used to identify the devices features in SIoT. By applying

achine Learning Algorithm such as Naïve Bayes, K Nearest Neighbor

KNN), Decision Tree, Artificial Neural Network (ANN) the data are clas-

ified. The performance of the algorithms on aggregating the data is

ompared and analyzed to identify the best ML algorithm. The rest of

he paper is organized as follows: Section 2 presents the related works

arried out by various researchers. Problem statement is described in
 (S.P.S. Prakash). 
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Fig 1. Taxonomy of SIoT data generation 

Fig 2. Data aggregation process in SIoT 
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ection 3. The Proposed methodology, relationship condition and algo-

ithm are presented in Section 4. Section 5 shows Results and Analysis.

ection 6 discusses about the Conclusion and Future work. 

elated work 

This section presents the related works carried out by various re-

earchers in data aggregation. 

F. Alam et al. [4] The performance of Decision Tree is most ac-

urate, RF and KNN algorithm is more reliable based on performance

nd NB and LR perform the worst for the dataset considered. The met-

ics considered are precision, recall, f1-score, kappa and accuracy. Fi-

az Al-Doghman et al. [5] Aggregation is utilized as one of the strate-

ies of Fog Computing by which just the essential information will be

hipped off the ascendant hub, etc. up to the Cloud. Information accu-

ulation includes the way toward sending a summary of a few informa-

ion parcels instead of the entire bundles. At the point when informa-

ion is amassed, nuclear information pushes normally accumulated from

umerous sources are supplanted with aggregates or outline measure-

ents. Behrouz Pourghebleh et al. [6] intend to study the current infor-

ation grouped in the IoT efficiently. The information collection instru-

ents are classified into three fundamental gatherings, including tree-

ased, cluster based and centralized. Analyzing the three techniques au-

hor come with conclusion that centralized mechanism has less relia-

ility, but high computation when compared to other two techniques.

oberto Girau et al. [7] intended that by acquiring Social IoT concept

y which objects has capacity to build social relationship in explicit

ay by benefiting the owners to improve the scalability of the network
213 
nd efficiency of information which is been obtained during interaction

etween the Social objects. Sunny Sanyal et al. [8] proposed strategy

hat eliminates the vulnerabilities while safeguarding the worldwide at-

ributes of the unrefined information. It decouples information exami-

ation outline work and information total to build the exactness of deci-

ion making in D 2 D communication. Mohammad Abu AL sheikh et al.

9] presented a broad writing survey of AI techniques that were utilized

o address regular issues in remote sensor organizations (WSNs). The

enefits and defaults of each proposed calculation are thought about in

ontrast to the comparing issue. Veena Puranikmath et al. [10] a com-

rehensive survey on different information accumulation techniques,

ifficulties and issues are tended to. Moreover, execution boundaries of

ifferent information combination techniques to quantify the produc-

ivity of the organization are talked about. Ke Li et al. [11] propose an

I based energy-effective clustering calculation named QLEC to choose

roup heads in high dimensional space and help non-cluster head hubs

ourse bundles and the author has proposed the performance factor of

CM based algorithm and k-means clustering in order to increase the

vailability of network, delivery speed of data packets and decreases the

elay in the data transmission. Meysam Vakili et al. [12] has considered

achine learning approaches and also considered deep learning tech-

iques by considering the IoT dataset. The machine learning algorithms

ncludes Logistic Regression (LR), K-Nearest Neighbors (KNN), Gaus-

ian Naïve Bayesian (GNB), Decision Trees (DT), Random Forests (RF),

upport Vector Machine (SVM), Stochastic Gradient Descent Classifier

SGDC) and Adaboost. They have considered Deep Learning Algorithm

uch as Artificial Neural Networks (ANN), Convolutional Neural Net-

orks (CNN) and Long Short-Term Memory (LSTM). Two experiments

ave been conducted. One is to investigating the performance model

nd other is for measurement of fastness of these models can learn.

eisong Wang et al. [13] proposed a Spot Split and Stitching system

Bit-split) for lower-bit post-preparing quantization with negligible pre-

ision. The proposed system is approved on an assortment of PC vision

ssignments, counting picture order, object identification, occurrence

ivision, with different organization designs. In particular, Bit-split can

ccomplish close unique model execution in any event, while quantizing

P32 models to INT3 without calibrating. Ihsan Ullah et al. [14] in this

aper, the Author has proposed a novel information aggregation plan

epending on grouping of data and Extreme Learning Machine (ELM)

hich efficiently decreases excess and incorrect information. Hence to

chieve this Radial basis Neural Network and Kalam Filter is used and

pplied to diminish the instability of preparation cycle and to chan-

el the information at every sensor hub before communicating to the

luster head. Hongtao Song et al. [15] proposed a novel secure informa-

ion collection arrangement dependent on autoregressive incorporated

oving normal model, a period arrangement investigation method, to

eep private information from being learned by foes. The test results

xhibits that the model gives precise expectations of the auto aggres-

ive techniques. The author has accomplished that it has been resulted

n better security, lower calculation and correspondence costs, and bet-

er adaptability. Hang Wan et al. [16] proposed a model to foster the

dea of "conveying cements," which are substantial components insert-

ng remote sensor organizations, for applications committed to Struc-

ure Health Monitoring in the development business. Model has given

n exact lifetime of the remote sensor organization and imparting ce-

ents administrations. They can likewise be utilized online by hubs for a

elf-evaluation of their energy utilizations. New progressed plans depen-

ent on information incorporation procedures and grouping that have

een proposed by Soroush Abbasian Dehkordi et al. [17] . Significant

trategies of acquiring information in remote sensor networks making

rogress, underground and submerged sensor networks are introduced

nd the applications, benefits and drawbacks of utilizing every method

re depicted in the work. Himanshu Sharma et al. [18] proposed AI

trategies as an improvement instrument for normal WSN-IoT hubs sent

n shrewd city applications and the managed learning calculations have

een most broadly utilized (61%) when contrasted with support learn-
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Fig 3. Performance comparison methodology 
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Table 1 

Features and classes 

Features Classes 

Sender Device 

Sender Device Brand 

Receiver Device 

Receiver Device Brand 

Sender Protocol (Wifi, Zigbee, Bluetooth) 

Distance 

Receiver Device 

Type (Public, Private) 

SOR 

POR 

CLOR 

CWOR 

STOR 

SIBOR 

OOR 

GSTOR 

SROR 
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ng (27%) and solo learning (12%) for savvy city applications. Wei Li

t al. [19] presented a broad writing survey of AI techniques that were

tilized to address regular issues in remote sensor organizations (WSNs).

he investigation gave an understanding to medical services experts and

overnment offices to keep themselves exceptional with respect to the

atients with the most recent patterns in ML-based huge information

xamination for smart medical care. 

roblem Statement 

Heterogeneous devices generate data in SIoT and these data must

e efficiently managed to provide effective results. Data aggregation

nvolves processing procedures to transfer data between the devices.

ence, there is a need to understand the methods involved in data ag-

regation and propose a data aggregation model in SIoT considering

he relationship between the devices. This work focuses on proposing

 method to aggregate data and identifies conditions to establish re-

ationship between the devices. Also evaluate the performance of ML

lgorithms on the classification of the relationship based on the device

eatures such as device type, device brand, protocols etc. by aggregating

ata. 

roposed method, relationship conditions and algorithm 

This section presents the proposed data aggregation method, rela-

ionship conditions imposed and algorithm to evaluate the performance

ach metrics of Machine Learning (ML) algorithms. The ML algorithms

re compared and analyzed to know the best algorithms suitable for data

ggregation. 

roposed data aggregation method 

The data generated by SIoT devices are aggregated based on the ob-

ect profile. The object profiling includes device name, device model, de-

ice brand, owner name, owner id, protocol, services and applications.

n this work car, smart watch, smart phone, public and private devices

re proposed to aggregate dataset. Fig.3 . Shows the methodology used

o compare the performance of various ML algorithms. 

elationship Conditions 

SIoT has different types of relation . The relationship between the

evices is established based on the conditions. In this work nine types

f relations are considered. The existing work has conditions to define

nly five types of relationship [1] . In this work we propose few more
214 
onditions to define all nine relationships. The conditions imposed to

btain these relationships are as follows: 

1 Stranger Object Relationship (STOR): Is established where devices

are different, belongs to the different brand, the type of the device

is public, the distance is less than 15m and the protocol associated

is Zigbee. 

2 Guest Object Relationship (GSTOR): Is established where devices are

same, belongs to the different brand, the type of the device is private,

the distance is less than 10m and the protocol associated is Wi-Fi,

Bluetooth, Zigbee. 

3 Social Object Relationship (SOR): Is established where devices are

different, belongs to the different brand, the type of the device is

public, the distance is greater than 20m and lesser than 50m and the

protocol associated is Zigbee. 

4 Sibling Object Relationship (SIBOR): Is established where devices

are different, belongs to the different brand, the type of the device

is private, the distance is less than 50m and the protocol associated

is Wi-Fi, Bluetooth, Zigbee. 

5 Owner Object Relationship (OOR): Is established where devices are

different, belongs to the same brand, the type of the device is private,

the distance is less than 20m and the protocol associated is Wi-Fi,

Bluetooth, Zigbee. 

6 Parent Object Relationship (POR): Is established where devices are

same, belongs to the same brand, the type of the device is private,

the distance is less than 400m and the protocol associated is Wi-Fi,

Wi-Fi direct and Bluetooth. 

7 Co-Worker Object Relationship (CWOR): Is established where de-

vices are different, belongs to the different brand, the type of the de-

vice is private, the distance is greater than 50m but less than 100m

and the protocol associated is Wi-Fi, Wi-Fi direct and Bluetooth. 

8 Co-Location Object Relationship (CLOR): Is established where de-

vices are same, belongs to the different brand, the type of the device

is private, the distance is greater than 10m less than 20m and the

protocol associated is Wi-Fi, Wi-Fi Direct, Bluetooth, Zigbee. 

9 Service Object Relationship (SROR): Is established where devices are

same, belongs to the different brand, the type of the device is public,

the distance is less than 15m and the protocol associated is Wi-Fi. 

esults and Analysis 

The parameters used to conduct experiment and the results obtained

re presented and analyzed in this section. 

xperimental Setup 

To predict the relationship in the Social IoT the dataset created by

arche, Claudio, et al. [1] is considered. The dataset generated has ob-

ect information, position and timestamp, object profile, relationship

djacency matrix. The relationship is built between the devices based

n the tested features of the data set. The features used to classify the

ataset are shown in Table 1 . 
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Table 2 

Average of each ML algorithm evaluation metrics on the aggregated dataset 

Data Aggregation Performance Metrics KNN DT NB ANN 

Device: car 

Accuracy 25.25 86.75 96.32 54.42 

Precision 39.97 95.10 96.10 75.75 

Recall 11.60 57.40 82.70 60.50 

F1-score 23.50 72.52 96.45 65.75 

Device: Smart Watch 

Accuracy 34.50 97.37 95.95 77.45 

Precision 36.95 97.22 95.62 75.25 

Recall 12.35 52.75 52.75 94.75 

F1-score 32.12 97.47 96.10 83.75 

Device: Smartphone 

Accuracy 34.02 97.37 95.52 80.64 

Precision 36.02 97.22 95.17 88.00 

Recall 12.10 52.75 55.52 92.20 

F1-score 31.70 97.47 95.60 93.60 

Device: Public 

Accuracy 34.70 95.17 93.75 82.84 

Precision 37.05 96.37 95.04 77.35 

Recall 12.62 49.45 48.07 77.25 

F1-score 32.15 97.65 92.95 80.75 

Device: Private 

Accuracy 36.45 97.45 95.72 71.02 

Precision 12.35 97.45 95.60 78.05 

Recall 34.55 47.85 51.05 89.50 

F1-score 34.70 97.32 96.07 83.75 
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In the proposed data aggregation method, dataset is aggregated

ased on device type as car, smart watch, smart phone, public and pri-

ate devices. In this work, K-Nearest Neighbor (KNN), Decision tree,

aïve Bayes and Artificial Neural Network (ANN) are used to conduct

xperiment, compare and find the best algorithms suitable for identify-

ng devices for data aggregation in SIoT . The algorithms are applied

o each group and tested to understand the performance. The accuracy,

recision, recall and F1-score are used to know about the performance

f each algorithm. The algorithm is implemented using Google COLAB

ith the GPU device type, RAM size of 16GB and processer with 2.6GHZ

peed. 

esult analysis 

Table 2 shows the average values of each ML algorithm evaluation

etrics obtained on proposed aggregated data. It can be noticed that

ut of 5 device types, Decision Tree (DT) gives the best result for 4

evice types and Naive Bayes (NB) gives best result for 1 device types

espectively. Further for few metrics Artificial Neural Network (ANN)

rovided good results . 

Fig. 4(a) through 8(d) shows the performance comparison of data

ggregation for various device types in SIoT. 

Fig.4 (a) through 4(d) shows the performance comparison for the

ata aggregated based on the device type car. The average value of ac-

uracy for the algorithms KNN, DT, NB, and ANN is 25.25, 86.75, 96.32

nd 54.42 respectively. The average value of precision for the algorithms

NN, DT, NB, and ANN is 39.97, 95.10, 96.10, and 75.75 respectively.

he average value of recall for the algorithms KNN, DT, NB, and ANN

or performance metrics Recall is 11.60, 57.40, 82.70, and 60.50 respec-

ively. And the average value of F1-score for the algorithms KNN, DT,

B, and ANN is 23.50, 72.52, 96.45, and 65.75 respectively. It is evi-

ent from the graphs and average values of each performance metrics

hat NB algorithm performs well whereas KNN has worst performance

ate. It can. Be noticed that ANN performs well for only recall evalua-

ion metric due to the availability of the devices near the K value used

n KNN algorithm. 

Fig.5 (a) through 5(d) depicts the graphs showing the performance

omparison for the data aggregated based on the device type smart

atch. The average value of algorithm KNN, DT, NB, ANN for perfor-

ance metrics Accuracy is 34.95, 97.37, 95.95, and 77.45 respectively.

he average value of algorithm KNN, DT, NB, ANN for performance

etrics Precision is 36.95, 97.22, 95.62, and 75.25 respectively. The

verage value of algorithm KNN, DT, NB, ANN for performance met-

ics Recall is 12.35, 52.75, 52.75, and 94.75 respectively. The average

alue of algorithm KNN, DT, NB, ANN for performance metrics F1-score
215 
s 32.12, 97.47, 96.10, and 83.75 respectively. It can be noticed that DT

erforms well for most of the evaluation metrics, whereas ANN performs

ell for recall. Again, KNN results in worst performance value. 

Fig.6 (a) through 6(d) it can be observed that DT and NB algorithm

as more accuracy whereas ANN has performed well for recall for device

ype smart phone. The average value of algorithm KNN, DT, NB, ANN

or performance metrics Accuracy is 34.02, 97.37, 95.52, and 80.64 re-

pectively. The average value of algorithm KNN, DT, NB, ANN for perfor-

ance metrics Precision is 36.02, 97.22, 95.17 and 88.00 respectively.

he average value of algorithm KNN, DT, NB, ANN for performance met-

ics Recall is 12.10, 52.75, 55.52, and 92.20 respectively. The average

alue of algorithm KNN, DT, NB, ANN for performance metrics F1-score

s 31.70, 97.47, 96.60, and 93.60 respectively. All algorithms give good

esult for F1-score 

Fig.7 (a) through 7(d) shows the performance comparison for data

ggregation based on device type public. The average value of algo-

ithm KNN, DT, NB, ANN for performance metrics Accuracy is 34.70,

5.17, 93.75, and 82.84 respectively. The average value of algorithm

NN, DT, NB, ANN for performance metrics Precision is 37.05, 96.37,

5.04, and 77.35 respectively. The average value of algorithm KNN,

T, NB, ANN for performance metrics Recall is 12.62, 49.45, 48.07,

nd 77.25 respectively. The average value of algorithm KNN, DT, NB,

NN for performance metrics F1-score is 32.15, 97.65, 92.95, and 80.75

espectively. The resultant graph shows that ANN algorithm has more

ccuracy and recall value and DT performs well for precision whereas

NN perform worst for public devices. 

Fig.8 (a) through 8(d) , it is evident from the graphs that ANN algo-

ithm has more accuracy and recall value, DT performs well for precision

hereas KNN performs worst for data aggregation based on device type

rivate. The average value of algorithm KNN, DT, NB, ANN for perfor-

ance metrics Accuracy is 36.45, 97.45, 95.72 and 71.02 respectively.

he average value of algorithm KNN, DT, NB, ANN for performance met-

ics Precision is 12.35, 97.45, 95.60 and 78.05 respectively. The average

alue of algorithm KNN, DT, NB, ANN for performance metrics Recall

s 34.55, 47.85, 51.05, and 89.50 respectively. The average value of al-

orithm KNN, DT, NB, ANN for performance metrics F1-score is 34.70,

7.32, 96.07 and 83.75 respectively. Fig. 4b , Fig. 4c , Fig. 5b , Fig. 5c ,

ig. 6b , Fig.6c , Fig. 7b , Fig. 7c , Fig 8b , Fig. 8c . The proposed algorithm

s shown in Table 3 

onclusion and Future work 

In this work a method to aggregate the data of SIoT has been pro-

osed and the performance of machine learning algorithms on SIoT data

ased on the device type has been studied. Also, the conditions imposed
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Fig 4. (a) Accuracy value for Device car (b) Precision value for device Car (c) 

Recall value for device Car (d) F1-score value for device Car 

Fig 5. (a) Accuracy value for device Smart Watch (b) Precision value for device 

Smart Watch (c) Recall value for device Smart Watch (d) F1-Score value for 

device Smart Watch 

216 
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Fig 6. (a) Accuracy value for device Smart Phone (b) Precision value for device 

Smart Phone (c) Recall value for device Recall (d) F1-score value for device 

Smart Phone 

Fig 7. (a) Accuracy value for Device Type Public (b) Precision value for Device 

Type Public (c) Recall value for Device Type Public (d) F1-Score value for Device 

Type Public 

217 
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Fig 8. (a) Accuracy value for Device Type Private (b) Precision value for Device 

Type Private (c) Recall value for Device Type Private (d) F1-Score value for 

Device Type Private 

Table 3 

Algorithm 

Step 1: Start 

Step 2: Aggregate dataset based on car, smart watch, smart phone, public and 

private devices. 

Step 3: Select features like sender device (Ds), receiver device (Dr), sender device 

brand (Bs), receiver device brand (Br), protocol (Dp), distance (D) and device type 

(Dt). 

Step 4: Check conditions to classify relationship based on the selected features. 

For each feature in dataset 

If (( 𝐷𝑠 ≠ 𝐷𝑟 )&&( 𝐵𝑠 ≠ 𝐵𝑟 )&&( 𝐷𝑡 == 𝑃𝑢𝑏𝑙𝑖𝑐)&&
( 𝐷 < 15 𝑚 )&&( 𝐷𝑝 == 𝑍||𝐷𝑝 == 𝑊 ||𝐷𝑝 == 𝐵)) Then Relationship(R) = STOR; 

End If 

If (( 𝐷𝑠 == 𝐷𝑟 )&&( 𝐵𝑠 ≠ 𝐵𝑟 )&&( 𝐷𝑡 == 𝑃𝑟𝑖𝑣𝑎𝑡𝑒 )&&
( 𝐷 < 10 𝑚 )&&( 𝐷𝑝 == 𝑍||𝐷𝑝 == 𝑊 ||𝐷𝑝 = 𝐵)) Then Relationship(R) = GSTOR; 

End If 

If (( 𝐷𝑠 ≠ 𝐷𝑟 )&&( 𝐵𝑠 ≠ 𝐵𝑟 )&&( 𝐷𝑡 == 𝑃𝑟𝑖𝑣𝑎𝑡𝑒 )&&
( 𝐷 > 20 𝑚 &&𝐷 < 50 𝑚 )&&( 𝐷𝑝 == 𝐵)) Then Relationship(R) = SOR; 

End If 

If (( 𝐷𝑠 ≠ 𝐷𝑟 )&&( 𝐵𝑠 ≠ 𝐵𝑟 )&&( 𝐷𝑡 == Pr 𝑖𝑣𝑎𝑡𝑒 )&&
( 𝐷 < 50 𝑚 )&&( 𝐷𝑝 == 𝑍||𝐷𝑝 == 𝑊 ||𝐷𝑝 == 𝐵)) Then Relationship(R) = SIBOR; 

End If 

If (( 𝐷𝑠 ≠ 𝐷𝑟 )&&( 𝐵𝑠 == 𝐵𝑟 )&&( 𝐷𝑡 == 𝑃𝑟𝑖𝑣𝑎𝑡𝑒 )&&
( 𝐷 < 20 𝑚 )&&( 𝐷𝑝 == 𝑍||𝐷𝑝 == 𝑊 ||𝐷𝑝 = 𝐵)) Then Relationship(R) = OOR; 

End If 

If (( 𝐷𝑠 == 𝐷𝑟 )&&( 𝐵𝑠 ≠ 𝐵𝑟 )&&( 𝐷𝑡 == 𝑃𝑟𝑖𝑣𝑎𝑡𝑒 )&&
( 𝐷 > 10 𝑚 &&𝐷 < 20 𝑚 )&&( 𝐷𝑝 == 𝑍||𝐷𝑝 = 𝑊 ||𝐷𝑝 == 𝐵) Then 

Relationship(R) = POR; 

End If 

If (( 𝐷𝑠 ≠ 𝐷𝑟 )&&( 𝐵𝑠 ≠ 𝐵𝑟 )&&( 𝐷𝑡 == 𝑃𝑟𝑖𝑣𝑎𝑡𝑒 )&&
( 𝐷 > 50 𝑚 &&𝐷 < 100 𝑚 )&&( 𝐷𝑝 == 𝑊 ||𝐷𝑝 == 𝐵)) 
Then Relationship(R) = CWOR; 

End If 

If (( 𝐷𝑠 == 𝐷𝑟 )&&( 𝐵𝑠 ≠ 𝐵𝑟 )&&( 𝐷𝑡 == 𝑃𝑟𝑖𝑣𝑎𝑡𝑒 )&&
( 𝐷 > 10 𝑚 &&𝐷 < 20 𝑚 )&&( 𝐷𝑝 == 𝑍||𝐷𝑝 == 𝑊 ||𝐷𝑝 == 𝐵)) 
Then Relationship(R) = CLOR; 

End If 

If (( 𝐷𝑠 == 𝐷𝑟 )&&( 𝐵𝑠 ≠ 𝐵𝑟 )&&( 𝐷𝑡 == 𝑃𝑢𝑏𝑙𝑖𝑐)&&
( 𝐷 < 15 𝑚 )&&( 𝐷𝑝 == 𝑊 )) 
Then Relationship(R) = SROR; 

End If 

End For 

Step 5: Apply ML algorithms: KNN, DT, NB and ANN 

Step 6: Compare performance evaluation metrics Accuracy, Precision, Recall and 

F1-Score. 

Step 7: End 
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o classify the relationship among the devices are proposed. From the

xperiments, it is evident that Decision Tree performed well for all the

evice types with respect to accuracy and Precision. KNN has showed

eakest performance in most of the cases. In most of the cases ANN has

erformed well for Recall. Considering the device car, NB has performed

ell for all the metrics. DT has performed well for device Smart watch.

n device type smartphone, DT has been the best. In private and pub-

ic device, DT has performed well for Accuracy, Precision and F1-score

ikewise ANN has performed well for Recall. Hence it can be concluded

hat applying ML algorithms on data aggregation will improve the per-

ormance of the network compared to applying on whole dataset. This

ork is confined to define the relationship based on the device features.

he best algorithm DT will be used to aggregate data and a novel data

ggregation model will be proposed for SIoT in future work. 
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