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A B S T R A C T   

In this paper, a decentralized framework for optimal scheduling of a reconfigurable Active Distribution Network 
(ADN) is proposed that preserves the autonomy and information privacy of all the agents, i.e., the distribution 
system and microgrid’s operators. In the proposed framework, the scheduling problem is decomposed to a 
certain number of Local Scheduling Models (LSMs), in such a way that each agent can independently schedule its 
network. In the proposed LSM, all technical constraints such as AC load flow equations, and radiality constraints 
are respected. Also, a Multi-Level Analytical Target Cascading (MLATC)-based method is proposed to coordinate 
the scheduling results of the LSMs. In this framework, by introducing new auxiliary variables, the shared vari
ables that couple the LSMs are limited to only three types. Using the proposed framework, the optimal config
uration of the ADN and the operational scheduling of agents are simultaneously calculated. Since all technical 
constraints are modeled in the proposed LSM, the results are both economic and feasible. To assess the optimality 
and effectiveness of the proposed method, several simulations are carried on the modified IEEE 33-bus and IEEE 
123-bus distribution test systems. Moreover, the results are compared with the centralized approach to validate 
the optimality of the solution.   

1. Introduction 

By modernizing distribution system infrastructure and high pene
tration of Distributed Energy Resources (DERs), distribution networks 
are facing a transition from a central structure to a distributed one [1]. 
Accordingly, the interconnection of multiple Microgrids (MGs) has 
appeared as a new design to reach more economic benefits, reliable 
energy supply, lower operational costs in Active Distribution Networks 
(ADNs) [2]. However, autonomous MGs are pursuing their interests and 
want to minimize their scheduling cost. MGs can be encouraged to join 
energy trading only if their benefits are not less than the ones without 
cooperation [3]. To achieve profit maximization for autonomous MGs, 
an effective method is required to perform energy scheduling and 
trading between MGs. Several studies such as [4–6] present centralized 
[5–7]frameworks for optimal energy trading among MGs. In the 
centralized frameworks, all MGs should send the whole of their local 
network data, such as loads and DERs data, to a central coordinator. This 
coordinator schedules ADN centrally and sends optimal scheduling re
sults to the agents. Although some centralized approaches such as [7] 

can achieve optimal scheduling, it is unable to preserve the information 
privacy and independence of the agents [8]. 

To overcome these deficiencies, recent studies such as [9–15] apply 
decentralized and distributed methods. In these approaches, all agents 
within an ADN schedule their DERs independently, and only a limited 
data, named as shared variables are communicated among them. 
However, in distributed approaches, such as [12,13], there are no direct 
communication links between the agents, and they are coordinated 
through a central coordinator [15]. Unlike distributed approaches, 
decentralized methods such as [8,11,14] have not a central coordinator, 
and the agents directly communicate with each other [15]. 

In [10], a decentralized model for scheduling of an ADN comprising 
several interconnected agents is presented, and an Alternating Direction 
Method of Multipliers (ADMM) is utilized to coordinate them in a 
decentralized style. A hierarchical optimization algorithm based on the 
system of systems concept is proposed in [9], that both Distribution 
Network (DN) and MGs are managed independently. A fully distributed 
ADMM-based method for reactive power optimization of the ADN is 
proposed in [11]. In [10], four types of shared variables, i.e. transacted 
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active and reactive power, current of tie branches, and voltage of border 
buses are exchanged between the agents to coordinate them. In some of 
the decentralized approaches such as [11], the neighboring agents must 
exchange the injected active and reactive power to their border buses, 
these data are private and the privacy of the agents is somewhat 
violated. Also, some decentralized approaches such as [11] and [10], 
require a lot of exchanged data. 

In addition to scheduling of DERs in ADNs, the configuration of an 
ADN affects transactions between the agents, voltage profile [16], and 
can decrease the system operation cost [17]. To do so, the topology of 
ADNs can be optimized through Remotely Controlled Switches (RCSs) 
during short-term operation. In this regard, optimal day-ahead sched
uling of RCSs and DERs is presented in [18] to minimize the power losses 
and the number of switching actions using a hybrid Particle Swarm 
Optimization (PSO)-based approach. Also, in [19], the distribution 
network reconfiguration problem is solved using a genetic algorithm 
with varying populations. In [20], a fast strategy is proposed which 
enhances solution speed and quality of the distribution system reconfi
guration problem by selecting the initial candidate solutions. To mini
mize distribution network power losses, a reconfiguration technique 
based on the binary PSO is proposed in [21]. A stochastic optimal 
scheduling method for reconfigurable smart MGs is presented in [22] to 
maximize the total profits. Also, a centralized approach based on the 
PSO with time-varying acceleration coefficients is used to schedule 
whole MGs. A centralized approach for simultaneous optimization of 
both network reconfiguration and reactive power dispatch is presented 
in [23] to decreasing power losses and voltage violations. In [24], an 
optimal operational scheduling framework based on the genetic algo
rithm is proposed to minimize the day-ahead total operation cost of the 
ADN. The optimal hourly topology of the network for the scheduling 
time horizon is determined as well. A stochastic mixed-integer linear 
programming model is formulated in [25] to perform dynamic network 
reconfiguration from the Distribution System Operator (DSO)’s point of 
view. In [17], an optimization model based on the mixed-integer sec
ond-order cone programming problem is proposed for minimizing the 
operational cost of a reconfigurable ADN. However, the privacy of DERs 
owners is not considered and only the transaction between the ADN and 
its Upstream Network (UN) is scheduled. 

Although the above-centralized approaches may reach the optimal 
solution, they are not applicable for multi-agent ADNs due to neglecting 
the autonomy and privacy of the agents. Accordingly, a non-cooperative 

two-person-based Stackelberg game theory framework for scheduling of 
a reconfigurable ADN under the electricity market is formulated in [26]. 
In this study, the DSO, as the leader of the game, schedules the ADN to 
reduce the operational cost. Then, the owners of DGs, as followers, try to 
maximize their profits from DG investment, based on the configuration 
of the network. However, the privacy of the agents, i.e., the owners of 
DGs, is not considered and DSO should access the technical information 
of all DGs. A one-leader multi-follower-type bi-level optimization model 
is proposed in [12] that minimizes the operation cost of DSO and 
maximizes the profit of MGs, simultaneously. However, the information 
privacy of the MGs is not considered in this model. Ref. [13] proposes a 
bi-level programming framework to coordinate multi-MG energy 
trading and the operation of reconfigurable ADNs. At the lower level, 
MGs participate in a local transactive energy trading market. Then, 
nodal equivalent loads are sent to the DSO at the upper level to recon
figure the distribution network. The updated topology which satisfies 
total technical constraints is sent back to the lower level in an iterative 
process. However, network constraints of MGs are neglected in this 
approach, and MGs are only modeled as dispatchable resources con
necting to the distribution system. 

In the above researches, the optimal configuration of an ADN is 
centrally determined by DSO, and the physical constraints of the ADN are 
not modeled in the Local Scheduling Model (LSM) of the MGs. Therefore, 
the MGs cannot affect their connections to other agents, directly. 

This paper proposes a novel decentralized framework for optimal 
scheduling of a reconfigurable ADN that preserves the autonomy and 
information privacy of the agents. In this approach, short-term sched
uling of the agents and reconfiguration of the ADN is integrated as a 
novel decentralized optimization problem. Moreover, the network 
constraints of the ADN are modeled in a decentralized style and added to 
the LSM of each agent. Also, a new Multi-Level Analytical Target 
Cascading (MLATC)-based method is developed to coordinate the 
scheduling of the agents. Accordingly, the main contributions of this 
paper are as follow: 

(1) A decentralized framework for optimal scheduling of a recon
figurable ADN is proposed that preserves the autonomy and in
formation privacy of all the agents, i.e., DSO and MG operators.  

(2) The scheduling problem of whole the ADN is decomposed to a 
certain number of LSMs. Accordingly, each agent can indepen
dently schedule its network. 

Fig. 1. A reconfigurable ADN with 5 autonomous agents.  
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(3) All technical constraints such as AC load flow equations, radiality 
constraints, nodal voltage limitation, and technical constraints of 
DERs are modeled into the agent’s LSM. So, the optimal config
uration of the ADN and the operational scheduling of agents are 
simultaneously calculated. 

(4) An MLATC-based method is proposed to coordinate the sched
uling results of the LSMs.  

(5) By introducing new auxiliary variables, the number of shared 
variables that couple the LSMs is limited to only three types. 
Accordingly, the proposed decentralized method has the least 
data sharing. 

The rest of this paper is organized as follows. The structure of a 
reconfigurable ADN with multiple MGs is described in section 2. The 
proposed LSM is presented in section 3. The details of the proposed 
MLATC are provided in section 4. In section 5, the simulation results on 
two test systems are presented. Finally, section 6 concludes the paper. 

2. A reconfigurable ADN with multiple MGs 

A modern reconfigurable ADN with 5 autonomous agents, i.e., DN 
and MG1 to MG4 is shown in Fig. 1. Each agent contains local consumers 
and DERs, such as Controllable Distributed Generators (CDGs), Wind 
Turbines (WTs), and Photovoltaics (PVs). These agents are connected 
via tie branches to each other, and they can exchange active and reactive 
power. In this figure, 7 tie branches are plotted by black dashed lines. To 
preserve the radiality of the ADN, only 4 of these tie branches should be 
in service, simultaneously. 

The configuration of the ADN is determined based on the optimal 
transaction between the agents in a decentralized style. In this frame
work, each agent locally operates its network and broadcasts the results 
of its shared variables to its neighbors. As depicted in Fig. 1, only limited 
data, named energy trading and tie branches data, are shared among the 
agents. Note that, energy trading data, i.e., transacted active and reac
tive power, are shared between two neighboring agents, and tie-branch 
data, i.e., receiving end voltage of tie-branch multiplied by the status of 
the tie-branch, is only shared between DN and each of two agents that 
are connected to that tie-branch. 

To coordinate agents, a decentralized framework based on MLATC is 
proposed. The proposed decentralized approach has a hierarchical 
structure, in which the agents must be scheduled in order of their levels 
and sublevels. In this structure, the DN is considered as level one (le =
1). The agents which are connected directly to the DN are considered as 
level two (le = 2). In the same way, other levels are defined. For 
example, in Fig. 1, MG1, MG3, and MG4 are placed in level two, and the 
level of MG2 is three. So, this ADN has three levels (Nle = 3). Note that, 
the agents at a certain level must be sequentially scheduled based on 
their sublevels, which are defined based on an arbitrary consecutive 
order. For example, if the sublevels of MG1, MG3, and MG4 are respec
tively assumed to be sl = 1, 2, 3, these agents follow the same priority to 
solve their LSM. 

Coordination between agents is achieved through an iterative pro
cess. The details of the proposed MLATC-based framework are repre
sented in section 4. In the following, the proposed LSM of each agent is 
presented in a general format. 

3. The proposed LSM 

In this paper, it is assumed that each agent aims to minimize its 
operation cost. So, the LSM of agent a can be represented as follows: 

min Costa
to = Costa

CDG + Costa
UN + Costa

SW

subjectto(5) − (26)
(1) 

where Costa
to represents the total cost of agent a in scheduling ho

rizon T. Note that, in this paper, the private parameters and variables 

associated with the agent a are specified with superscript a. Costa
CDG and 

Costa
UN are respectively total generation cost of CDGs, and the cost of 

purchasing power from the UN, which are defined in (2) and (3). 
Finally, Costa

SW is the sum of switching cost of the tie branches that is 
defined in (4). 

Costa
CDG = τ

∑

t∈T

∑

g∈Na
CDG

(
aa

g ×
(

Pga
t,g

)2
+ ba

g ×Pga
t,g + ca

g

)
(2)  

Costa
UN = τ

∑

t∈T

(
Puna

t × λt
)

(3) 

Pga
t,g is the active power generation of CDG g at time interval t; aa

g , ba
g , 

and ca
g are the cost coefficients of CDG g; Na

CDG is the set of CDGs which 
are owned by agent a; λt is the forecasted wholesale market price at time 
interval t; τ is the length of each time interval, and Puna

t is the imported 
power from the UN at time interval t. Note that, the generation cost of 
PVs and WTs is assumed to be zero [8]. 

Costa
SW = csw

∑

t∈T

∑

kj∈Na
tb

φa
t,kj (4) 

csw is the cost of switching action, and φa
t,kj is a binary variable that 

shows the switching action of tie-branch kj at time interval t. If the 
statuses of tie-branch kj in both time intervals t − 1 and t are the same, 
then φa

t,kj = 0; otherwise φa
t,kj = 1. Na

tb is the set of the tie branches that 
are connected to agent a. 

Active, reactive, and apparent powers generation of CDGs are limited 
by (5)–(7), respectively. 

Pga
min,g ≤ Pga

t,g ≤ Pga
max,g ∀g ∈ Na

CDG, ∀t ∈ T (5)  

Qga
min,g ≤ Qga

t,g ≤ Qga
max,g ∀g ∈ Na

CDG, ∀t ∈ T (6)  

Pga
t,g

2 + Qga
t,g

2 ≤ Sga
max,g

2∀g ∈ Na
CDG, ∀t ∈ T (7) 

Qga
t,g is reactive power generation of CDG g at time interval t. Pga

min,g 

and Pga
max,g are the minimum and maximum active power generation of 

CDG g. Also, Qga
min,g and Qga

max,g are the minimum and maximum reactive 
power generation of CDG g, and Sga

max,g is the maximum capacity of 
apparent power generation of CDG g. 

Constraints (8) and (9) represent downward and upward ramping 
capability limits of CDGs during the scheduling horizon, respectively. 

Pga
t− 1,g − Pga

t,g ≤ Rdna
g × τ ∀g ∈ Na

CDG, ∀t ∈ T (8)  

Pga
t,g − Pga

t− 1,g ≤ Rupa
g × τ ∀g ∈ Na

CDG, ∀t ∈ T (9) 

Rdna
g and Rupa

g are the maximum down and up ramp rate of CDG g, 
respectively. 

To model AC load flow constraints in a reconfigurable ADN in a 
decentralized style, the distflow model [27] is developed as presented in 
(10)–(26). Note that, the network, DERs, and loads are assumed to be 
balanced, here. Like the distflow model, squared current (It,kj), injected 
active and reactive power (Pft,kj, Qft,kj) of lines, along with the squared 
voltage magnitude (vt,j) of buses are considered as decision variables. A 
binary variable (Sbt,kj) is introduced to determine the status of the line 
connecting bus k to j. Sbt,kj = 1 if line kj at time interval t is in service; 
otherwise, Sbt,kj = 0. Since the internal configuration of the agent’s 
network is assumed to be fixed, the internal branches of each agent must 
be in service for all time intervals, as defined in (10). 

Sbt,kj = 1 ∀kj ∈ Na
ib,∀t ∈ T (10) 

Na
ib is the set of all internal branches in the network of agent a. To 

apply load flow formulation on a reconfigurable ADN, we encounter a 
meshed network due to the existence of the tie branches. Therefore, each 
bus may have more than one upstream bus. 
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As depicted in Fig. 2, buses k1 to kf are the upstream buses of bus j (set 
NUp

j ) and it is assumed that they inject power to bus j through lines k1j to 
kf j, respectively. Also, buses d1 to dr are downstream buses of bus j (set 
NDn

j ), and receive power from bus j via lines jd1 to jdr. Accordingly, the 
effect of multiple upstream buses is represented by 

∑

k∈NUp
j

(Pft,kj − rkjIt,kj)

and 
∑

k∈NUp
j

(Qft,kj − xkjIt,kj) in nodal power balance Eqs. (11) and (12). 

∑

d∈NDn
j

Pft,jd −
∑

k∈NUp
j

(
Pft,kj − rkjIt,kj

)
= Pa

t,j∀j ∈ Na
bus, ∀t ∈ T (11)  

∑

d∈NDn
j

Qft,jd −
∑

k∈NUp
j

(
Qft,kj − xkjIt,kj

)
=Qa

t,j ∀j ∈ Na
bus, ∀t ∈ T (12) 

rkj and xkj are the resistance and reactance of line kj, respectively. Na
bus 

is the set of buses in the ADN which are owned by agent a. Pa
t,j and Qa

t,j are 
respectively the net injected active and reactive power to bus j at time 
interval t determined by (13) and (14). Note that, line variables may be 
local or shared whether they are associated with internal branches or tie 
branches, while Pa

t,j and Qa
t,j are local decision variables and are high

lighted by red color in Fig. 2. 

Pa
t,j =

∑

g∈Na
CDG,j

Pga
t,g +

∑

w∈Na
WT,j

WTa
t,w +

∑

p∈Na
PV ,j

PVa
t,p + Puna

t,j − Pla
t,j ∀j ∈ Na

bus,∀t ∈ T

(13)  

Qa
t,j =

∑

g∈Na
CDG,j

Qga
t,g + Quna

t,j − Qla
t,j ∀j ∈ Na

bus,∀t ∈ T (14) 

WTa
t,w and PVa

t,p are forecasted generation of WT w and PV p in time 
interval t. Na

CDG,j, Na
WT,j, and Na

PV,j are the set of CDGs, PVs, and WTs 
locating at bus j and operated by agent a, respectively. Plat,j and Qlat,j are 
respectively active and reactive power demand of bus j at time interval t. 
Quna

t,j is the imported reactive power to bus j from the UN. Constraint 
(15) maintains the squared magnitude voltage of buses within its 
allowable limits ([vmin,vmax]). The squared magnitude voltage of the slack 
bus is represented by (16). 

vmin
2 ≤ vt,j ≤ vmax

2 ∀j ∈
{

Na
bor,Na

bus

}
, ∀t ∈ T (15)  

vt,j = vsl
2 ∀j ∈ Nsl, ∀t ∈ T (16) 

Nsl is the set of the slack bus and vsl is the voltage magnitude of the 
slack bus. Na

bor is the set of border buses that are connected to agent a 
through tie branches. An auxiliary variable named voltage status (vst,kj) is 
defined to represent the squared voltage magnitude of the receiving end 
of tie-branch kj. Accordingly, if tie-branch kj is in service, i.e., Sbt,kj = 1, 
(17) bounds vst,kj within its allowable limits; otherwise, vst,kj = 0. Eq. 
(18) relates vst,kj to vt,j. 
(
vmin

2 × Sbt,kj
)
≤ vst,kj ≤

(
vmax

2 × Sbt,kj
)
∀kj ∈ NADN

lin , ∀t ∈ T (17)  

(
vst,kj + vmin

2 ×
(
1 − Sbt,kj

))
≤ vt,j ≤

(
vst,kj + vmax

2 ×
(
1 − Sbt,kj

))
∀kj

∈ NADN
lin , ∀t ∈ T (18) 

NADN
lin is the set of all lines in the ADN (including both internal and tie 

branches). The power flow relation between bus j and its upstream bus k 
is formulated as follows: 

− M ×
(
1 − Sbt,kj

)
≤ vt,k − vt,j − 2

(
rkjPft,kj + xkjQft,kj

)
+
( (

rkj
)2

+
(
xkj
)2)It,kj

≤ M ×
(
1 − Sbt,kj

)
∀kj ∈ Na

lin,∀t ∈ T
(19)  

where M is a big number. According to (19), when Sbt,kj = 1 the Ohm 
law should be considered for branch kj, otherwise there is no relation 
between two voltages vt,k and vt,j. 

Eq. (20) shows the conic relaxation of the branch flow equation [14]. 

‖

2Pft,kj

2Qft,kj

vt,k − It,kj

‖ 2 ≤ vt,k + It,kj ∀kj ∈ Na
lin, ∀t ∈ T (20) 

Inequalities (21) and (22) have respectively bounded squared cur
rent magnitude and apparent power flow in branch kj, for all time 
intervals. 

0 ≤ It,kj ≤
(

I2
Max,kj × Sbt,kj

)
∀kj ∈ Na

lin,∀t ∈ T (21)  

Pft,kj
2 + Qft,kj

2 ≤ SfMax,kj
2 × Sbt,kj∀kj ∈ Na

lin,∀t ∈ T (22) 

Imax,kj and Sfmax,kj are respectively the maximum allowable current 
and apparent power of line kj. 

Eq. (23) preserves the radiality of the system. To do so, the number of 
in-service tie branches in every possible loop must be less than the total 
number of tie branches in that loop. In other words, each loop should 
have at least one open tie-branch. To find all possible loops in a given 
network, a depth-first search-based approach in [28] is applied. To 
identify all the loops in a network, all tie branches are assumed to be in 
service. It is worth mentioning that the loop detection process is offline 
and takes place only once before the optimization. Therefore, radiality 
constraints can be easily modeled and the optimization problem be
comes very fast and suitable for short-term operation. 
∑

kj∈Lpl

Sbt,kj ≤ NLl− 1 ∀l ∈ L, ∀t ∈ T (23) 

L is the set of possible loops in the ADN and l is the index of the loop. 
Lpl is the set of the tie branches in loop l, and NLl is the number of tie 
branches in Lpl. 

Constrain (24) limits the number of switching actions in the sched
uling horizon T, where Na

tb is the set of tie branches connected to agent a 
and SWa

max is the maximum allowed number of switching actions in the 
scheduling horizon T. If the status of tie-branch kj at times t − 1 (Sbt− 1,kj) 
and t (Sbt,kj) are different, φa

t,kj is set to one according to (25) and (26) 
[29]. 
∑

kj∈Na
tb

φa
t,kj ≤ SWa

max ∀t ∈ T (24)  

Sbt,kj − Sbt− 1,kj ≤ φa
t,kj ∀kj ∈ Na

tb,∀t ∈ T (25)  

Sbt− 1,kj − Sbt,kj ≤ φa
t,kj ∀kj ∈ Na

tb,∀t ∈ T (26)  

3.1. Shared variables 

In the proposed LSM, Pft,kj, Qft,kj, vst,j, Sbt,kj and It,kj are decision 
variables associated with each tie-branch that couple the LSMs of two 
neighboring agents. So, the remaining variables are locally determined. 
Since vst,kj and Sbt,kj are interdependent through (17) and (18), vst,kj can 

Fig. 2. Load flow of bus j operated by agent a. (For interpretation of the ref
erences to color in this figure, the reader is referred to the web version of 
this article.). 
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be considered as a shared variable instead of both vst,kj and Sbt,kj. Also, 
two auxiliary variables Pnt,kj and Qnt,kj are introduced in (27) and (28) to 
be used as shared variables instead of Pft,kj, Qft,kj and It,kj. 

Pnt,kj = Pft,kj − rkjIt,kj ∀kj ∈ Na
tb,∀t ∈ T (27)  

Qnt,kj = Qft,kj − xkjIt,kj ∀kj ∈ Na
tb,∀t ∈ T (28) 

Pnt,kj and Qnt,kj respectively represent the net injected active and 
reactive power from bus k to bus j through line kj. 

These substitutions reduce the number of shared variables to three 
and transform Pft,kj, Qft,kj, vst,j, Sbt,kj and It,kj to local variables for all 
lines. Consequently, the shared variables associated with tie-branch kj 
can be categorized into two vectors PQkj and vskj as follows: 

PQkj =
[
Pn1,kj, ...,PnN,kj,Qn1,kj, ...,QnN,kj

]
∀kj ∈ NADN

tb (29)  

vskj =
[
vs1,kj, ..., vsN,kj

]
∀kj ∈ NADN

tb (30)  

where PQkj and vskj are respectively vectors with 2N and N elements, 
which represent energy trading and tie-branch data of tie-branch kj (as 
shown in Fig. 1). N is the number of time intervals, and NADN

tb is set of all 
tie branches in the ADN. To guarantee that all LSMs use the same value 
of shared variables while satisfying their local constraints, two following 
sets of consistency constraints are added to the LSM of agent a: 
⎧
⎨

⎩

PQkj,z = PQb
kj,z ∀kj ∈ Na

tb,∀z ∈ {1, ..., 2N}

vskj,z = vsDN
kj,z ∀kj ∈ Na

tb,∀z ∈ {1, ...,N}
(31)  

where vectors vsDN
kj and PQb

kj are shared by DN and neighboring agent b, 
respectively. z is the index of the vector’s element. 

4. The proposed MLATC 

Adding the consistency constraint (31) to the LSM of agent a requires 
a coordination strategy that effectively exchanges shared variables be
tween the agents. To do so, in this paper, a coordination framework 
based on MLATC is proposed. In the proposed MLATC method, the entire 
ADN is modeled as a set of hierarchically connected agents. Agents in 
upper levels are hierarchically coupled to agents in lower levels via 
shared variables. From the upper-level agents’ point of view, the shared 
variables are named as target variables, while lower-level agents 
consider the shared variables as response variables. Upper-level agents 
determine the values of target variables and share them with their 
lower-level agents. Then, the responses obtained by the lower-level 
agents determine how the targets are achieved [30]. Accordingly, the 
shared variables in consistency constraint (31) can be modeled as targets 
and response variables. 

In the proposed MLATC method, the consistency constraint (31) is 
relaxed by adding a penalty term (Penaltya,(it)) to the objective function 
of each agent. Accordingly, in the proposed MLATC framework, the 
objective of the LSM of agent a is developed as follows: 

min
(
costa

to + Penaltya,(it))

subjectto(5) − (26)
(32) 

Then coordination between agents is settled through a repetitive 
process of the MLATC. In each iteration of the process, i.e., iteration it, 
all the agents independently schedule their LSM, according to their 
level. First, the DN, at level 1 (le = 1) solves its LSM. Then, the agents 
that can be directly connected to the DN, schedule their LSM. These 
agents are considered as level 2 (le = 2). Likewise, the agents that can 
be directly connected to the agents in level 2 are considered as level 3 
(le = 3). Similarly, the level of the remaining agents is determined. It is 
important to note that the level of agents in an ADN is determined 
before the process. 

At each iteration of the repetitive process of the proposed MLATC 
framework, penalty term Penaltya,(it) is updated via (33). 

Penaltya,(it) =
∑

kj∈Na
tb

πa
pq

(
Cpqa,(it)

kj

)
+

∑

kj∈Na
as

πa
vs

(
Cvsa,(it)

kj

)
,Na

as

=

{
NADN

tb a = DN
Na

tb otherwise
(33)  

Where Na
as for DN (a = DN) is equal to the set of all tie branches in the 

ADN (NADN
tb ). Because the voltage status of all tie branches should be 

shared with the DN. While for other agents Na
as is equal to the set of tie 

branches that are connected to them (Na
tb). πa

pq and πa
vs are augmented 

Lagrangian functions which are respectively defined as follows: 

πa
pq

(
Cpqa,(it)

kj

)
=

(
Vpqa,(it)

kj

)T
× Cpqa,(it)

kj + ‖ Wpqa,(it)
kj o Cpqa,(it)

kj ‖
2

2 (34)  

πa
vs

(
Cvsa,(it)

kj

)
=

(
Vvsa,(it)

kj

)T
× Cvsa,(it)

kj + ‖ Wvsa,(it)
kj o Cvsa,(it)

kj ‖
2

2 (35)  

where Vpqa,(it)
kj and Vvsa,(it)

kj are Lagrangian multipliers that have 2N and N 

elements, respectively. Also, Wpqa,(it)
kj and Wvsa,(it)

kj are respectively pen
alty weights with 2N and N elements. These vectors are associated with 
shared variables of tie-branch kj in the iteration it and should be updated 
at each iteration of the proposed MLATC framework. Cpqa,(it)

kj and Cvsa,(it)
kj 

are the inconsistency between target and response variables which are 
defined in (36) and (37), respectively. Note that the ◦ symbol is applied 
to symbolize a term-by-term multiplication of vectors so that [a1, ...,an]∘ 
[b1, ...,bn] = [a1b1, ...,anbn]. The × symbol represents matrix multiplica
tion and (A)T denotes the transpose of matrix A. 

Cpqa,(it)
kj =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

PQ(h)
kj − PQkj k ∈ Na

bus

PQkj − PQ(h)
kj j ∈ Na

bus

, h=

⎧
⎪⎪⎨

⎪⎪⎩

it − 1 lea
kj > lea

it − 1 lea
kj = lea & sla

kj > sla

it else

(36)  

Cvsa,(it)
kj =

⎧
⎨

⎩

vsϕk ,(it− 1)
kj + vsϕj ,(it− 1)

kj − 2vskj a = DN

vskj − vsDN,(it)
kj otherwise

(37) 

From the agent a point of view, PQ(h)
kj is the results of PQkj in iteration 

h, which is calculated by its neighboring agent through tie-branch kj. In 
the proposed MLATC approach, h is related to the agent’s levels. h is 
equal to it − 1 when lea

kj > lea, and lea
kj is the level of the agent which is 

connected to agent a through tie-branch kj. Also, if agent a and its 
neighboring agent are at the same level (lea

kj = lea) and the neighbor’s 
sublevel (slakj) is greater than agent a, h is equal to it − 1. In other cases, h 
is equal to it. Note, le and sl respectively represent the level and sublevel 
of the agents. 

In the proposed MLATC framework, the agents on each side of tie- 
branch kj share the voltage status with DN. So, two responses related 
to both sides of the tie-branch kj are received by DN, while other agents 
receive only one target from DN, which is represented by (37). Note that 
ϕk and ϕj denote the agents on side k and j of the tie-branch kj, 
respectively. 

In the proposed MLATC’s iterative process, Lagrangian multipliers 
and penalty weights are updated at each iteration as follows: 

Vpqa,(it+1)
kj = Vpqa,(it)

kj + 2Wpqa,(it)
kj ∘Wpqa,(it)

kj ∘Cpqa,*(it)
kj (38)  

Vvsa,(it+1)
kj = Vvsa,(it)

kj + 2Wvsa,(it)
kj ∘Wvsa,(it)

kj ∘Cvsa,*(it)
kj (39)  
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Wpqa,(it+1)
kj,z =

⎧
⎨

⎩

Wpqa,(it)
kj,z

⃒
⃒
⃒Cpqa,*(it)

kj,z

⃒
⃒
⃒ ≤ γ

⃒
⃒
⃒Cpqa,*(it− 1)

kj,z

⃒
⃒
⃒

β × Wpqa,(it)
kj,z

⃒
⃒
⃒Cpqa,*(it)

kj,z

⃒
⃒
⃒ > γ

⃒
⃒
⃒Cpqa,*(it− 1)

kj,z

⃒
⃒
⃒

∀z ∈ [1, ..., 2N]

(40)  

Wvsa,(it+1)
kj,z =

⎧
⎨

⎩

Wvsa,(it)
kj,z

⃒
⃒
⃒Cvsa,*(it)

kj,z

⃒
⃒
⃒ ≤ γ

⃒
⃒
⃒Cvsa,*(it− 1)

kj,z

⃒
⃒
⃒

β × Wvsa,(it)
kj,z

⃒
⃒
⃒Cvsa,*(it)

kj,z

⃒
⃒
⃒ > γ

⃒
⃒
⃒Cvsa,*(it− 1)

kj,z

⃒
⃒
⃒

∀z ∈ [1, ...,N]

(41)  

where Cpqa,*(it)
kj,z and Cvsa,*(it)

kj,z are the results of Cpqa,(it)
kj,z and Cvsa,(it)

kj,z which 
are calculated by agent a, respectively. β and γ are ATC parameters. To 
achieve the converged optimal results, β should be greater than one (β 
> 1), and γ can continually be selected from 0 to 1 (0 < γ < 1) [31]. 

As can be seen in (32) to (41), each agent only needs its local data 
and its related shared variables to solve its LSM. Accordingly, only 
shared variables should be visible and no further data of other agents 
need to be shared. This indicates that information privacy is properly 
addressed in the proposed MLATC-based framework. 

The steps of the proposed MLATC-based framework are presented in 
Algorithm 1.  

Algorithm 1 The proposed MLATC framework. 
1) Calculate all possible loops of the ADN (L). Define the level (lea) and sublevel (sla) of 

agents. Set the initial value of shared variables, Lagrangian multipliers, and penalty 
weights. Set it = 0 and le = 1. 
While ‖ C*(it)

pq ,C*(it)
vs ‖max do 

2) Set it = it+ 1. 
3) Determine Cpqa,(it)

kj and Cvsa,(it)
kj by (36)-(37). 

For le=1 to Nle 

4) The agents at level le sequentially solve their LSM according to (32) in order of 
their sublevels (sl) and broadcast the result of their shared variables. 
End of For. 
5) Update Lagrangian multipliers and penalty weights according to (38)-(41). 
End of While 
6) Print the results.   

Where C*(it)
pq and C*(it)

vs are two vectors that respectively represent the 
gap between results of active and reactive power flow and the gap be
tween results of voltage status of all tie branches in all time intervals. ‖
C*(it)

pq ,C*(it)
vs ‖max shows the maximum gap between all the shared variables 

in the iteration it, and ε is the convergence threshold. Note, the initial 
values of Lagrangian multipliers and penalty weights can be set arbi
trarily in an acceptable range [31]. The initial values of voltage status 
can be set in the interval [0 vmax

2]. Also, the initial values of transacted 
active and reactive powers can be set arbitrary in the allowable range, i. 
e., from zero to the nominal capacity of tie branches. 

5. Simulation results 

To validate the scalability and accuracy of the proposed method, two 
test systems, i.e., the modified IEEE 33-bus and IEEE 123-bus distribu
tion networks are considered as case studies. 

All simulations have been conducted on a 3.20 GHz Intel Core i5- 
3470 CPU computer with 4 GB of RAM, using the YALMIP toolbox 
[32] in MATLAB R2019a and MOSEK v7.1.0.42 [33] solver. Note that 
the associated memory of each agent is not shared with other agents. In 
other words, the simulations are performed in such a way that agents 
cannot access the private data of each other. 

5.1. The modified IEEE 33-bus network 

The proposed decentralized framework is applied to the modified 
IEEE 33-bus distribution system shown in Fig. 3. This reconfigurable 
ADN contains 5 agents with 6 PVs, 6 WTs, and 9 CDGs. To distinguish 
agents, they are shown with a different color. The network data, as well 
as load data, can be found in [34], and the forecasted generation of PVs 
and WTs are given in Table 1. Also, the CDGs and added tie branches 
data are presented in Table 2 and Table 3, respectively. Before the 
optimization, it is assumed that all the lines are closed, then, the adja
cency matrix of the network graph is built. 

And the loop detection approach is executed using the depth-first 
search-based strategy. As it is presented in Table 4, 75 loops can be 
created through tie branches. For example, loop 1 is formed when all tie 
branches 1, 2, 7, and 3 are in service. 

Using a cold start initialization strategy for the simulations, the 
initial values for targets/responses are set to zero. In the initial network 
configuration, it is assumed that the tie branches 1 to 4 are in service and 
the remaining tie branches are out of service. Accordingly, the voltage 
status values of tie branches 1 to 4 are initialized to 1 p.u., and the rest 
are initialized to 0. Also, the initial values of exchanged active and 
reactive power between agents are set to 0. The initial values of penalty 
weights and Lagrange multipliers variables are set to 1 and 0, respec
tively. Furthermore, the values of β, γ and ε are set to 1.01, 0.90, and 

Fig. 3. The modified IEEE 33-bus network.  

Table 1 
Rated power of PVs and WTs in the modified IEEE 33-bus network.  

WT generation (kW) PV generation (kW) Name 
25 100 PV1/WT1 
25 50 PV2/WT2 
50 50 PV3/WT3 
50 20 PV4/WT4 
25 20 PV5/WT5 
25 30 PV6/WT6  

Table 2 
Data of CDGs in the modified IEEE 33-bus network.  

CDG Pga
min,g(kW) Pga

max,g(kW)
aa

g

(
S

kW2h

)

ba
g

(
S

kWh

)

ca
g

(
S
h

)

CDG 1 0 1000 0.0003 0.47 0 
CDG 2 0 800 0.0004 0.62 0 
CDG 3 0 500 0.0002 0.78 0 
CDG 4 0 500 0.0005 0.51 0 
CDG 5 0 800 0.0003 0.25 0 
CDG 6 0 1000 0.0001 0.18 0 
CDG 7 0 1000 0.0001 0.19 0 
CDG 8 0 2000 0.0001 0.11 0 
CDG 9 0 2000 0.0001 0.11 0  

Table 3 
Data of added tie branches in the modified IEEE 33-bus network.  

Tie no. From To R(Ohm) X(Ohm) 
Tie5 25 29 0.12 0.12 
Tie6 20 8 0.2 0.28 
Tie7 22 13 0.1 0.15 
Tie8 22 10 0.75 0.85 
Tie9 4 26 0.11 0.15 
Tie10 31 16 0.12 0.25 
Tie11 33 18 0.1 0.25  
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0.0001 p.u., respectively. The forecasted wholesale market price is 
considered as 0.3808 $/kWh. The values of SWa

max and csw are set to 6 
and 0.001, respectively. Note that, csw is assumed to be trivial to high
light the effect of reconfiguration on MGs energy trading. 

To show the effectiveness of the proposed decentralized framework 
the following cases are studied: 

Case I: No reconfiguration. 
Case II: Reconfiguration with 8 tie-branch switching. 
Case III: Reconfiguration by switching all tie branches. 
Case IV: Increasing the number of agents. 
Case V: Comparison with the centralized approach 

5.1.1. Case I 
In this case, it is assumed that the configuration of the ADN is the 

same as the initial one, and tie-branch switching is not allowed. In this 
case, the proposed model converges after 34 iterations, and the total 
operation cost of ADN, i.e., operating costs of all agents, and total active 
power loss of the ADN are equal to 771.5 $ and 124 kW, respectively. 

The exchanged energy among agents is given in Table 5. As it is 
evident, the neighboring agents are well converged on the same 
exchanged energy. 

5.1.2. Case II 
All conditions in this scenario are like Case I, while the topology of 

the ADN can be optimized via switching of tie branches 1–6 and 10–11. 
Accordingly, the status of the tie branches 7–9 is forced to zero. The 
optimal configuration of the ADN is shown in Fig. 4. 

Table 4 
Set of all loops created through tie branches (set L) in the modified IEEE 33-bus network.  

Loops 1–15 Loops 16–30 Loops 31–45 Loops 46–60 Loops 61–75 

[1,2,7,3] 
[1,8,3] 
[1,6,3] 
[1,4,10,2,6,3] 
[1,4,10,2,8,3] 
[1,4,10,7,8,6,3] 
[1,4,10,7,3] 
[1,4,11,2,6,3] 
[1,4,11,2,8,3] 
[1,4,11,7,8,6,3] 
[1,4,11,7,3] 
[9,4,2,7,3] 
[9,4,8,3] 
[9,4,6,3] 
[9,10,2,6,3] 

[9,10,2,8,3] 
[9,10,7,8,6,3] 
[9,10,7,3] 
[9,11,2,6,3] 
[9,11,2,8,3] 
[9,11,7,8,6,3] 
[9,11,7,3] 
[5,9,1,2,7,3] 
[5,9,1,8,3] 
[5,9,1,6,3] 
[5,4,2,7,3] 
[5,4,8,3] 
[5,4,6,3] 
[5,10,2,6,3] 
[5,10,2,8,3] 

[5,10,7,8,6,3] 
[5,10,7,3] 
[5,11,2,6,3] 
[5,11,2,8,3] 
[5,11,7,8,6,3] 
[5,11,7,3] 
[1,2,10,5] 
[1,2,11,5] 
[1,8,7,11,5] 
[1,8,7,10,5] 
[1,6,8,2,11,5] 
[1,6,8,2,10,5] 
[1,6,7,11,5] 
[1,6,7,10,5] 
[1,4,5] 

[9,4,2,11,5] 
[9,4,2,10,5] 
[9,4,8,7,11,5] 
[9,4,8,7,10,5] 
[9,4,6,8,2,11,5] 
[9,4,6,8,2,10,5] 
[9,4,6,7,11,5] 
[9,4,6,7,10,5] 
[9,5] 
[1,2,11,9] 
[1,2,10,9] 
[1,8,7,11,9] 
[1,8,7,10,9] 
[1,6,8,2,11,9] 
[1,6,8,2,10,9] 

[1,6,7,11,9] 
[1,6,7,10,9] 
[1,4,9] 
[2,11,4] 
[2,10,4] 
[8,7,11,4] 
[8,7,10,4] 
[6,8,2,11,4] 
[6,8,2,10,4] 
[6,7,11,4] 
[6,7,10,4] 
[2,7,6] 
[8,6] 
[2,7,8] 
[11,10]  

Table 5 
Energy transaction between the agents in Case I.   

Receiving agents 
DN MG1 MG2 MG3 MG4 

Sending agents DN − -1358.4 0 285.6 0 
MG1 1358.5 − -648.9 0 -1271.7 
MG2 0 648.9 − 0 0 
MG3 -285.6 0 0 − 0 
MG4 0 1271.6 0 0 −

Note: “-” refers to importing power.  

Fig. 4. Optimal configuration of the ADN in Case II.  

Fig. 5. Power generation of CDGs in Cases I and II.  

Fig. 6. Voltage profiles of Cases I and II.  

Fig. 7. Optimal configuration of the ADN in case III.  
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As can be seen, tie branches 2, 5, 6, and 10 are in service; and the 
radiality of the ADN is preserved. Compared to Case I, the operating 
costs of all agents and the power losses of the ADN are decreased by $ 
32.16 and 2.35 kW, respectively. As shown in Fig. 5, this is due to the 
increased generation of CDGs 5 to 9, which have a relatively low oper
ating cost. The possibility of more generation by these resources was 
restricted in Case I due to the maximum voltage limitation of buses 18 
and 33 (i.e., 1.05 p.u.) as depicted in Fig. 6. However, these limitations 
are eliminated via optimal tie-branch switching in Case II, and the power 
generation of these low-cost resources has increased. 

5.1.3. Case III 
In this case, switching of all the tie branches is allowed. The optimal 

configuration of the ADN is shown in Fig. 7. As it is evident, tie 
branches 3, 5, 7, and 8 are in service. The results of Cases I to III are 
compared in Table 6. 

Although the solution time increases in Case III, it leads to mini
mum total operation cost and total losses and a smoother voltage 
profile of the ADN. 

5.1.4. Case IV 
To show the convergence of the proposed MLATC method, the 

number of agents is increased to 8 as depicted in Fig. 8. 

To do so, some of the internal branches become tie branches and vice 
versa, and the size of the agents is considered greatly different. The 
optimal configuration of the ADN is presented in Fig. 9. 

Moreover, the convergence of the proposed MLATC in cases III and 
IV are plotted in Fig. 10. As it is evident, the proposed model converges 
after 40 iterations when the number of agents is increased to 8. 

5.1.5. Case V 
To show the optimality and effectiveness of the proposed MLATC 

method, the results of all previous cases are compared with the 
centralized approach. 

To do so, all agents should send their private information, i.e., DERs, 
local loads data, to DSO. Then, DSO centrally schedules all resources and 
sends the related results to every agent. Although the centralized 
method violates the privacy and autonomy of the agents, it can reach the 
optimal solution and can be a good criterion to evaluate the optimality 
of the obtained results of the proposed model. 

Table 6 
Comparison of the results of Cases I, II, and III in the modified IEEE 33-bus 
network.  

Case Cost ($) Loss (kW) Minimum voltage 
(pu) 

Time 
(seconds) 

Iteration 

I 771.5357 124.1161 0.9858 12.0039 34 
II 739.3734 121.7710 0.9740 81.5633 68 
III 723.6324 110.8479 0.9931 46.6785 21  

Fig. 8. Modified reconfigurable IEEE 33-bus network with 8 agents (Case IV).  

Fig. 9. Optimal configuration of the ADN in Case IV.  

Fig. 10. Convergence performance of the proposed method in the modified 
IEEE 33-bus network. 
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According to Table 7, the proposed decentralized framework 
converged to optimal solutions with an acceptable gap, less than 0.07%, 
in all cases, while it preserves the autonomy and privacy of all agents. 
Moreover, the CPU time of both proposed and centralized methods is 
increased when the number of tie branches and agents is grown. 

However, the CPU time of the proposed method is almost 62% of the 
centralized method in Case IV. It clearly shows that the proposed 
method is fast and scalable and can be easily applied for the short-term 
operation of the ADN. Also, the voltage profile of Case III is depicted in 
Fig. 11 to show how similar the power flow results are in both central
ized and proposed MLATC methods. 

5.2. The modified IEEE 123-bus network 

The proposed MLATC framework is applied to the modified IEEE 123- 
bus distribution network to determine its optimal day-ahead scheduling. 

As shown in Fig. 12, this ADN contains 123 nodes, 118 internal 
branches, and 5 agents, i.e., DN, and MG1 to MG4. These agents can be 
interconnected through 6 tie branches, i.e., Tie1 to Tie6. Peak load and 
branch data are given from [35]. However, all data of this ADN is 
available online [36]. 

When all tie branches are in service, 3 loops Lp1 = {1,2,6,3,5,4}, 
Lp2 = {1, 2, 6, 4}, and Lp3 = {3,5} can be created. Since loop 3 (Lp3) 
contains only two tie branches, Tie3 and Tie5, it is expected that in each 
time interval, only one of them is in service. 

It is assumed that the scheduling horizon is 24 h, i.e., T = {1,…,24}. 
The forecasted values of the load, renewable production, and price 
profiles are shown in Fig. 13. 

Both the centralized and the proposed MLATC are applied to this 
ADN. The convergence curve of the proposed MLATC is shown in 
Fig. 14. As can be seen, it converges at iteration 47. 

The CPU time and cost of the ADN are summarized in Table 8. 
As it is evident, the CPU time of the proposed MLATC is significantly 

less than the CPU time of the centralized approach. This originates from 
the decentralized nature of the proposed method. The centralized model 
is much more complicated than the LSM of each agent. The gap between 
the total cost of the ADN with centralized and the proposed MLATC 
methods is less than 0.23%, which satisfies the accuracy of the proposed 
MLATC method. In this ADN the total cost of the ADN is negative due to 
the high penetration level of renewable resources. It means that the ADN 
sells surplus power generation of its renewables to the UN. The imported 
power from the UN in all time intervals is shown in Fig. 15. 

In all time intervals, except t = 3, 5–7, and 17–20 (when the PVs 
generation are zero), the imported power from the UN (Puna

t ) is nega
tive. As can be seen, the results of both the centralized and the MLATC 
approaches are the same. 

In Fig. 16, the voltage status of all tie branches is shown. As expected, 
Tie3 and Tie5 are not simultaneously switched on. From t = 1 to t = 13, 
Tie3 is in service, while Tie5 is switched on in other intervals, i.e., from 
t = 14 to t = 24. However, Tie1, Tie2, and Tie4 are permanently in 

Table 7 
Comparison of the results of the centralized and the proposed MLATC ap
proaches in the modified IEEE 33-bus network.  

Case Approach CPU time 
(second) 

Required 
iteration 

Total cost of 
ADN ($) 

Gap 
(%) 

I MLATC 12.00 34.00 771.54 0.06  
Centralized 1.32 - 772.03  

II MLATC 81.56 68.00 739.37 0.00  
Centralized 42.89 - 739.35  

III  
MLATC 

46.68 21.00 723.63 0.00  

Centralized 45.23 - 723.64  
1v MLATC 144.83 40.00 723.67 0.01  

Centralized 233.73 - 723.60   

Fig. 11. Voltage profile comparison of Case III.  

Fig. 12. The modified IEEE 123-bus distribution network.  
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service, while Tie6 is always switched off (its voltage status is zero). 
These results confirm the realization of radiality constraint (23) in the 
decentralized style. 

Finally, the nodal voltage magnitude of all buses is shown in Fig. 17. 
As can be seen, all nodal voltages are in allowable limits, which satisfy 
constraint (15). Note, the minimum voltage magnitude of this AND 
(vmin) is set to 0.9 pu, while its upper limit (vmax) is 1.05 pu. 

6. Conclusion 

In this paper, a novel decentralized framework was presented to 
schedule a reconfigurable ADN with multiple autonomous MGs. In the 
proposed framework, a decentralized AC load flow model was devel
oped to fully address the network constraints and the potential physical 
connection between two neighboring agents. Also, a new MLATC-based 
method was proposed to provide coordination among agents while 
preserving their autonomy and information privacy. In the proposed 
MLATC framework, each agent locally operates its internal network and 
resources, and only an iterative process with limited data sharing is 
required. Several case studies on the modified IEEE 33-bus and IEEE 
123-bus networks demonstrated that: (1) Optimal reconfiguration of the 
ADN can effectively reduce the overall operation costs and active power 
losses of ADN via optimal energy trading among agents, and can 
improve the security of the network. (2) The proposed model can suc
cessfully converge to the optimal scheduling of agents in a limited 
number of iterations. (3) The proposed method is fast and scalable. 
Therefore, it can well be applied for the short-term operation of the ADN 
with multiple autonomous MGs. 

In this paper, it is assumed that the ADN is balanced. However, real 
distribution networks may also include unbalanced situations. There
fore, optimal decentralized scheduling of a reconfigurable ADN with a 
high-penetration level of single-phase loads and DERs can be considered 
for future work. Also, developing a parallel decentralized optimization 
method, in which the agents can simultaneously solve their LSMs, may 
speed up the scheduling problem. 
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Fig. 13. Daily load profile [37] (peak load is limited to 1 pu), renewable generation [8], and wholesale market price forecast [38] for the modified IEEE 
123-bus network. 

Fig. 14. Convergence performance of the proposed method in the modified 
IEEE 123-bus network. 

Table 8 
Comparison of the results of the centralized and proposed MLATC methods for 
the modified IEEE 123-bus network.  

Approach CPU time 
(second) 

Iteration Total cost of the ADN 
($) 

Gap 
(%) 

Centralized 801.06 − -3194.5 0.23 
MLATC 661.17 47 -3187.2  

Fig. 15. Imported active power from the UN in the modified IEEE 123- 
bus network. 
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