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In order to overcome limitations of traditional electronic interconnects in terms of power efficiency and band-
width density, optical networks-on-chip (NoC) based on silicon photonics have been proposed as an emerging on-
chip communication architecture for chip multiprocessors (CMPs) with large core counts. However, due to
thermo-optic effects, wavelength-selective silicon photonic devices such as microresonators suffer from
temperature-dependent wavelength shift. In this work, we propose a thermal-sensitive design of a 3D torus-based
optical NoC architecture. For the 3D torus-based optical NoC architecture, we propose a hybrid optical-electronic
router architecture with a fully-connected 7 x 7 optical switching fabric. Besides, a thermal-sensitive routing
algorithm is proposed to optimize the optical power loss in the presence of on-chip temperature variations.
Simulation results show that for a set of synthetic traffic patterns, the proposed 3D torus-based optical NoC with
the thermal-sensitive routing reduces the average thermal-induced optical power loss by 14.3% and 17%
respectively as compared to the matched 3D torus-based optical NoC and the 3D mesh-based optical NoC with the
traditional XYZ routing. For a set of real applications, the proposed 3D torus-based optical NoC with the thermal-
sensitive routing reduces the worst-case optical power loss by 7.9% and 14.6% respectively as compared to the

matched 3D torus-based optical NoC and the 3D mesh-based optical NoC with the traditional XYZ routing.

1. Introduction

As the scale of transistors enters the deep nanometer region, the
number of transistors available on a single chip has increased to several
billions. By enabling energy-efficient parallel processing at lower clock
frequencies, chip multiprocessors (CMPs) are a natural platform for
embedded systems as well as high-performance computing. Network-on-
chip (NoC) architectures have been widely proposed as a new generation
of on-chip communication architectures, which could scale better than
on-chip shared buses and ad-hoc networks as the number of cores in-
creases [1]. However, due to the limitations of traditional electronic in-
terconnects in power efficiency and bandwidth density, as well as issues
of high-frequency crosstalk noise and parasitic capacitance in
deep-submicron integrated circuit design, there are still bandwidth,
power efficiency and reliability bottlenecks in traditional NoCs based on
electronic interconnects.

With the booming developments in nanoscale silicon photonic tech-
nologies for short-haul communications, silicon photonics based optical
interconnects are emerging as a promising new approach to moving on-
chip data at high speeds and low power. As compared to the traditional

electronic interconnects, optical interconnects can enable significantly
increased bandwidth density, low power consumption, and low latency.
By integrating optical interconnects in NoC architectures, optical NoCs
can overcome many of the most serious on-chip communication issues
[2-5]. Most of the prior works on optical NoCs are based on silicon
photonic devices including optical waveguides and silicon micro-
resonators (MRs). Considering the high efficiency of electronic in-
terconnects in on-chip local communication as well as for control, optical
NoCs are often controlled and configured in the electronic domain.
Three-dimensional (3D) integration technologies provide the support for
realizing mixed-technology electronic-controlled optical NoCs.
However, one of the major challenges in optical NoC designs is
thermal sensitivity, which is an intrinsic characteristic of photonic de-
vices. Due to the fact that the power density on chip is uneven and the
thermal conductivity of packaging materials is limited, chip temperature
fluctuates temporally as well as spatially. The temperature can rise
quickly from room temperature after a cold start, and vary by more than
30°C across a steady-state chip under typical operating conditions [6].
As a result of thermo-optic effects, wavelength-selective silicon photonic
devices such as microresonators, which are widely used in optical NoCs,
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suffer from temperature-dependent wavelength shifts [7]. An investiga-
tion of related thermal issues shows that if we take the thermal regulation
power into account, optical interconnects may not have advantages in
power efficiency as compared with their electrical counterparts [8].

In order to tackle the thermal issue in optical NoC designs, in this
work, we propose a thermal-sensitive design of a 3D torus-based optical
NoC architecture in the presence of on-chip temperature variations. For
the 3D torus-based optical NoC architecture, we propose a hybrid optical-
electronic router architecture with a fully-connected 7 x 7 optical
switching fabric. Besides, we propose a thermal-sensitive routing algo-
rithm to optimize its optical power loss in the presence of on-chip tem-
perature variations. The rest of the paper is organized as follows. In
Section 2, we review the thermal sensitivity in optical NoCs. In Section 3,
we present the proposed thermal-sensitive design and power optimiza-
tion methodology. Section 5 presents simulation results and comparisons
in terms of thermal-induced energy efficiency and network performance.
Last, Section 6 concludes this work.

2. Related work

In the last decade, optical NoCs have been proposed as a new
approach to empowering ultra-high bandwidth with low power con-
sumption [9]. Kirman et al. proposed a hierarchical optical bus for
multiprocessor systems [10]. The optical loop encircles the chip with
WDM (wavelength division multiplexing) support at the top level of the
hierarchy. Shacham et al. proposed an augmented-torus optical NoC
based on a blocking 4 x4 optical switch [11]. The network is
circuit-switched and some critical network design issues such as
path-setup and tear-down are covered in the work. Pasricha et al. pro-
posed to use an optical ring waveguide with bus protocol standards to
replace global pipelined electrical interconnects [12]. Pan et al. proposed
an optical crossbar-based on-chip network architecture with localized
arbitrations [13]. It supports high throughput with multiple global
crossbars. Cianchetti et al. proposed an optical network with a pre-
decoded source routing mechanism [14]. Ding et al. presented an optical
routing framework to reduce the power consumption of ONoCs [15].
Batten et al. proposed an optical mesh based on a hybrid optical-electrical
global crossbar, where the processing cores and DRAM are divided into
sub-meshes and connected with the optical crossbar [16]. Gu et al. pro-
posed an optical NoC architecture named MRONoC [17]. By employing
sufficient wavelengths resources and making an efficient wavelength
arrangement, MRONoC can support contention-free communications and
simplify the arbitration. The authors also proposed an optical NoC ar-
chitecture with time-division multiplexing and wavelength-division
multiplexing technology to solve the network contention problem. The
number of wavelength groups and timeslots is optimized by using a ge-
netic algorithm [18]. Cerutti et al. proposed a scheduler for
multi-wavelength ring-based optical NoCs [19]. An iterative parallel
wavelength matching algorithm is implemented in the scheduler to
address the wavelength assignment problem.

Previous works have investigated the thermal sensitivity of photonic
devices used in optical NoCs. The temperature-dependent wavelength
shift in silicon MR is found to be non-negligible in practical use [7]. In
order to mitigate thermal effects in optical NoCs, run-time thermal
management techniques such as OS-based workload migration and DVFS
(dynamic voltage and frequency scaling) have been proposed to reduce
the on-chip temperature gradients [20-22]. Due to the limitations of
these thermal management techniques, device-level thermal compensa-
tion techniques are still in need. Thermal tuning by local microheaters is
one such device-level solution, however, it is relatively slow and power
inefficient [23]. Additionally, microresonators with low temperature
dependence as well as athermal microresonators have been demon-
strated by applying proper polymer materials [24]. However, there are
still compatibility issues when implementing athermal microresonators
with CMOS technology. Furthermore, some efforts have been made to
overcome the thermal challenges in optical NoCs from system-level
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perspectives [25-28]. In Ref. [25], the authors proposed a
thermal-aware methodology to design optical NoCs with distributed
CMOS-compatible VCSELs, based on steady state thermal simulations
and SNR (signal-to-noise ratio) analysis. In Refs. [26,27], the authors
systematically modeled thermal effects in optical NoCs and proposed
several low temperature-sensitivity techniques. In Ref. [28], a
system-level proactive thread migration technique and a device-level
thermal island framework were proposed to alleviate the thermal is-
sues in optical NoCs.

In order to further alleviate the thermal issue in optical NoCs, in this
work, we propose a thermal-sensitive design of a 3D torus-based optical
NoC architecture in the presence of on-chip temperature variations. This
paper is an extended version of work published in Ref. [29]. In Ref. [29],
we proposed a 3D torus-based optical NoC architecture with a
thermal-sensitive source routing, where the whole path is determined at
the source according to global temperature information. We extend our
previous work [29] by a distributed thermal-sensitive adaptive routing.

3. A 3D torus-based optical NoC architecture

In this section, we propose a thermal-sensitive design approach for a
3D torus-based optical NoC architecture (Fig. 1). Based on optical ther-
mal models that characterize thermal effects in optical NoCs from a
system-level perspective, a thermal-sensitive routing mechanism is pro-
posed for the 3D torus-based optical NoC to optimize the optical power
loss in the presence of on-chip temperature variations.

3.1. Network architecture

Regular network topologies, such as mesh and torus, are preferred in
NoC designs because of their predictable scalability in terms of perfor-
mance and power consumption. In order to improve the NoCs perfor-
mance with shorter interconnection lengths, NoC architectures based on
3D network topologies have been proposed [30-32]. It has been
demonstrated that as compared to its 2D implementation, the 3D
mesh-based NoC can improve performance significantly with higher
integration densities and smaller footprints. As compared to 3D mesh
topology, the 3D torus topology takes advantage of the wrap-around links
among edge nodes to offer better path diversity and better load balance.

Fig. 2 shows the topology of a 3D torus-based optical NoC architec-
ture, where each router is connected to a local processor core. Each
processor is assigned a unique ID of for addressing, and the local router
has the same address. For many-core chip multiprocessors, a hierarchical
hybrid optical-electrical NoC architecture would be a good solution by
taking advantages of electrical interconnect for short-distance traffic. In
this work, we focus on solving the problem of thermal issues in optical
NoCs. The proposed thermal-sensitive design of 3D torus-based optical
NoC actually can also be used as the optical part of hierarchical hybrid
optical-electrical NoC architectures. The proposed 3D torus-based optical
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Fig. 1. The proposed thermal-sensitive design approach for a 3D torus-based
optical NoC architecture.
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Fig. 2. A 3D torus-based optical NoC architecture.

NoC uses circuit switching, in which an optical path is reserved before
payload transmission. An overlapped electronic control network is used
for optical path configuration and maintenance. Before a packet trans-
mission, a single-flit path-setup packet would be routed in the electronic
control network for path reservation. The payload data is transmitted
along the reserved optical path after the path setup. High-speed optical
transmission is achieved in this architecture without buffering in inter-
mediate routers.

3.2. Hybrid optical-electronic router architecture

In the 3D torus-based optical NoC, hybrid optical-electronic routers
are used to interconnect processor cores. The hybrid optical-electronic
router architecture (Fig. 3) is composed of a 7 x 7 fully-connected opti-
cal switch, an electronic control unit, and an electronic/optical (E/O)
interface. The electronic control unit includes a thermal-sensitive routing
unit and an adaptive power control unit. The 7 x 7 fully-connected op-
tical switch is responsible for directing optical signals in the network,
while the electronic control unit implements the routing algorithm and
power control. In addition, the electronic control units in the network are
interconnected into an electronic control network with metallic in-
terconnects for control purposes, which includes selecting optical path
configurations and delivering temperature information. The E/O inter-
face, which is in charge of serialization, deserialization, and E/O con-
versions, is used to facilitate communications between the electronic and
optical domain.

In Ref. [32], areduced 7 x 7 optical switch was proposed specially for
dimension-order routing in a 3D mesh-based optical NoC. In this paper,
we extend it to a 7 x 7 fully-connected optical switch (Fig. 5), which can
support any routing algorithms including the newly proposed thermal
sensitive routing scheme. Compared to the reduced 7 x 7 optical switch
for dimension-order routing only proposed in Ref. [32], our new
port-to-port switching functions in the proposed 7 x 7 fully-connected
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West — 7x7 fully-connected optical switch — Up
South Down
East — . .
West — Electronic control unit
South— Thermal- Adaptive —— E/Ointerface
North—  censitive power

Up — routing control
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Fig. 3. A hybrid optical-electronic router architecture.
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Fig. 5. A 7 x 7 fully-connected optical switching fabric.

optical switching fabric include switchings from south to east/west,
from north to east/west, from up to east/west/south/north, from down
to east/west/south/north.

The 7 x 7 fully-connected optical switch has seven bidirectional
ports, including injection/ejection, up, down, east, west, south, and north
ports. The ports are aligned to their intended directions. The local pro-
cessor core is connected by the injection/ejection ports through an O/E
interface while other ports are connected to neighboring optical
switches. The 7 x 7 fully-connected optical switch is built from basic
optical switching elements which are based on microresonators, optical
waveguides, and optical terminators [32]. Fig. 4 shows the 1 x 2 basic
optical switching fabric. By powering on/off the microresonator, the
basic optical switching element implements 1 x 2 optical switching
functions. When the microresonator is in the on state, input signal would
be coupled into the ring and be directed to the drop port. When the
microresonator is in the off state, input signal would propagate along the
input waveguide to the through port. In Fig. 5, we mark the key micro-
resonators in red for switchings from the west to other ports. In detail, by
turning on the microrsonator 1/2/3/4/5, input signal from the west port
can be switched to the north/down/ejection/up/south respectively. The
proposed 7 x 7 fully-connected optical switch inherits the passive rout-
ing feature from the reduced 7 x 7 optical switch [32]. For switching
from the west to the east output port, no microresonators need to be
turned on.

In order to get the router-level optical loss model from the device-
level optical loss model, we propose to model the 7 x 7 optical switch-
ing fabric by three 7 x 7 matrixes, A, P, and C. For an optical signal
switched from the input port i to the output port j, the elements Aj;, P
and G;; represent the number of active switching, the number of passive
switching, and the number of waveguide crossing respectively. By using
the new defined three matrixes, the router-level optical loss from the
input port i to the output port j could be expressed as Equation (1), where
we assume the microresonators in the same router are with the same
temperature. L,cive iS the optical power loss inserted in an active
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switching, Lyassive iS the optical power loss inserted in a passive switching,
and L, is the optical power loss inserted by a waveguide crossing.

Lij = Ajj - Laciive + Pij - Lpassive + Gij * Lero (€9)

4. A thermal-sensitive routing mechanism

For mesh or torus-based NoCs, the traditional dimension-order rout-
ing is a low-complexity deterministic routing algorithm. However, due to
the deterministic feature, the traditional dimension-order routing cannot
avoid bad paths with significant thermal-induced optical power loss in
the presence of on-chip temperature variations. In this section, we pro-
pose a thermal-sensitive routing algorithm to find optimal paths with the
minimum estimated thermal-induced optical power loss according to
runtime on-chip temperature distributions.

4.1. Thermal-sensitive optical power loss

Due to the thermo-optic effect, material refractive index is tempera-
ture dependent and follows Equation (2), where ng is the refractive index
at room temperature, dn/dT is the thermo-optic coefficient of the ma-
terial, and AT is the temperature variation. Physical measurements show
that the thermo-optic coefficient of silicon is on the order of 10~*/K and
is nonlinear over a large temperature range at 1550 nm wavelength [33].

d
l’l:no*FAT'l

a7 (2)

As a result of thermo-optic effect, wavelength-selective silicon pho-
tonic devices such as microresonators, which are widely used in optical
NoCs, suffer from temperature dependent wavelength shifts [7]. The
emission wavelength of on-chip lasers, such as VCSELs (vertical cavity
surface-emitting lasers), also shifts with ambient temperatures [34],
while the power efficiency degrades at high temperatures [35]. The
thermal related wavelength mismatch between the laser located in the
source node and the microresonators in intermediate nodes along a
photonic path can cause significant additional optical power loss. Be-
sides, the output power of a VCSEL degrades at higher operating tem-
peratures. If using an off-chip VCSEL as the laser source, the lasing
wavelength can be fixed by equipping with a temperature control unit. If
using an on-chip VCSEL as the laser source, the temperature-dependent
wavelength shift and power efficiency degradation should both be
taken into account in the thermal model.

4.2. Thermal-sensitive routing mechanism

The routing algorithm determines a path to transmit a packet from the
source to the destination. In traditional deterministic routing such as
dimension-order routing, a deterministic path is decided based only on
the source address and the destination address. However, in the presence
of on-chip temperature variations, some paths which are under high
temperature variations suffer from severe optical power loss. In order to
avoid such paths, we propose to introduce adaptiveness in routing by
considering on-chip temperature conditions when making routing
decisions.

In the earlier conference version of this work [29], we proposed a
thermal-sensitive source routing, where the whole path is determined at
the source. Global temperature information is required to make routing
decisions, so the overhead includes the broadcasting of global tempera-
ture information. A temperature table keeps the global temperature in-
formation at the granularity of each processor core. Considering that the
on-chip temperature could fluctuate temporally, the temperature table
will receive updates from other nodes. The routing unit includes a
shortest path routing unit, a temperature table, and an optical
thermal-effect modeling unit. For each packet to be transmitted, the
shortest path routing unit reads the header flit of the packet to get the
source id and destination id, and then it finds out the shortest paths
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between the source and destination. The optical thermal-effect modeling
unit gets all the candidate paths information from the shortest path
routing unit, and reads the temperature table for global temperature
information. It then calculates the thermal-induced optical power loss for
each candidate path. All the shortest paths are considered as candidate
paths, and they will be compared for thermal-induced optical power loss
by the optical thermal-effect modeling unit. The path with the minimum
thermal-induced optical power loss will be selected out of all the candi-
date paths.

In this work, we propose a distributed thermal-sensitive routing
mechanism for loss reduction in the proposed 3D torus-based optical
NoC. The proposed thermal-sensitive routing is based on a learning-
based adaptive routing algorithm proposed in Ref. [36]. We assume
the optical NoC is circuit switching, in which an optical path is reserved
before payload transmission. For each packet to be sent, a setup packet is
routed in the control network. In traditional Q-routing based electronic
NoCs, Q-values represent the latency of alternative paths, and the
Q-learning technique is performed to learn network congestions for la-
tency optimization [37]. In this work, we use the Q-learning technique to
learn the runtime on-chip temperature information and find an optimal
shortest path in a distributed way in order to reduce optical power loss.
We target optical NoCs in presence of temperature variations, and focus
on the optimization of thermal-induced optical power loss. In the pro-
posed routing, each router in the optical NoC keeps an L-table which
stores L-values. The L-values represent the estimated thermal-induced
optical power loss of alternative paths. Each router learns the state of
the network by receiving and storing L-values from neighboring routers.

Assume that a setup packet is generated at the source node s, and its
destination is node d. Assume that this setup packet just arrives at an
intermediate router y, and the previous router is x. The receiver at the
router y will store it in buffer. The router controller is responsible for
routing decision and arbitration. The router controller at the router y first
gets a set of valid output ports along shortest paths, which guarantees
that alternative paths found are shortest and the proposed routing can
achieve the power optimization at little sacrifice of network perfor-
mance. Then the optimal selection function selects an optimal output
port with the minimum estimated thermal-induced optical power loss
towards the destination node. After the current router forwards the setup
packet to the next router through the selected output port, it sends back a
learning packet which contains the L-value to the previous router. Upon
receiving the learning packet, the previous router updates the corre-
sponding L-value in local L-table. Assume that N(y) is the set of feasible
next routers found along the shortest path, we define Ly(n,d) as the L-
value representing the estimated thermal-induced optical power loss
from any feasible next router neN(y) to the destination. The neighboring
router zeN(y) which is with the minimum estimated thermal-induced
optical power loss will be selected as the next router.

If the setup packet in the buffer has been granted with an outport, it
will be popped to the output line and ready for transmission. The sender
at the local router will then check the output line in every clock cycle, and
pass the setup packet to the next router. As soon as the current router
forwards the setup packet to the next router, it will send a L-value back to
the previous router, which indicates the minimum estimated thermal-
induced optical power loss from the current router to the destination.
Upon receiving the estimated minimum L-value, the previous router will
compute and update a new L-value according to Equation (3), where v is
the learning rate. The learning rate determines the convergence speed of
the proposed routing. The learning rate is set as 1 in our simulations. It
will update the local L table with the new L-value.

Ly (5, d)pey = L ()i + 7 (Lx () iy — L (v, d) 1) 3

5. Simulation results and comparisons

We developed a SystemC-based cycle-accurate network simulator for
a 3D 8 x 8 x 2 torus-based optical NoC with the proposed thermal-
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sensitive routing algorithm. Network simulations were conducted under
several synthetic traffic patterns as well as a set of real applications. For
each real application, we used traffic information to simulate the on-chip
temperature distributions with McPAT [38] and HotSpot [39]. We
assumed 40 Gbps data-link bandwidth for the optical NoC. The electronic
control network operates at 1.25GHz with 32-bit wide bidirectional
metallic interconnects. In order to show the efficiency of the proposed
thermal-sensitive routing algorithm, we used a matched 3D 8 x 8 x 2
torus-based optical NoC as well as a 3D 8 x 8 x 2 mesh-based optical
NoC, both with the traditional XYZ routing as baselines for comparisons.

5.1. The convergence of the proposed routing algorithm

In order to show the convergence of the proposed thermal-sensitive
routing algorithm, we simulated a 3D 8 x 8 x 2 torus-based optical
NoC with the proposed routing algorithm under uniform traffic. A
random temperature distribution was applied during the simulation, and
we assumed that the on-chip temperature was within the range of [55 °C,
85 °C]. We assumed the 3-dB bandwidth of the basic optical switching
element is 1.24nm. Fig. 6 shows the convergence of thermal-induced
optical power loss optimization for delivering packets from node O to
node 91, from node 0 to node 82, and from node 0 to node 73. It is shown
that for packets belongs to the same source-destination communication
pair, the thermal-induced optical power loss in path varies before the
proposed routing algorithm reaches the state of convergence. After
learning the network with a certain number of packets, the proposed
routing algorithm reaches the state of convergence, which means that it
finds the optimal path with optimized thermal-induced optical power
loss. For packets sent from node O to node 91, it finds the optimal path
after learning five packets, and the optimal path is with optical power
loss of 26.9 dB. For packets sent from node 0 to node 73, it finds an
optimal path with optical power loss of about 19.5dB. If we assume a
smaller 3 dB bandwidth, the optimization of optical power loss would be
more significant. It can be observed from Fig. 6 that it needs to learn less
packets to find the optimal path for a shorter path. Fig. 7 shows another
example convergence procedure of the proposed routing under corner
block temperature distribution, where more than half of the hot cores are
located at the corners. It shows that the proposed routing algorithm can
also converge quickly.

5.2. Thermal-induced optical power loss and energy efficiency

In the following, we present more simulation results and comparisons
in terms of thermal-induced optical power loss and energy efficiency,
under several synthetic traffic patterns as well as a set of real
applications.

The power consumed in optical domain includes the power consumed
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by turning on microresonators in optical routers and the power
consumed by optical/electronic (O/E) interfaces for O/E conversions. We
assume the power consumption for turning on a microresonator is 20 pW
[40]. For evaluation of the thermal-induced optical power loss inserted
by a microresonator, we assume the 3 dB bandwidth is 1.24 nm. A typical
O/E interface includes serializer, driver, VCSEL, waveguide, photode-
tector, TIALA circuits and deserializer. Energy consumption for EO and
OE conversions in an optical link is the sum of power consumed by all
components of the O/E interface. In optical NoCs, power dissipated in the
O/E interface is mainly governed by the laser source. We assume to use
VCSEL as the off-chip laser source [35]. We assume that the VCSELs are
directly modulated by driving currents and no external modulation is
needed during optical transmission. We assume that if the driving current
I is above the threshold current of 2.5 mA, output power will increase
approximately linearly with the driving current with slope efficiency of
0.36 mW/mA. VCSEL power consumption can be calculated as UI, where
U is the bias voltage and is also assumed to increase linearly with the
driving current. According to the 10 Gbps driver and TIA-LA circuits
demonstrated in Ref. [41], the energy efficiency of driver is scaled from
0.2pJ/bitin 80 nm to 0.1125pJ/bit in 45 nm, and the energy efficiency of
TIA-LA circuits is scaled from 0.6pJ/bit in 80 nm to 0.3375pJ/bit in
45 nm. The energy efficiency of serializer and deserializer is scaled from
0.576pJ/bit in 90 nm to 0.288pJ/bit in 45 nm [42]. The photodetector
model is based on a 10 Gbps Ge waveguide photodetector monolithically
integrated in 130 nm CMOS process with a sensitivity of —14.2 dBm for
10712 of bit error rate (BER) [43]. To ensure that optical NoCs function
properly, the optical signal power received by the receiver at the desti-
nation should be equal or greater than the receiver sensitivity. This
condition must hold, otherwise the bit error rate would increase. We
assume to use an adaptive power control mechanism, which sets the
driving current of the laser source according to the loss in the path.

5.2.1. Synthetic traffic patterns

We simulated a 3D 8 x 8 x 2 torus-based optical NoC with the pro-
posed thermal-sensitive routing algorithm under a set of synthetic traffic
patterns. A matched 3D 8 x 8 x 2 torus-based optical NoC as well as a 3D
8 x 8 x 2 mesh-based optical NoC both with the traditional XYZ routing
were simulated as a baseline for comparisons. During the simulations, we
applied random on-chip temperature distributions within the range of
[55°C, 85 °C].

Fig. 8 shows the comparison of the average thermal-induced optical
power loss of all packets under each synthetic traffic pattern. The injec-
tion rate is set as 0.1. It is shown that on average of the four synthetic
traffic patterns, the 3D torus-based optical NoC with the proposed
thermal-sensitive routing reduces the average thermal-induced optical
power loss by 14.3% and 17% respectively as compared to the matched
3D torus-based optical NoC and the 3D mesh-based optical NoC with the
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Fig. 8. The average thermal-induced optical power loss under synthetic traffic
patterns, with random temperature distributions.

traditional XYZ routing. If we assume a smaller 3-dB bandwidth, the
improvement of optical power loss would be more significant. It could
also be observed that the proposed routing algorithm has a greater
optimization space for traffic patterns with more long-distance traffic
(e.g. Bitreverse) than the uniform traffic.

Fig. 9 shows the comparison of the normalized average thermal-
induced optical energy efficiency of all packets under each synthetic
traffic pattern. The injection rate is set as 0.1. It is shown that the pro-
posed 3D torus-based optical NoC with the thermal-sensitive routing
reduces the average thermal-induced optical energy consumption
significantly. On average of the four synthetic traffic patterns, it reduces
the average thermal-induced optical energy consumption by 76.1% and
84.8% respectively as compared to the matched 3D torus-based optical
NoC and the 3D mesh-based optical NoC with the traditional XYZ
routing.

5.2.2. Real applications

In addition to the synthetic traffic patterns, we also simulated the 3D
8 x 8 x 2 torus-based optical NoC with the proposed 3D Torus-based
optical NoC with the thermal sensitive routing under a set of real ap-
plications. We used the NoC traffic suit [44] to simulate real applications.
Specifically, an offline optimization approach was applied for each real
application to map and schedule tasks onto the multiprocessor
system-on-chip with the objective of maximizing the system perfor-
mance. Our network simulated with the generated traffic traces. A
matched 3D 8 x 8 x 2 torus-based optical NoC as well as a 3D 8 x 8 x 2
mesh-based optical NoC with the traditional XYZ routing were simulated
as a baseline for comparisons. For each real application, we used traffic
information to simulate the on-chip temperature distribution with Hot-
Spot [39] and McPAT [38].

Fig. 10 shows the comparisons of the worst-case thermal-induced
optical power loss among all packets in each real application. The worst-
case thermal-induced optical power loss for the proposed method is
defined as the worst-case thermal-induced optical power loss among all
the packet transmissions after optimization. It shows that on average of
the five real applications, the proposed 3D torus-based optical NoC with
the thermal-sensitive routing reduces the worst-case optical power loss
by 7.9% and 14.6% respectively as compared to the matched 3D torus-
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Fig. 9. The average thermal-induced optical energy efficiency under synthetic
traffic patterns.
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Fig. 10. The worst-case thermal-induced optical power loss under real appli-
cations, with simulated temperature distributions.

based optical NoC and the 3D mesh-based optical NoC with the tradi-
tional XYZ routing. For applications with more long-distance traffic (e.g.
the SATELL application), the proposed routing algorithm has a greater
space for optimization, and thus it could achieve more significant im-
provements. This can be further illustrated by Fig. 11, which shows the
loss distribution of the SATELL application. It is shown that the loss
distribution is shifted to the low-loss regions by using the proposed
thermal-sensitive routing. With the traditional XYZ routing, 10.1% of
packets are with more than 30 dB loss. If using the proposed routing, only
1.7% of packets are with more than 30 dB loss. Fig. 12 also shows the
same trend.

Fig. 13 shows the comparisons of the normalized worst-case thermal-
induced optical energy efficiency among all packets in each real appli-
cation. The worst-case energy efficiency for the proposed method is
defined as the worst-case energy efficiency among all the packet trans-
missions after optimization. It shows that on average of the five real
applications, the proposed 3D torus-based optical NoC with the thermal-
sensitive routing reduces the worst-case energy consumption by 43.8%
and 62.8% respectively as compared to the matched 3D torus-based
optical NoC and the 3D mesh-based optical NoC with the traditional
XYZ routing.

Fig. 14 shows that on average of the five real applications, the pro-
posed 3D torus-based optical NoC with the thermal-sensitive routing
reduces the average optical power loss by 3.7% and 5.6% respectively as
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Fig. 11. The loss distribution of the SATELL application.
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Fig. 14. The average thermal-induced optical loss under real applications, with
simulated temperature distributions.

compared to the matched 3D torus-based optical NoC and the 3D mesh-
based optical NoC with the traditional XYZ routing. Correspondingly,
Fig. 15 shows that on average of the five real applications, the proposed
3D torus-based optical NoC with the thermal-sensitive routing reduces
the average optical energy efficiency by 8.2% and 14.6% respectively as
compared to the matched 3D torus-based optical NoC and the 3D mesh-
based optical NoC with the traditional XYZ routing. For applications with
more long-distance traffic, e.g. the SATELL application, the proposed
routing reduces the average thermal-induced optical energy consump-
tion by 27.2% as compared to the XYZ routing. We could conclude that
the proposed routing has a greater space for optimization for long-
distance traffic as compared to short-distance traffic. If we assume a
smaller 3-dB bandwidth, the improvement of optical power loss would be
more significant.

Since the proposed thermal-sensitive routing finds the optimal path
from shortest paths, it achieves the power optimization at little sacrifice
of network performance. This can be illustrated by Fig. 16, which shows
the comparisons of normalized network performance under each real
application. Here the network performance is measured in terms of the
application end-to-end (ETE) delay. It is shown that the proposed routing
optimizes the optical loss at the cost of some overhead on network per-
formance. For some applications, the proposed thermal-sensitive routing
would lead to a larger end-to-end delay than the traditional XYZ routing.
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Fig. 15. The average thermal-induced optical energy efficiency under real
applications.
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On average of the five real applications, the application ETE delay in-
creases by 0.25% as compared to the traditional XYZ routing. In this
work, we focus on reducing the optical power loss. In future work, we
may extend the current work to a two-fold optimization problem for both
the optical power loss and the communication delay.

6. Conclusions

In order to tackle the thermal issues in optical NoC designs, we pro-
pose a thermal-sensitive design of a 3D torus-based optical NoC archi-
tecture. For the 3D torus-based optical NoC architecture, we propose a
hybrid optical-electronic router architecture with a fully-connected 7 x 7
optical switching fabric. Besides, a thermal-sensitive routing algorithm is
proposed to optimize its power consumption in the presence of on-chip
temperature variations. Simulation results show that for a set of four
synthetic traffic patterns, the proposed 3D torus-based optical NoC with
the thermal-sensitive routing reduces the average thermal-induced op-
tical power loss by 14.3% and 17% respectively as compared to the
matched 3D torus-based optical NoC and the 3D mesh-based optical NoC
with the traditional XYZ routing. For a set of five real applications, the
proposed 3D torus-based optical NoC with the thermal-sensitive routing
reduces the worst-case optical power loss by 7.9% and 14.6% respec-
tively as compared to the matched 3D torus-based optical NoC and the 3D
mesh-based optical NoC with the traditional XYZ routing. It could also be
concluded that the proposed routing algorithm has a greater optimiza-
tion space for traffic patterns with more long-distance traffic. The pro-
posed thermal-sensitive design of 3D torus-based optical NoC can also be
used as the optical part of hierarchical hybrid optical-electrical NoC
architectures.
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