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Transmission of a Scheduled Message Using a
Foundation Fieldbus Protocol

Seung Ho Hong, Member, IEEE, and Sung Min Song

Abstract—In the last decade, process instrumentation field de-
vices such as sensors and actuators that have a direct contact
with industrial processes have become increasingly intelligent. An
important property of such intelligent field devices is their ability
to be networked. The Foundation fieldbus (FF) is one of the most
widely used fieldbus protocols for process instrumentation and
control systems applications. This paper presents a study that
validates the effectiveness of a new scheduling method that satisfies
the performance requirements for a scheduled message using an
FF protocol. Our scheduling method generates a schedule list
that records the scheduled starting time and the scheduled period
of each scheduled message. Then, it allocates scheduled message
traffic to a bandwidth-limited fieldbus medium. As part of this
study, an experimental model of an FF network was developed.
The experimental results from our model confirmed that our
scheduling method restricts the delay of a scheduled message to
a prespecified bound.

Index Terms—Foundation fieldbus (FF), network management,
scheduled message, system management, time constrained.

NOMENCLATURE

Ns Number of nodes that generate a scheduled message on
the medium.

Ls Transmission time of a scheduled message (in
milliseconds).

φi Maximum allowable delay of a message generated by the
function block (FB) at node i (i = 1 to Ns). A user of
a Foundation fieldbus (FF)-based control system deter-
mines φi according to the requirements of the application
systems.

Ti Message-generation period (FB macrocycle) at node i that
generates a scheduled message (i = 1 to Ns).

ti Message-generation start time (the start time of the FB
schedule) at node i that generates a scheduled message
(i = 1 to Ns).

Si Link active scheduler (LAS) schedule period for node i
that generates a scheduled message (i = 1 to Ns).

si LAS schedule start time for node i that generates a
scheduled message (i = 1 to Ns).
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γ Maximum number of scheduled messages that can be
generated during T1.

σ Transaction time for the LAS to execute a scheduled or an
unscheduled message transmission.

Al Time point at which the lth T1 slot begins in TNs
(see

Fig. 3).

I. INTRODUCTION

D IGITAL data acquisition and control systems have been
in use for more than 20 years. All the instruments and ac-

tuators that are necessary for controlling any industrial process
today are intelligent (digital). Until a few years ago, the control
center was intelligent, but the field devices were not. Today,
however, both the control center and the field devices are
intelligent. Communication with the field devices was once
based on analog signals (e.g., 4–20 mA or 0–10 V), but this
has changed with the progress of digital technology. Data in
the control center are digitally created, and the same happens
in intelligent field devices (IFDs), measuring instruments, or
actuators built with digital technology. A modern measurement
and control system fully integrates IFDs and control devices.
The fieldbus is the information pipe that carries data among and
between IFDs and control devices [1]–[3].

The FF [4] is one of the most widely used fieldbus protocols
in process instrumentation and control systems applications.
The user layer of the FF protocol stack is specifically designed
to support the functional requirements of process instrumen-
tation and control systems. The lower layers of the protocol
stack are designed to support both periodic and aperiodic data
transmission through scheduled and unscheduled messages,
respectively.

Hong and Choi [5] reported a bandwidth-allocation scheme
that can be applied to the data link layer (DLL) of an FF. This
scheme satisfies the requirements for real-time communication
of both periodic and aperiodic data while fully utilizing the
bandwidth of a fieldbus medium. However, previous research
considered only the data transfer properties of the FF DLL,
and the practical issue of coordinating these properties with FB
scheduling at the system management level was left as future
work. In a practical process instrumentation and control system,
the user must be able to implement bandwidth allocation at the
system management level. To support our study, we developed
an experimental model of an FF communication system that
consists of IFDs that are typical of those used in actual process
instrumentation and control industries. Using this experimental
model, this study demonstrated that our bandwidth-allocation
scheme for a scheduling service could be implemented at the
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Fig. 1. Structure of the FF protocol stack.

system management level of an FF. This study also validated
the effectiveness of our proposed scheduling method. The
experimental results confirmed that our scheduling method
for bandwidth allocation satisfies the delay requirements for
scheduled messages.

This paper consists of six sections. Section II provides a brief
description of the structure of the FF protocol stack. Section III
discusses the bandwidth-allocation scheme that was previously
introduced [5]. Section IV describes our experimental model
and its implementation, and Section V presents our experimen-
tal results. Finally, Section VI presents our conclusions.

II. STRUCTURE OF THE FF PROTOCOL STACK

An FF consists of a physical layer, a communication stack,
and a user application. The communication stack is composed
of a DLL and an application layer in accordance with the Open
Systems Interconnection (OSI)-layered communication model
[6]. The user application is not defined by the OSI model,
although the FF has a specified user application model. Fig. 1
shows the outline structure of an FF protocol stack.

The physical layer [7] receives messages from the com-
munication stack and converts them into physical signals that
use the fieldbus transmission medium and vice versa. The
physical layer supports the following three different data rates:
1) 31.25 kb/s; 2) 1 Mb/s; and 3) 2.5 Mb/s.

The DLL controls the transmission of messages using the
fieldbus. It manages access to the fieldbus through a determin-
istic centralized bus scheduler called the LAS. The LAS has a
cyclical list of transmit times for all the data buffers in all the
IFDs that need to transmit data. When it is time for an IFD
to send the data from its buffer, the LAS issues a compel data
(CD) message to the IFD. When it receives the CD, the IFD
broadcasts or publishes the data from its buffer to all the other
IFDs on the fieldbus.

All the IFDs on the fieldbus are given a chance to send
unscheduled messages between the scheduled messages. The
LAS grants permission to an IFD to use the fieldbus by issuing
it a pass token (PT) message. The list of all of the IFDs subject

Fig. 2. Blocks in the user application of an FF.

to responding to a PT is called the “live list.” The LAS sends a
PT message to each of the IFDs in the live list in a predefined
order. When an IFD receives the PT, it is allowed to send
messages until it has finished or until the maximum token hold
time has expired, whichever comes first.

The fieldbus access sublayer (FAS) uses the scheduled and
unscheduled features of the DLL to provide a service for the
fieldbus message specification (FMS). The different types of
FAS services are described by virtual communication relation-
ships (VCRs). The are three different types of VCRs, which
are listed as follows: 1) client/server; 2) report distribution; and
3) publisher/subscriber.

FMS services allow IFDs to send messages to each other
across the fieldbus using a standard set of message formats. The
FMS describes the communication services, message formats,
and protocol behavior required to build the messages for the
user application.

The FF defines a standard user application based on “blocks,”
which represent the different types of allocation functions. The
types of blocks used in a user application include resource
blocks, transducer blocks, and FBs (Fig. 2).

The resource block describes IFD characteristics such as
device name, manufacturer, and serial number. FBs provide the
control system behavior. The FF has defined sets of standard
FBs, which include analog input (AI), analog output (AO),
discrete input (DI), discrete output (DO), proportional-integral
derivative, etc. The input and output parameters of FBs can be
linked over the fieldbus. The execution of each FB is precisely
scheduled. Transducer blocks decouple FBs from the local
input/output functions that are required to read sensors and
control output hardware.

FBs must execute at precisely defined intervals and in the
proper sequence for correct instrumentation and control opera-
tion. The FF includes a system management kernel (SMK) to
synchronize the execution of the FBs and the communication
of the FB parameters on the fieldbus.
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Fig. 3. Bandwidth-allocation scheme in the DLL of an FF.

III. SCHEDULING METHOD FOR AN FF

The system manager of an FF network needs to specify two
different types of scheduling: 1) FB and 2) LAS. FB scheduling
is executed in the SMK of the user layer in each application
process, whereas LAS scheduling is executed in the DLL of the
LAS node that grants permission to a field device to use the
fieldbus medium.

A. Relationship Between FB Scheduling and LAS Scheduling

FB scheduling in the SMK supports the cooperative execu-
tion of FBs located on the same link. A message generated by
an FB must be delivered before the next scheduled message is
generated by that same FB. The execution of an FB is governed
by the SMK of each IFD connected to the link, whereas the data
transfer of messages generated by the FB is governed by the
LAS node on the link. Thus, the scheduling of an FB, performed
in the SMK of each IFD, must be synchronized with the data
transfer that is separately scheduled and controlled by the LAS.
One repetition of either schedule is called a “macrocycle.”
Data transfers and FB execution times are synchronized by
specifying their time offsets from the start of their respective
macrocycles. The appropriate portions of the FB schedule and
its macrocycle duration must be downloaded to the IFDs that
are actually executing the FBs. The timing of the data transfers
is defined in the LAS schedule, and this must be downloaded
to the LAS. The LAS schedule contains a list of starting times
and cycle periods for the data transfer for each FB. At precisely
the scheduled time, the LAS sends a CD message to a specific
IFD, specifying one of its data buffers. This IFD immediately
broadcasts a message that contains the specified buffer data to
all the IFDs on the fieldbus.

The specifications described in [4] and [8] do not specify
how an LAS schedule list should be constructed. Rather, it is
left up to the network designer to prepare an LAS schedule
according to the characteristics of the FBs in the IFDs. This
section presents our method of constructing the LAS schedule
list based on the requirements for real-time communications of
application systems, i.e., the scheduling of FBs.

B. Construction of the Scheduling Algorithm

The LAS schedule list is constructed using the bandwidth-
allocation algorithm previously introduced [5] based on time-
division multiple access. The fieldbus bandwidth is divided
into time-division multiplexing intervals T1, each of which
is further divided into scheduled (τs) and unscheduled (τt)
intervals, as shown in Fig. 3. During a scheduled interval,
only one scheduled message packet is transmitted on the CD
schedule. The length of τs is the time required to transmit one
packet of periodic data (Ls) plus the LAS transaction time to
execute a scheduled service (σ). On the other hand, unsched-
uled messages are transmitted during an unscheduled interval
through the PT service. To reduce the delay of an unscheduled
message that is transmitted between scheduled intervals, our
bandwidth-allocation scheme uniformly distributes scheduled
intervals across each T1.

Ti and φi are ordered according to increasing values (i.e.,
Ti ≤ Ti+1, φi ≤ φi+1). In Fig. 3, T1 and TNs

are the min-
imum and maximum message-generation periods among Ns

nodes, respectively. The basic concept of using the bandwidth-
allocation scheme for our scheduling service is to schedule the
message-generation time such that the number of scheduled
messages generated during T1 does not exceed γ. That is,
Ns buffers in the medium dynamically share the γ (γ ≤ Ns)
windows in T1 such that the number of scheduled messages
transmitted during T1 does not exceed γ. Our scheduling
method determines both ti (i = 1 to Ns) and Ti (i = 1 to Ns)
of the scheduled messages for FB scheduling. ti and Ti are
mapped to the schedule starting time si and the schedule period
Si in the LAS scheduling list maintained by the LAS.

From the bandwidth-allocation scheme presented in [5], Ti

is determined as follows:

T1 =φ1 (1)

Ti = kiT1, ki = 2
⌊
log2

φi
T1

⌋
, ∀i = 2 to Ns. (2)

When Ti is determined by (1) and (2), it does not exceed the
predetermined maximum allowable delay φi. In our scheduling
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Fig. 4. Configuration of our experimental model.

method, the values for Ti (i = 1 to Ns) are selected to be integer
multiples of each other

Rem
[
Tj

Ti

]
= 0, ∀i, j (j ≥ i). (3)

Thus, as shown in Fig. 3, our scheduling method repeats at
intervals of TNs

. The number of windows γ in T1 is deter-
mined by

γ = �αK�, αK =
Ns∑
i=1

T1

Ti
(4)

where αK is the average number of scheduled messages gener-
ated during T1.

To restrict the number of scheduled messages generated
during T1 within γ, an additional constraint is required on the
time offset ti. Let un(Al) be the number of scheduled messages
generated at Al, counting from buffer 1 to n. Starting from
i = 1, the message-generation starting time ti (ti ≤ ti+1) at
node i is determined from [5] to be

ti = inf
[
Al ≥ Al−1 : ui(Al) ≤ γ

]
i = 1 to Ns; l = 1 to TNs

/T1. (5)

The stability condition for a scheduled message is

γ(τs + τt) ≤ T1. (6)

If this condition is not satisfied, the network designer must
reduce Ns in the local link. The scheduling list maintained by
the LAS can be constructed by mapping the FB schedules ti and
Ti to the starting time si and the period Si of the LAS schedule
service as follows:

si = ti +
T1

γ

[
ui(Al) − 1

]
(7)

Si =Ti. (8)

The starting time si in (7) uniformly distributes the sched-
uled intervals across T1 (see Fig. 3). Applying our scheduling
method, all of the scheduled messages are transmitted within
T1 (= φ1, which is the minimum of the maximum allowable
delay for FB messages). Thus, the requirement of a maxi-
mum allowable delay of φi (≥ φ1) is satisfied for all nodes
(i = 1 to Ns).

Fig. 5. Our experimental model.

C. Implementation of the Scheduling Algorithm in an FF

Scheduling is the most common way of coordinating FB
execution in an FF. There exists only one schedule that includes
both the FB and LAS schedules for each FF. The FF network
system manager can generate a schedule and download it to the
IFDs using a configuration tool. The schedule is stored in the
system management/network management virtual field device
in the IFD. This schedule tells the IFD when to execute its FBs
(FB schedule) and tells the LAS when to issue a CD to the FB
buffer (LAS schedule). The data in the FB buffer of the IFD
will be published when it receives a CD from the LAS.

The FB schedule contains the start time offset and the macro-
cycle. The start time offset is measured from the beginning of
the absolute link schedule start time, which is known by all
IFDs on the FF. As previously mentioned, a macrocycle is a
single iteration of a schedule in an IFD. The system manager of
the FF network can construct an FB schedule by mapping ti and
Ti in (5) and (6) to the start time offset and macrocycle of the
corresponding IFD. The LAS schedule list can be constructed
by mapping si and Si in (7) and (8) to the start time offset and
macrocycle of the LAS schedule.

IV. DESCRIPTION OF OUR EXPERIMENTAL MODEL

In this paper, we demonstrated that the scheduling method
presented in Section III can be implemented at the system man-
agement level of an FF. We developed an experimental model
using an FF process instrumentation and control starter kit that
contained all of the required components that are necessary for
a small fieldbus control system [9]–[13]. As shown in Fig. 4, the
experimental model consists of two PC and eight round cards.
Each PC interface card contains embedded FF communication-
stack software and a high-level FF interface. The round card
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Fig. 6. Screen capture of the execution of the FBs in the experimental model.

is a standalone device that provides an FF interface and can
be connected to a daughter card to implement the DI, DO,
analog-to-digital, or digital-to-analog functions for sensors or
actuators. In this experimental model, one PC plays the role of
an LAS station, and the other PC monitors and analyzes the
FF data packets. The monitor station captures the time-stamped
data packets that are passed between nodes and displays them
in real time on the monitor. Fig. 5 shows a photograph of our
experimental model. Each round card IFD node has a set of
functions that it can perform. These functions are represented as
the FBs in the IFD node. In our experimental model, each round
card has both AI and AO blocks. Fig. 6 is a screen capture of
the FB execution in our experimental model, where AI-101(AI),
AO-102(AO), etc. are the designations of the individual FBs.
We used the NI-FBUS Configurator software [9] to generate the
FBs for each round card. FBs can be synchronized simply by
connecting an arrow from the output port of one FB to the input
port of another. Fig. 6 also shows that the loop times for each
FB are assigned the value of macrocycle Ti that is determined
from the algorithm.

The schedule of data traffic allows for communication be-
tween a given set of IFD nodes. The schedule can be divided
into two parts: 1) an FB schedule that determines when a block
executes and 2) an LAS schedule that determines when data
parameters are published over the fieldbus. The FB schedule
is downloaded to the round card IFD nodes that contain the
block, and the LAS schedule is downloaded to the LAS station.
Using the schedule configuration tool provided with the starter
kit, the system manager of the FF network determines the
execution order and timing of the schedule. Fig. 7 shows the
schedule window of our experimental model. A list of the
schedule objects appears to the left of the schedule window.
The timing diagram on the right side displays the execution
times of the FBs and indicates when the data are transmitted on
the bus. The start time offset for each FB schedule [indicated
on the timing diagram as AI-101(AI), AI-102(AI), etc.] can
be changed by sliding the corresponding bar to the desired
execution time. The start time offset of the LAS schedule

(indicated on the timing diagram by “OUT”) can also be
changed by sliding the corresponding bar to the exact execu-
tion time.

The starter kit used in this study does not provide a config-
uration tool for generating unscheduled messages in the IFD
nodes. In our experimental model, we generated unscheduled
messages using an FB monitor program in the LAS station.
This program allowed the LAS station to generate unscheduled
messages for the monitoring of the input and output data of the
FBs. The unscheduled messages were transmitted using the PT
service.

V. EXPERIMENTAL RESULTS

In this paper, we made several measurements under different
experimental conditions to determine whether the algorithm
is valid. We varied the transmission time of the scheduled
messages to change the traffic load on the network and adjusted
the maximum allowable delay in the FBs at each node to
change the real-time requirements of the application system.
In this paper, we present one representative experimental re-
sult to demonstrate that the proposed scheduling algorithm is
indeed valid.

In our experimental model, the data transmission rate was set
to 31.25 kb/s. The length of a scheduled message was fixed at
39 B, and its transmission time Ls was set to 9.984 ms. The
transaction time for the LAS to execute a message transmission
σ was determined to be 5 ms for our model. The maximum
allowable delay for the scheduled messages φi generated by the
FBs in IFD nodes 1 to 8 was set at 200, 200, 500, 500, 1000,
1000, 2000, and 2000 ms, respectively. Using the algorithm
described in Section III, the maximum number of scheduled
messages that could be generated during T1 was determined to
be γ = 4. The FB schedule period Ti of the scheduled messages
from IFD nodes 1 to 8 was set to 200, 200, 400, 400, 800,
800, 1600, and 1600 ms, respectively. The FB schedule start
time ti from IFD nodes 1 to 8 was set to 0, 0, 0, 0, 200, 250,
600, and 600 ms, respectively. The LAS schedule period Si
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Fig. 7. Schedule window of our experimental model.

Fig. 8. LAS schedule pattern for our experimental model.

of the scheduled messages from IFD nodes 1 to 8 was set to
the same values as for Ti, and the LAS schedule start time si

from IFD nodes 1 to 8 was 0, 50, 100, 150, 300, 350, 700, and
750 ms, respectively. Fig. 8 shows the LAS schedule pattern
with respect to the given Si and si. As shown in Fig. 8, the
γ = 4 windows are uniformly distributed across the interval T1.
This pattern repeats at intervals of TNs

.
As previously mentioned, the starter kit that was used did not

provide a configuration tool for unscheduled messages. In our
experimental model, unscheduled messages of varying lengths
were randomly generated by the monitoring program. For this
experiment, the maximum length of an unscheduled message
was restricted to 110 B, and its transmission time was set to

28.16 ms. For any of the given experimental processes, the
stability condition for a scheduled message, which is calculated
as γ(τs + τt) ≤ T1 [4 × (14.984 + 33.16) = 192.576 ms ≤
200 ms], was satisfied.

Fig. 9 shows the delay distribution of the scheduled and
unscheduled messages measured using the experimental model.
The delay of none of the scheduled messages exceeded φ1 =
200 ms; thus, the delay requirements were satisfied. Fig. 9
also shows that the delay of the unscheduled messages did not
exceed T1 = 200 ms. The average delay of all the unscheduled
messages was 73.2 ms.

To examine the validity of our scheduling method, we per-
formed a second experiment, choosing arbitrary values for the
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Fig. 9. Delay distribution of the scheduled and unscheduled messages when our scheduling method was applied.

Fig. 10. Delay distribution of scheduled and unscheduled messages without our scheduling method.

TABLE I
COMPARISON OF THE MESSAGE DELAYS IN THE TWO EXPERIMENTS (IN MILLISECONDS)

LAS schedule period Si and the LAS schedule start time si.
The maximum allowable delay of the scheduled messages φi

generated from IFD nodes 1 to 8 was the same as in the previous
experiment. The LAS schedule period of a scheduled message
Si from IFD nodes 1 to 8 was determined to have the same
values of φi, i.e., 200, 200, 500, 500, 1000, 1000, 2000, and
2000 ms, respectively. The LAS schedule start time si from IFD
nodes 1 to 8 was set arbitrarily to 0, 25, 50, 72, 100, 125, 148,
and 170 ms, respectively.

Fig. 10 shows that the transmission pattern of the scheduled
messages in the second experiment was not uniform. It also
shows that the delay of some scheduled messages exceeded
φ1 = 200 ms. If this happens when IFD node 1 transmits

its scheduled message, the delay requirement for IFD node 1
(φ1 = 200 ms) cannot be satisfied. The delay of unscheduled
messages was also longer than in our scheduling method. This
is because unscheduled intervals using the token-passing ser-
vice are randomly distributed in the time-division multiplexing
bandwidth.

Table I shows the minimum, maximum, and average delays
of the scheduled and unscheduled messages for the first and
second experiments. The delay performance of both the sched-
uled and unscheduled messages was better when our scheduling
method was applied. For a scheduled message, the maximum
delay is an important design factor, although the average delay
is not.
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VI. CONCLUSION AND RECOMMENDATIONS

FOR FUTURE WORK

This paper has demonstrated that our scheduling algorithm
using the previously introduced bandwidth-allocation scheme
[5] is applicable to a practical FF system that consists of
IFDs that are typical of those used in process instrumentation
and control industries. Our scheduling algorithm can be easily
implemented at the system management level of an FF by
setting the appropriate scheduling parameters in the FB and
LAS schedules. Our experimental results have shown that our
scheduling method satisfies the specified delay requirements for
scheduled messages.
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