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H I G H L I G H T S  

• Power sharing among energy resources in microgrid effectively coordinated by an EMS. 
• Incorporation of DSM with EMS effects total operating cost and peak reduction. 
• Proposed EMS framework solves optimal scheduling & minimizing operational cost. 
• First stage addresses uncertainty problem considering real-time meteorological data. 
• Second stage deals microgrid configuration, operational constraints and DSM load. 
• QPSO is devised to obtain the optimal power dispatch configuration in microgrid.  
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A B S T R A C T   

The incorporation of renewables and communication technologies to the utility paves a way for self-sustained 
microgrids (MG). The volatile nature of these resources, uncertainties associated with the time-varying load, 
and market prices impose the significance of an efficient energy management system (EMS). So far, the MG 
optimal operation has been referred to optimize the operating costs only. However, the prospects of incorpo
rating demand-side management (DSM) with the EMS problem and its effect on total operating cost and peak 
reduction is needed to be evaluated. To fill this gap, the impact of utility induced flexible load shaping strategy 
on non-dispatchable energy sources is investigated in this paper. A three-stage stochastic EMS framework is 
proposed for solving optimal day-ahead scheduling and minimizing the operational cost of grid-connected MG. In 
the first stage, four possible scenarios for solar and wind power generation profiles are created to address the 
uncertainty problem by considering real-time meteorological data. The second stage deals with the MG system 
configuration, operational constraints, and assigning DSM load participation data to be incorporated with the 
objective function. In this regard, the Quantum Particle Swarm Optimization is devised at stage three to obtain 
the optimal power dispatch configuration for DG units, maximizing the power export to the utility and compare 
the results with and without incorporating DSM participation for all scenarios. The obtained simulation results 
show the competence of the proposed stochastic framework about cost reduction by 43.81% with the imple
mentation of the load participation level of 20% DSM.   

1. Introduction 

The commercial deployment of local distributed generation (DG) 
sources at the distribution network are growing at a rapid pace. The 
presence of DG in proximity to the loads can enhance the power quality, 
reliability, and economics of energy supply. Photovoltaic, wind turbine, 
fuel cell, microturbine, and battery energy storage systems are some 

examples of distributed energy resources that are interconnected with a 
cluster of controllable loads to form a microgrid. There will be a sig
nificant change in the operation and control strategies of microgrids 
compared to the conventional power system. The reasons are depending 
on the level of penetration of DG units and their characteristics, power 
quality constraints, and several market pricing strategies [1]. 

To realize the potential benefits of MG, a sophisticated energy 
management system is needed to effectively coordinate power output 
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among the interconnected DG units and to serve the critical and 
controllable loads cost-effectively [2]. The energy management in grid- 
connected and autonomous modes of MG differs as per the operational 
requirements. In the grid-connected mode, the prime objective of EMS is 
to maximize the revenues as per the DG bidding costs and market price, 
whereas in the autonomous mode of operation, the priority is given to 
provide a reliable supply to the critical loads by maximizing customer 
satisfaction [3]. The typical input information flow regarding utility 

market prices, forecast data of intermittent sources, system operational 
constraints, load data, and the functions of EMS is presented in Fig. 1. 

Recently, numerous studies have addressed the optimal energy 
management problem under both deterministic and non-deterministic 
approaches. The deterministic models will not yield desired results for 
practical EMS problem which consists of weather-induced uncertainties 
while dispatching DG sources like Solar PV and wind. Hence, several 
non-deterministic approaches like stochastic programming, robust 

Nomenclature 

χ Vector of optimization variables 
NG Number of DG units 
NS Number of Energy Storage device 
Pt

DGi Active power output of ith DG at hour t 
Bt

DGi Bid price of ith DG at hour t 
SDGi Start/Shutdown costs for ith DG unit 
Pt

ESj Active power output of jth storage at hour t 
Bt

ESj Bid price of the jth storage at hour t 
SESj Start/Shutdown costs for jth storage device 
pt

ut Active power exchange between utility and MG at time t 
Bt

grid Bid of utility at hour t 
Pt

load Active power demand of load at hour t 
Pt

DGi,min Minimum power limit of ith DG at hour t 
Pt

DGi,max Maximum power limit of ith DG at hour t 
Pt

ESj,min Lower limit of jth storage power at hour t 
Pt

ESj,max Upper limit of jth storage power at hour t 
Pt

g,min Lower limit of the utility power at hour t 
Pt

g,max Upper limit of the utility power at hour t 
Ppv Active power output from the photovoltaic system 
PWT Active power output from wind turbine 
BES Active power output from energy storage 
ℱ(t) Forecasted Load 

C(t) Connected Load 
Ã◦(t) Disconnected Load 
Pf

pv,t Forecasted solar power at hour t 

Pf
wt,t Forecasted wind power at hour t 

ΔPpv,t,s Solar forecast error at time t for scenarios 
ΔPwt,t,s Wind forecast error at time t for scenarios 
Ns Number of scenarios 
NT Number of time intervals 
xi,j Present position of ith particle in jth iteration 
pi,j Pbest of ith particle in jth iteration 
Gj Gbest in jth iteration 
ξ Contraction-Expansion coefficient 
mbesti,j(t) Mean of pbest position 
φ Local focus point 

List of Abbreviations 
PV Photovoltaic 
WT Wind Turbine 
MT Microturbine 
FC Fuel Cell 
BESS Battery Energy Storage System 
MG Microgrid 
QPSO Quantum Particle Swarm Optimization 
DSM Demand Side Management 
EMS Energy Management System  

Battery Capacity

Wind Power

Solar Power

Customer Load 
Information

Electricity Market 

Import/Export 
Power and Control

Dispatchable 
Source Control

Demand Response 
Control

Utility Level

DER Level

Load Level

Demand Forecasting

System parameters 
and constraints

Energy Management 
System

Fig. 1. Input information flow and functions of microgrid EMS.  
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optimization, probabilistic models have been reported in the literature 
to solve the energy management and day-ahead optimal scheduling of 
non-dispatchable sources in the MG. 

One way to address the uncertainties in the stochastic models is by 
generating scenarios to improve accuracy. Stochastic load flow based 
framework is employed in [4] to model the uncertain parameters of 
renewable sources in AC-DC hybrid MG. Also, to solve the EMS problem, 
energy losses and network voltage levels are evaluated in this work by 
employing the crow search algorithm. A robustness factor ‘p-robust’ is 
incorporated with a stochastic model in [5] to improve the accuracy of 
generated scenarios. The authors combined incentive-based and price- 
based DR programs to optimize the microgrid EM. In [6], a Markov 
decision framework is proposed by taking stochastic generation and load 
models into consideration. Naïve energy management policies are 
formulated to identify ‘feasible decision space’ by employing a sto
chastic dynamic programming approach. As discussed previously, re
searchers have shown interest to incorporate several new meta-heuristic 
algorithms with a stochastic framework to improve the effectiveness of 
EMS solutions. For example, new algorithms like Salp Swarm [7], 
modified Bat [8] are employed in recently published works and the re
sults state that stochastic approaches yield desired optimized costs 
compared to deterministic models. 

Unlike stochastic models, robust optimization considers an uncer
tainty dataset to quantify the variable nature of parameters without 
generating and reducing a large number of scenarios. Giraldo et al. [9] 
proposed a robust EMS framework using a convex mixed-integer second- 
order cone programming model. A new robustness parameter is intro
duced to obtain global robustness while creating the deterministic 
equivalent of random parameters instead of operating over multiple 
scenarios. A piece-wise decision rule-based robust optimization 
approach is proposed in [10] considering multiple factors related to 
uncertainty. Novel features such as polyhedral uncertainty space, ag
gregation of uncertainty factors, and partial-past decision rules are 
introduced to quantify the uncertainty set effectively. Although the 
proposed adjustable robust optimization yields better results compared 
to the deterministic approach, it has a certain limitation that the affine 
decision rules lead to over-conservative results. Most of the research 
works consider BESS as an independent scheduling energy resource by 
neglecting its application as a back-up unit. In [11], a real-time EMS 
model is presented to incorporate battery swapping action while 
scheduling EV batteries in a community microgrid. A novel Lyapunov 
optimization framework is proposed by the authors to address the sto
chastic variables in real-time effectively without relying on scenario 
generation and reduction process. 

Numerous MGs are interconnected using different topologies to 
maintain the reliable generation and load balance in grid-connected as 
well as islanded modes. Owing to several security benefits and distinct 
features of networked MGs, several studies were conducted to address 
their operational flexibility and economic aspects. For instance, In [12], 
the probabilistic optimal scheduling problem of networked microgrids is 
solved using particle swarm optimization. Two DR programs namely 
time-of-use and real-time pricing were considered for economic anal
ysis. The uncertain parameters in the system are tackled by creating 
scenarios using the Monte Carlo simulation approach. The authors in 
[13] proposed a two-stage hierarchical EMS strategy for networked 
microgrids by taking the uncertainties related to solar, wind, and market 
price into consideration. The risk-averse day-ahead hourly scheduling is 
evaluated during the first stage and in the second stage, a rolling horizon 
optimization strategy is applied for real-time dispatch of the networked 
microgrid. Nevertheless, the lower level hierarchical optimization 
framework is developed without considering forecasting uncertainties. 
In a similar work [14], the battery degradation cost model is incorpo
rated with the optimal scheduling problem of networked MG. The effect 
of charging and discharging cycles on overall operating cost is analyzed 
and the designed framework is solved using the Rainflow algorithm. 

In [15], Venayagamoorty et al. proposed an intelligent dynamic EMS 

controller to serve critical and non-critical loads in the presence of non- 
dispatchable DG units. The adaptive dynamic programming and rein
forcement learning framework is designed to generate dispatch control 
signals and evaluated under different BESS state of charge conditions. 
The effectiveness of MG dispatch strategies is better off with enhancing 
generation and load forecasting accuracy. In this context, the authors in 
[16] adopted the adaptive neuro-fuzzy interface system to generate the 
PV and wind forecasting agents in a multi-agent EMS framework. The 
authors in [17] formulated the multi-objective MG EMS problem as 
mixed-integer linear programming in the GAMS environment. The 
annual net present costs and power losses were evaluated with demand 
response in this work. A fuzzy interface system is employed to tackle the 
complexities involved with the charging and discharging cycles of BESS 
in the optimization problem. None of the afore-mentioned works have 
considered demand response (DR) programming as a part of EMS 
objective while optimizing the operating costs. Hence, there is still an 
opportunity for improving the robustness of the solution by incorpo
rating DSM programs in the system. 

The effect of DR programming on MG operational costs alongside the 
component size optimization is investigated in [18]. The implementa
tion of DR significantly reduced the energy storage within the scheduled 
period as well as the loss of generated energy. However, this results in a 
shortage of operational reserves. Ju et al. [19] presented a two-layer 
EMS framework by considering hybrid BESS degradation costs. The 
long term capital costs of battery and supercapacitor are converted into 
real-time short term costs to minimize MG operational cost under time- 
of-use (TOU) and dynamic pricing schemes. Mohammadjafari et al. 
incorporated an incentive-based DR program into the EMS cost function 
in [20]. Based on the proposed hourly power curtailment of individual 
customers, marginal benefits are provided in ranking order. In [21], the 
optimal scheduling of MG is coupled with distribution feeder reconfi
guration to enhance operational performance. DR programs like TOU, 
load shifting, and demand bidding are added to the cost function in a 
convex optimization framework. The reliability and supply-balance 
instability problems posed by scheduling highly uncertain DG units 
need to be addressed with prompt DR actions, especially during peak 
hours. 

The authors in [22] have considered the load priority list (LPL) to 
assign ranking for the critical loads while applying a load shedding 
scheme to optimize the energy transactions. The neuro-fuzzy based DSM 
model is designed to decide the type and amount of the load to be 
curtailed without compromising the relative importance of essential 
loads. Sliding time window based load shifting DSM algorithm is pro
posed in [23] for optimal dispatch of biomass energy based CHP. The 
impact of seasonal variation of solar irradiance and heating load on DSM 
is also noticed and the results state that the system performance in
creases with employing greater flexibility of dispatchable loads. One of 
the challenges faced by the MG operator is to procure the energy from 
the upstream distribution network with variable day-ahead market 
prices by providing an optimal bidding curve. With this regard, an in
formation gap decision theory based bidding strategy is proposed in [24] 
considering market induced uncertainties. This model provides both 
risk-averse and risk-taking decision-making functions in the presence of 
DR programs. 

In most of the recently published works [33,34], the focus of the 
microgrid EMS problem is confined to either a deterministic or proba
bilistic approach of solving the MG optimal scheduling to minimize the 
operation costs. The incorporation of DSM strategies with EMS is studied 
in limited works [35]. The utility induced DSM strategies can be 
implemented in the interest of investigating the impact of flexible load 
shaping on MG operating costs. Considering the DSM programs in the 
MG EMS problem can influence the energy consumption pattern and 
provides effective control of non-critical loads. This paper considers 
various DSM participation levels of residential loads to enhance the MG 
operating costs and power trading costs with the utility. Due to the 
volatile nature of renewable energy sources (RES), the scenario-based 
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strategy is applied to address the uncertainty problem. The following 
contributions are made by the authors in this work to solve the day- 
ahead scheduling and energy management problem of the grid- 
connected microgrid.  

• The three-stage scenario-based stochastic framework is proposed for 
the grid-connected microgrid to solve the optimal scheduling 
problem.  

• DG resources such as PV, WT, FC, MT, BESS are integrated into the 
microgrid.  

• Four different scenarios for RES are created with practical data based 
on the stochastic analysis.  

• Utility induced DSM program is incorporated in the problem to 
further reduce the operating costs.  

• The application of quantum-based computational intelligence to 
solve the optimal energy management of MG has not been reported 
in the literature. A detailed comparison of optimized results is shown 
for the cases with and without the participation of DSM by solving 
the EMS problem with the QPSO algorithm. 

The organization of this paper is briefed as follows. Section 2 de
scribes the problem statement along with MG operational constraints. 
The modeling of various DG units and their bid cost evaluation in the MG 
system is discussed in Section 3. Further, the uncertainty of PV and WT is 
addressed by creating scenarios based on stochastic formulation. Section 
4 deals with the proposed three-stage stochastic EMS framework and 
solution methodology based on the QPSO algorithm. The simulation 
results obtained for solving MG EMS and a brief analysis on algorithm 
convergence characteristics and other research outcomes are discussed 
in Section 5. And finally, the relevant conclusion for this work is pro
vided in Section 6. 

2. Problem formulation 

The day-ahead microgrid optimal scheduling problem would 
commence with the detailed representation of cost objective function 
followed by operational constraints of DG units that are interconnected 
to the utility. The main objective considered in this paper is to determine 
the optimal generation set points of DG units for minimizing the total 
cost subjected to demand response. The total costs include the fuel 
consumption of DG sources, unit startup costs, the market price related 
to a power exchange between the MG and grid. The mathematical model 
of this problem is represented as follows [25]. 

2.1. Objective function 

Min F(χ) =
∑T

t=1
TCt

=
∑T

t=1

{
∑NG

i=1

[
ut

iP
t
DGiB

t
DGi + SDGi

⃒
⃒ut

i − ut− 1
i

⃒
⃒
]
+
∑NS

j=1

[
ut

jP
t
ESjB

t
ESj

+ SESj

⃒
⃒
⃒ut

j − ut− 1
j

⃒
⃒
⃒

]
+ pt

utB
t
grid

}

(1)  

χ =
[
Pt

DG1,Pt
DG2,⋯,Pt

NG,Pt
ES1,Pt

ES2,⋯,Pt
NS, pt

ut, u
t
1, ut

2,⋯ut
NG+NS

]
(2)  

where the vector χrefers to key decision variables including active power 
of ith DG unit and jth storage unit with their related ON/OFF states. The 
bids of DG and storage units are denoted as Bt

DGi and Bt
ESj at hour t, pt

ut is 
the active power exchange from/to utility at hour t, and the bid cost of 
utility at hour t is denoted as Bt

grid. 

2.2. Operational constraints 

2.2.1. Power balance 
One of the fundamental constraints of the EMS problem is the active 

power balance constraint to ensure total active power generated by the 
DG units, BESS and utility must satisfy the total load demand. 
∑t

i=1
Pt

DGi +
∑t

j=1
Pt

ESj +Pt
ut =

∑t

l=1
Pt

load (3)  

2.2.2. Active power generation capacity 
The minimum and maximum range of active power generation for all 

DG sources in MG and utility are specified as follows: 
⎧
⎪⎪⎨

⎪⎪⎩

Pt
DGi,min ≤ Pt

DGi ≤ Pt
DGi,max

Pt
ESj,min ≤ Pt

ESj ≤ Pt
ESj,max

Pt
g,min ≤ Pt

ut ≤ Pt
g,max

(4) 

Eq. (4) is verified to ensure none of the DG units, storage devices and 
utility has violated their limits and in case of violation, the power units 
are fixed upon their upper/lower limits. To enforce the power balance 
constraint, Pt

ut is considered as a dependent variable and the new vari
able Pt

g,lim is added. 

Pt
g,lim =

⎧
⎪⎪⎨

⎪⎪⎩

Pt
g,maxif Pt

ut > Pt
g,max

Pt
g,minif Pt

ut > Pt
g,min

Pt
utif Pt

g,min ≤ Pt
ut ≤ Pt

g,max

(5) 

The quadratic penalty factor term λpen is included with the objective 
function to handle the inequality constraints to decline the unfeasible 
solutions [26]. 

Min F(χ) =
∑T

t=1
TCt + λpen

(
Pt

ut − Pt
g,lim

)2
(6)  

2.2.3. Energy storage limits 
Eqs. (7) and (8) represents the state of charge and the restriction 

imposed on the rate of charging/discharging of the battery storage unit. 

WES,t = WES,t− 1 + ηchPchΔt −
1

ηdch
PdchΔt (7)  

{
WES,min ≤ WES,t ≤ WES,max

Pch,t ≤ Pch,max;Pdch,t ≤ Pdch,max
(8)  

where WES,t and WES,t− 1 are the amount of energy stored at time interval 
t and t − 1, respectively. Pch(Pdch) and ηch(ηdch) are permitted rate of 
charge (discharge) and efficiency of the storage device during the charge 
(discharge) at a definite time Δt. WES,min(WES,max) and Pch,max(Pdch,max) 
are the minimum (maximum) limits of energy storage and upper limit of 
charge (discharge) rate of energy storage.

2.3. Demand side management approach 

The DSM strategies play a significant role in improving the eco
nomics of distribution network operators by modifying consumers’ load 
profile. DSM programs are classified as customer induced and utility 
induced schemes. The flexible load shaping is the most preferable 
strategy among utility induced DSM to fully exploit the time indepen
dence of controllable loads [29,30]. The central DSM controller receives 
the load forecast data and evaluates the necessary actions for obtaining 
the desired load profile. During the hourly dispatch, the customer par
ticipates in the DSM program and receives scheduling signals through a 
two-way communication [31]. Thus, the flexible load shaping DSM 
strategy is incorporated as an integral objective of the day-ahead energy 
management problem to reduce system peak and overall operating cost. 
The purpose of implementing the DSM technique is to modify the 
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targeted load consumption profile close to the desired load profile as 
formulated below [29]. 

min F =
∑T

t=1
(ε(t) − δ(t) )2 (9)  

ε(t) = ℱ(t)+C(t) − Ã◦(t) (10)  

where ε(t) is the targeted load given as an input to the DSM controller 
and δ(t) is the desired load profile at time interval t. ℱ(t), C(t), and Ã◦(t)
is the forecasted load, connected load, and disconnected loads at time 
interval t respectively. 

C(t) =
∑t− 1

i=1

∑N

ι=1
ℵιit⋅P1ι +

∑k− 1

j=1

∑t− 1

i=1

∑N

ι=1
ℵιi(t− 1)⋅P(1+j)ι (11) 

The connected load is based on increment in load from time slot i to t 
by shifting ℵ number of l type controllable loads. P1ι and P(1+j)ι is the 
active power consumed by l type devices at 1 and (1+j) time steps, 
respectively. k is defined as a total time duration of load consumption for 
l type device. 

Ã◦(t) =
∑t+m

q=t+1

∑N

ι=1
ℵιtq⋅P1ι +

∑k− 1

j=1

∑t+m

q=t+1

∑N

ι=1
ℵι(t− 1)q⋅P(1+j)ι (12) 

The disconnected load is based on decrement in ℵloads that are 
delayed from time slot t to q which are originally supposed to be 
consumed at time step t. Here m denotes the maximum allowable delay. 
The other constraints included for successful implementation of the DSM 
program are given as follows. 

∑T

t=1
ℵιit ≤ ℵ(i) (13)  

P(1+j)ι = 0, ∀(1 + j)ι > TD (14)  

ℵιit = 0, ∀i > t; (t − i) > m (15) 

Eq. (13) represents that the number of l type devices must not exceed 
the number of controllable devices. TD is the total time duration for load 
consumption of l type devices and the delayed characteristic of the DSM 
approach is shown in equation (15). 

3. Modelling of DG units in microgrid 

A typical low voltage grid-connected microgrid considered for 
evaluation of the proposed framework is shown in Fig. 2. The power 
exchange between MG and utility will be monitored and controlled by a 
microgrid central controller (MGCC). The key function of MGCC is to 
assign power references to the local controllers to satisfy power balance 
constraints for the scheduled period T. The micro-source controller (MC) 
and load controller (LC) must fulfill the power requirement by absorbing 
(supplying) the excess (deficit) energy supported by storage devices 
against the forecasting uncertainties. The system includes various DG 
units such as PV, WT, FC, MT, and energy storage devices. 

3.1. Solar PV model 

The PV system power output is subjected to vary with metrological 
parameters like solar irradiance Is and ambient temperature Ta in the 
location and module characteristics. The estimation of power output Ppv 

from the PV module is given as follows [26]. 

Ppv = PSTC
Is

1000
(1 + α(Tc − 25)) (16)  

where PSTC is the maximum power (W) extracted from the module, Is is 
the solar irradiance (W/m2), Tc is the module temperature (◦C), and α is 
the temperature coefficient (0C-1) for power from the PV module. 

The PV module temperature for any given location can be estimated 
as a function of Is and Ta based on the nominal value of the cell tem
perature TN (0C). 

Tc = Ta +
Is

800
⋅(TN − 20) (17) 

The hourly solar irradiance usually follows a Beta PDF fpv(ζ) as 
presented in (18). The shaping parameters of this function α, β are 
evaluated in (19) and (20) using mean (μ) and standard deviation (σ) of 
the random variable ζ,which represents the solar irradiance. 

fpv(ζ) =

⎧
⎪⎨

⎪⎩

Γ(α + β)
Γ(α)Γ(β) ζα− 1(1 − ζ)β− 1

0 otherwise
(18)  

AC
DC

MC

AC
DC

AC
DC

AC
AC

LC

LC
LC

MC

MC

LC

LC

MC
MGCC

LV

BESS

FC

WT

PV

MT

MV

MC
MGCC  : Microgrid Central Controller
MC       : Micro source Controller
LC        : Load Controller
MV       : Medium Voltage
LV        : Low Voltage

Fig. 2. Typical LV Microgrid System.  
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β = (1 − μ) ×
(

μ(1 + μ)
σ2 − 1

)

(19)  

α =
μ × β
1 − μ (20) 

The probability of a discrete state with irradiance limits ζ1, ζ2 for 
solar uncertainty modeling is estimated in (21) during any specific time. 

ρ(ζ) =
∫ ζ2

ζ1

fpv(ζ)⋅dζ (21)  

3.2. Wind uncertainty model 

The power generated from the WT primarily depends on the inter
mittent nature of wind. The Weibull distribution is widely adopted to 
signify the timely variations of wind speed [26]. The Weibull probability 
distribution function is given as: 

fv(v) =

⎧
⎪⎨

⎪⎩

β
γ
×
(v

γ

)β− 1
× e

−

(
v
γ

)β

v ≥ 0

0 otherwise

(22) 

The real power generated from WT based on the simulated wind 
velocity is represented as follows. 

PWT =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 0 ≤ v ≤ vci or v ≥ vco

v2 − v2
ci

v2
r − v2

ci
× Pr vci ≤ v ≤ vr

Pr vr ≤ v ≤ vco

(23)  

where Pr is the rated wind power considered as 15 kW in the system with 
rated velocity vr of 7 m/s. The cut-in speed vci and cut-out speed vcoof the 
wind turbine are taken as 3 m/s and 10 m/s, respectively. The wind 
speed vs obtained power characteristics curve is shown in Fig. 3. 

3.3. Distributed generation bids calculation 

The cost function estimation of DG units is calculated as represented 
in [26] and the cost values are taken from [25]. By considering the 
depreciation cost (DC) and production cost (PC) of PV, WT, and energy 
storage devices, the DG bids are given as follows. 
⎧
⎪⎪⎨

⎪⎪⎩

BDG =
DC
PC

PDG

DC =
r(1 + r)n

(1 + r)n
− 1

IC
(24) 

Here, the interest rate is considered as r and IC is the installation cost 

of DG units. Similarly, the bids for MT and FC are calculated as follows. 
⎧
⎪⎪⎨

⎪⎪⎩

BDG = Cfuel
PDG

ηDG
+ Cinv

Cinv = DC
PDGnom

PC

(25) 

Cfuel is the cost of the fuel (€/kWh) required to supply the MT and FC, 
ηDG is the efficiency of MT and FC, and Cinv is the annual investment cost 
for depreciation cost DC, production cost PC, and nominal DG power 
PDGnom. The DG bid price information and power limitations are given in 
Table 1. 

3.4. Scenario creation for uncertainty models 

Stochastic programming is widely applied to address the uncertainty 
problem of variables like solar PV and WT power output. The scenario- 
based method is applied in this paper to model the stochastic behavior of 
variables related to solar PV irradiance and wind speed. The un
certainties in solar PV and WT power output are modeled as [32]: 

Ppv,t,s = Pf
pv,t +ΔPpv,t,s; t = 1,⋯,NT ; s = 1,⋯,Ns (26)  

Pwt,t,s = Pf
wt,t +ΔPwt,t,s; t = 1,⋯,NT ; s = 1,⋯,Ns (27)  

where Pf
pv,t ,P

f
wt,t ,ΔPpv,t,s, and ΔPwt,t,s are forecasted output power of PV, 

WT, with their forecast errors respectively. NTand Ns are time interval 
quantities and scenario quantities are chosen for the uncertainty model. 
Most of the previous studies [25,26], have considered the PV and WT 

Fig. 3. Wind power characteristics.  

Table 1 
Power limits and bid prices of DG units [25].  

DG Type Pmin
DG (kW) Pmax

DG (kW) Bid (€/kWh) SUC/SDC (€) 

MT 6 30 0.457 0.96 
FC 3 30 0.294 1.65 
PV 0 25 2.584 – 
WT 0 15 1.073 – 
Battery − 30 30 0.38 – 
Utility − 30 30 – –  

Fig. 4. (a) Solar Irradiance (b) Solar Power Output.  
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power output prediction based on a single season and evaluated the 
results without extending the data to other seasons. However, the au
thors in this article have considered four distinct seasonal profiles and 
predicted PV, WT generation based on practical solar irradiation and 
wind speed. The scenario creation for solar irradiance, wind speed, and 
power output for PV and WT are shown in Figs. 4 and 5. 

4. Methodology 

This section deals with the formulation of the generalized framework 
to solve the MG EMS problem subjected to utility indued DSM with 
various levels of participation. The details of the QPSO algorithm and its 
pseudo code to optimize the EMS problem are also presented. 

4.1. Three stage stochastic framework for solving MG EMS 

Fig. 6 illustrates the proposed three-stage framework to solve the 
day-ahead scheduling and EMS of grid-connected MG with three distinct 
features. The uncertainty models of PV and WT are addressed by using a 
stochastic based scenario generation and reduction technique. The first 
stage of this framework is the scenario generation module, where a 
random variable with a range of (0, 1) is assigned to evaluate PV and WT 
power output based on the probability distribution function by consid
ering the forecast error. The best possible scenarios generated in this 
module are given as input to the second feature of the framework along 
with MG system operational parameters, constraints, load forecast, and 
DG bid prices. 

The second and third stages further implement two strategies: with 
and without considering DSM participation levels. The LC unit in the MG 
network will provide the modified load profiles based on the inputs 
obtained from DSM participation levels. The first strategy solves the 
EMS problem with the help of the QPSO optimizer without considering 
the DSM program. The impact of DSM on MG operating costs are studied 
in the second strategy with various participation levels. Finally, the 
output of LC by adjusting the non-critical loads is fed to an optimization 
algorithm with a focus on calculating generation set points and esti
mation of power exchange between utility, energy storage, and MG. The 
proposed EMS framework will assist the MG operator for critical deci
sion making and obtain robust solution under PV and WT uncertainties. 
Further, the customers participating in the DSM program will also get 
economic benefits. 

4.2. Quantum particle swarm optimization 

Particle swarm optimization (PSO) is one of the popular swarm in
telligence based-algorithms which is successfully applied to solve 
fundamental and critical power system problems like economic dispatch 
and optimal power flow [27]. Inspired by the theory of quantum me
chanics and dynamical analysis of particles, quantum particle swarm 
optimization (QPSO) was introduced by Sun et al., in [28]. The canon
ical PSO has a certain limitation when the minor number of particles that 
fail to converge toward global best, gets discarded by the swarm in the 
process of particle distribution for succeeding iteration. This will 
certainly affect the algorithm’s global search ability and hence, the 
concept of mean best is introduced in QPSO to include the lagged par
ticles back in the swarm. Moreover, the QPSO does not require to model 
the velocity vector of particles and has very few parameters to adjust 
compared to canonical PSO. The microgrid cost model considered in this 
paper is formulated as a non-linear optimization problem with multiple 
constraints. The QPSO algorithm is well suited to solve such non-linear 
problems including non-smooth and non-convex optimization models 
effectively. Compared to the canonical PSO, the quantum version has 
specific features like better stability, accuracy, reliability, with less 
computational time. 

Fig. 5. (a) Wind Speed (b) Wind Power Output.  
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Start
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Fig. 6. Proposed framework for MG EMS.  
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The state of a particle in QPSO is represented with a wave function 
ψ(x, t). The probability of the particle appearing at position x in time t 
can be determined by the probability density function |ψ(x, t) |2. The 
particle position in each iteration is updated as per (28) and (29). 

xi,j(t+ 1) = pi,j(t) ± ξ⋅
⃒
⃒mbesti,j(t) − xi,j(t)

⃒
⃒⋅ln

1
u

(28)  

pi,j(t) =
(
φ.pi,j(t)+ (1 − φ)Gj(t)

)
, (1 ≤ i ≤ N, 1 ≤ j ≤ M) (29)  

φ =
c1r1

c1r1 + c2r2
(30) 

Each particle out of N particles having a dimension D converges to its 
local attractor p = (p1, p2, p3,⋯, pD) in M iterations. Here, pi,j and Gj 

denotes the personal best and global best position of ithparticle in 
jthiteration; c1, c2 are the acceleration coefficients; r1, r2, andu are the 
normally distributed random numbers within [0, 1]. The mean of the 
personal best positions mbesti,j(t) is essential to update the lagged par
ticles into the population for every new iteration. In the context of 
quantum mechanics, the parameter ξ is referred to as con
traction–expansion coefficient which is defined as ξ =

1 − (1.0 − 0.5)k/M, where k being the current iteration count. 

mbesti,j(t) =
1
N

∑N,M

i=0,j=1
pi,j(t) =

(
1
N

∑N

i=0
pi,1(t),

1
N

∑N

i=0
pi,2(t),⋯,

1
N

∑N

i=0
pi,D(t)

)

(31) 

The pseudo-code of the QPSO shown in Fig. 7 explains the iterative 
process in simple steps. First, the system parameters for MG are initiated 
according to the framework. The initial population of 50 is generated to 
evaluate the decision variables within the solution search space. Then, 
the fitness value of each solution is calculated to define personal best and 
global best for a maximum of 200 iterations. The contraction–expansion 
coefficient is carefully tuned to avoid premature convergence. The mean 
best defined during each iteration helps the algorithm to improve the 
population diversity. The positive sign is assigned to (28) if the 
randomly created number is less than 0.5 and vice-versa. The stopping 
criteria for termination of the algorithm are based on convergence and 
the maximum number of iterations. Finally, the personal best and global 
best values updated in the converged solution gives the optimal set 

values of power references for DG units along with the cost calculated 
for 24 h. 

5. Simulation results and discussion 

5.1. Simulation evaluation criteria 

This section deals with the implementation of the proposed three- 
stage stochastic framework to analyze the effect of the DSM program 
on the aforementioned problem on a typical microgrid shown in Fig. 2. 
The proposed QPSO algorithm was implemented in MATLAB R2020a 
software with a system configuration of 2.20 GHz, 8.0 GB RAM for 20 
trial runs. The population size and iteration count of QPSO are consid
ered as 50 and 200, respectively. To prove the efficacy of the algorithm, 
QPSO is compared with the popular state of the art algorithms like 
Differential Evolution (DE), Real-Coded Genetic Algorithm (RCGA), and 
the standard counterpart of QPSO, i.e., Particle Swarm Optimization 
(PSO). The algorithm-specific parameters for DE are taken as a crossover 
probability of 0.7, scaling factor of 0.5. For RCGA, the distribution index 
for both crossover and mutation is considered as 4 and their respective 
probabilities are taken as 0.8 and 0.2. The cognitive and social attributes 
of PSO are taken as 2 and 2, respectively with a maximum inertia weight 
of 0.89 and the minimum inertia weight of 0.41. Similar to QPSO, the 
population size and iteration count of DE, RCGA and PSO is considered 
as 50 and 200, respectively. Five case studies were developed to evaluate 
the proposed framework and a brief discussion of each case study is 
presented below. 

Case study 1, which is also considered as the base case in this paper 
deals with the EMS problem with an objective of minimizing total 
operating costs by employing a QPSO optimizer. In this base case, the 
impact of power exchange between utility and DG units without 
implementing the DSM program is examined in terms of operating cost. 
The residential load in the MG network comprises several controllable 
loads for flexible load shaping and they can be easily managed when 
compared to other types of loads. With this regard, the DSM program 
was implemented to residential loads only [31]. In the interest of 
observing the impact of the DSM program on MG operating costs, the 
objective function F(χ) is incorporated with a participation level of 5% 
DSM in case study 2. The remaining case studies 3, 4, and 5 are an 

Fig. 7. Pseudo code for QPSO algorithm for solving MG EMS.  
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extension of case 2 with 10%, 15%, and 20% DSM participation levels, 
respectively. The corresponding simulation results with all four sce
narios including the computational time are tabulated in Table 2 for the 
base case. 

The model considered in this paper contains four scenarios for solar 
PV and WT power generation. As already discussed in Section 3.3, the 
calculation of bid costs for all DG units with maximum and minimum 
power constraints is decided prior to the implementation of the pro
posed framework. Fig. 8 depicts the utility market price and forecasted 
load data [25] for day-ahead scheduling. The final decision over the 
power trading between the MG and utility is taken by MGCC at each 
hour. The objective function for the EMS problem is incorporated with 
the DSM program with different participation levels of forecasted load. 
The effect of DSM on reducing the total operating cost of MG under 
created real-time scenarios is evaluated for all participation levels in a 
24-hour time interval. 

Four assumptions have been considered for the simulation studies: 
(1) All the loads in the network are electrical and no heating load is 
considered. (2) Maximum power is extracted from renewable sources 
during each time interval to exploit the benefits to the MG operator in all 
scenarios. (3) The power output at the point of common coupling in the 
MG network is at unity power factor. (4) The dynamics of the loads in 
grid-connected microgrid are not considered. However, the flexible load 
shaping strategy of controllable loads is investigated. Based on these 
assumptions, five case studies are designed to evaluate the proposed 
framework. The optimal generation set points along with the hourly 
operating cost of the MG network evaluated for the designed case studies 
are presented below. 

5.2. Simulation results for test cases 

5.2.1. Case 1: Base case without DSM implementation 
Fig. 9 represents the optimal dispatch of DG sources evaluated for 

chosen scenarios without considering the DSM. As the penetration of PV 
and WT increases in each scenario, the MG utilizes the renewable 
sources to the maximum possible extent. During the off-peak demand 
from 1 to 8 h, the battery gets charged as the utility market price is low. 

Table 2 
Microgrid operating costs in €ct for the base case.  

Algorithm Scenario 
1 

Scenario 
2 

Scenario 
3 

Scenario 
4 

Computational 
Time (s) 

DE 281.89 334.03 379.84 416.21 41.84 
RCGA 255.54 298.51 374.62 412.18 38.29 
PSO 229.79 267.10 350.13 392.14 37.45 
QPSO 229.81 267.65 350.16 392.16 22.29  

Fig. 8. Utility market price and Load demand.  

Fig. 9. Simulation results of Case 1 with (a) Scenario 1 (b) Scenario 2 (c) Scenario 3 (d) Scenario 4.  
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In Fig. 9(a), it is observed that the WT contributes to MG during peak 
demand from 21 to 22 h, increasing the energy export to the utility in the 
first scenario. This results in an overall reduction in operating costs for 
scenario 1 compared to other scenarios. In all scenarios, the power 
export to utility is restricted to a minimum value during the peak 

demand between 17 and 22 h, to exploit maximum benefit from the 
battery. The operating cost of generating units in MG is obtained as 
229.81, 267.65, 350.16, 392.16 €ct/kWh for four scenarios, respec
tively. It is evident that the contribution of renewable power output 
gradually increases from each scenario resulting in an increment of total 

Fig. 10. Simulation results of Case 2 with (a) Scenario 1 (b) Scenario 2 (c) Scenario 3 (d) Scenario 4.  

Fig. 11. Simulation results of Case 3 with (a) Scenario 1 (b) Scenario 2 (c) Scenario 3 (d) Scenario 4.  
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operating cost due to high bid prices of PV and WT among other DG 
units. 

5.2.2. Case 2: Implementation of DSM with 5% load participation 
The effect of the implementation of DSM on MG EMS with a 

participation level of 5% is studied in Case 2. Fig. 10 represents the best 

power dispatch solution using the QPSO algorithm for all scenarios and 
it is evident that the overall operating cost got reduced when compared 
to Case 1. When the utility market price is low, the battery is scheduled 
for charging during 0–6 and 23–24 h, respectively. The stored energy of 
the battery is consumed during peak hours to supply the load and 
exporting the rest of the energy to the utility. Further, it is also observed 

Fig. 12. Simulation results of Case 4 with (a) Scenario 1 (b) Scenario 2 (c) Scenario 3 (d) Scenario 4.  

Fig. 13. Simulation results of Case 5 with (a) Scenario 1 (b) Scenario 2 (c) Scenario 3 (d) Scenario 4.  
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that the maximum energy is exported to the utility as the renewable 
penetration is more in scenario 4 as shown in Fig. 10(d) compare to 
Fig. 10(d). The operating costs evaluated for this case are 188.07, 
227.65, 330.35, and 374.17 €ct for all four scenarios, respectively. The 
percentage reduction in terms of cost for Case 1 and Case 2 is 18.16%, 
14.13%, 5.65%, and 4.58%. 

5.2.3. Case 3: Implementation of DSM with 10% load participation 
The stochastic EMS incorporated with DSM of 10% participation 

level from residential loads is shown in Fig. 11. From the obtained re
sults, one can notice that the FC is utilized to the maximum limit of 30 
kW due to it’s lowest bid price among other DG units. On other hand, the 
MT power consumption is restricted to its minimum limit of 3 kW during 
the first 8 h, 18–20 and 23–24 h, respectively since it has a higher bid 
compared to utility market price. The overall usage of MT is further 
optimized in Case 3 when compared to Case 1 in hours 11–13 when the 
generation from renewables is higher especially in scenario 4. The 
operating costs evaluated in Case 3 are 163.20, 201.92, 314.46, and 
358.31 €ct for all scenarios, respectively. With the implementation of 
10% DSM, the percentage reduction in terms of cost is 28.98%, 24.55%, 
10.19%, and 8.63% when compared to Case 1. 

5.2.4. Case 4: Implementation of DSM with 15% load participation 
Fig. 12 shows the optimal solution of the power dispatch with 

consideration of 15% DSM participation level. The results obtained in 
Case 4 shows that the scheduled power from all DG units are optimized 
to an extent that the MG will reduce importing power from the utility 
during peak demand hours and overall export energy is further 
increased when compared to previous cases. The objective function 
values evaluated in Case 4 are 144.23, 180.03, 299.27, and 342.77 €ct 
for all scenarios, respectively. The operating costs are further reduced to 
37.23%, 32.73%, 14.53%, and 12.59% compared to the case when DSM 
participation is not considered. 

5.2.5. Case 5: Implementation of DSM with 20% load participation 
It can be concluded that the overall MG operational cost is obtained 

lowest in Case 5 with a DSM participation level of 20% compared to all 
previous cases. With higher residential load participation levels of DSM, 
the operating cost value is further optimized against without DSM. From 
Fig. 13, it is observed that the MG operator can export more power to the 
utility during peak hours by extracting maximum energy from renew
ables in Case 5 when compared to all previous cases. The best results 
obtained in Case 5 are 129.12, 161.38, 284.64, 328.86 €ct for all sce
narios, respectively. The percentage reduction of operating costs with 
20% DSM participation is 43.81%, 39.70%, 18.71%, 16.14%. Finally, 
when compared to all simulation results that are evaluated in this work, 
the optimized result is obtained for scenario 1 of Case 5 with the lowest 
operating cost of 129.12 €ct. 

The performance of QPSO optimizer in terms of convergence char
acteristics is shown in Fig. 14. According to the obtained result, there is a 
considerable amount of reduction in the MG operating cost as the DSM 
participation level increases. The objective function converges to the 
optimal value in very few iterations in all scenarios. The comparison of 
simulation results without and with DSM participation levels is shown in 
Table 3. 

DSM program implementation provides the flexible load pattern to 
match with the generation profile, through shifting controllable loads 
towards the intervals with off-peak hours. As per the obtained results, 
the daily cost savings for the MG operator are 41.74, 66.61, 85.58, and 

Fig. 14. Convergence characteristics of QPSO algorithm for (a) Scenario 1 (b) Scenario 2 (c) Scenario 3 (d) Scenario 4.  

Table 3 
Microgrid operating costs in €ct with different DSM participation levels.   

Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Case 1 229.81 267.65 350.16 392.16 
Case 2 188.07 227.65 330.35 374.17 
Case 3 163.20 201.92 314.46 358.31 
Case 4 144.23 180.03 299.27 342.77 
Case 5 129.12 161.38 284.64 328.86  
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100.69 €ct, respectively for different DSM participation levels in the first 
scenario as shown in Table 4. The daily cost savings in terms of per
centage for all scenarios is shown in Fig. 15. A brief comparative analysis 
of hourly optimal scheduling of MG system with and without the 
implementation of DSM program is conducted and is given in Table 5. 
From this analysis, we can conclude that the MG operator can reduce the 
daily operating cost and also, could be able to achieve higher financial 
savings throughout the year. 

6. Conclusion 

In this paper, a new microgrid operation and energy management 
problem subjected to utility induced demand-side management program 
is solved. The novel three-stage scenario-based framework is proposed 
to address the uncertainties involved with renewable sources while 
solving the optimal scheduling problem with demand-side management 
over a 24-hour horizon. A stochastic model for solar photovoltaic and 
wind turbine systems operating in a grid-connected microgrid with four 
scenarios is created. To investigate the impact of demand-side man
agement on the microgrid, four residential load participation levels of 
5%, 10%, 15%, and 20% were evaluated, and results are analyzed with 
all scenarios. The obtained simulation results prove the efficacy of the 
Quantum Particle Swarm optimization approach to yield techno- 
economic benefits for both utility and microgrid operators. Among all 
the case studies considered in this work, the best optimization result is 
obtained with a higher demand-side management participation level of 
20%. The overall cost reduction of 43.81%, 39.70%, 18.71%, and 
16.14% is achieved for all four scenarios, respectively when compared 

Table 4 
. Daily cost savings of MG operator with different DSM participation levels.   

Scenario 1 Scenario 2 Scenario 3 Scenario 4 

5% DSM 41.74 40 19.81 17.99 
10% DSM 66.61 65.73 35.7 33.85 
15% DSM 85.58 87.62 50.89 49.39 
20% DSM 100.69 106.27 65.52 63.3  

Fig. 15. Cost savings with different DSM participation levels.  

Table 5 
. Comparison of optimal solution with and without DSM participation.  
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to the case without demand-side management participation. The ap
plications of the proposed framework are threefold: The flexible load 
shaping of non-critical loads in the system improves the load factor and 
helps the microgrid operator to manage the peak loads effectively. Since 
energy management is a continuous monitoring process, a significant 
restriction of peak demand reduces the investment in transmission and 
distribution corridors. The implementation of demand-side manage
ment also helps the energy managers of the utility companies to collect 
and analyze the load participation profiles to develop new energy pol
icies and to provide operational flexibility to the grid. Finally, the suc
cessful implementation of such a strategy boost the publicly owned 
utilities in the developing nations, which creates real-time energy 
trading opportunities. 

CRediT authorship contribution statement 

R. Seshu Kumar: Conceptualization, Methodology, Software, Visu
alization, Investigation, Writing - original draft. L. Phani Raghav: Data 
curation, Software, Validation. D. Koteswara Raju: Project adminis
tration, Supervision, Resources, Writing - review & editing. Arvind R. 
Singh: Supervision, Writing - review & editing. 

Declaration of Competing Interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper. 

References 

[1] Katiraei F, Iravani R, Hatziargyriou N, Dimeas A. Microgrids management. IEEE 
Power Energy Mag 2008;6(3):54–65. https://doi.org/10.1109/MPE.2008.918702. 

[2] Meng L, Sanseverino ER, Luna A, Dragicevic T, Vasquez JC, Guerrero JM. 
Microgrid supervisory controllers and energy management systems: A literature 
review. Renew Sustain Energy Rev 2016;60:1263–73. https://doi.org/10.1016/j. 
rser.2016.03.003. 

[3] Jiang Q, Xue M, Geng G. Energy management of microgrid in grid-connected and 
stand-alone modes. IEEE Trans Power Syst 2013;28(3):3380–9. https://doi.org/ 
10.1109/TPWRS.2013.2244104. 

[4] Papari B, Edrington CS, Bhattacharya I, Radman G. Effective energy management 
of hybrid AC–DC microgrids with storage devices. IEEE Trans Smart Grid 2019;10 
(1):193–203. https://doi.org/10.1109/TSG.2017.2736789. 

[5] Kim HJ, Kim MK, Lee JW. A two-stage stochastic p-robust optimal energy trading 
management in microgrid operation considering uncertainty with hybrid demand 
response. Int J Electr Power Energy Syst 2021;124. https://doi.org/10.1016/j. 
ijepes.2020.106422. 

[6] Poolla C, Ishihara AK, Milito R. Designing near-optimal policies for energy 
management in a stochastic environment. Appl Energy 2019;242:1725–37. 
https://doi.org/10.1016/j.apenergy.2019.01.228. 

[7] Elattar EE, ElSayed SK. Probabilistic energy management with emission of 
renewable micro-grids including storage devices based on efficient salp swarm 
algorithm. Renewable Energy 2020;153:23–35. https://doi.org/10.1016/j. 
renene.2020.01.144. 

[8] Luo Liang, Abdulkareem Sarkew S, Rezvani Alireza, Miveh Mohammad Reza, 
Samad Sarminah, Aljojo Nahla, Pazhoohesh Mehdi. Optimal scheduling of a 
renewable based microgrid considering photovoltaic system and battery energy 
storage under uncertainty. J Energy Storage 2020;28. https://doi.org/10.1016/j. 
est.2020.101306. 
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