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• The deep transfer learning model is used 
to classify COVID-19 infected patients by 
considering their chest CT images.

• The cost-sensitive top-2 smooth loss func-
tion is also utilized to enhance the results 
further.

• The deep transfer learning model is trained 
on a benchmark open dataset of chest CT 
images.
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The COVID-19 infection is increasing at a rapid rate, with the availability of limited number of testing 
kits. Therefore, the development of COVID-19 testing kits is still an open area of research. Recently, many 
studies have shown that chest Computed Tomography (CT) images can be used for COVID-19 testing, as 
chest CT images show a bilateral change in COVID-19 infected patients. However, the classification of 
COVID-19 patients from chest CT images is not an easy task as predicting the bilateral change is defined 
as an ill-posed problem. Therefore, in this paper, a deep transfer learning technique is used to classify 
COVID-19 infected patients. Additionally, a top-2 smooth loss function with cost-sensitive attributes is 
also utilized to handle noisy and imbalanced COVID-19 dataset kind of problems. Experimental results 
reveal that the proposed deep transfer learning-based COVID-19 classification model provides efficient 
results as compared to the other supervised learning models.

© 2020 Published by Elsevier Masson SAS on behalf of AGBM.
1. Introduction

The first case of novel coronavirus disease (COVID-19) was re-
ported in Wuhan, China at the end of 2019. Thereafter, it turned 
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out to be a COVID-19 outbreak in the entire world. The main ob-
jective of this paper is to automatically classify COVID-19 infected 
persons from their chest CT images [1]. Chest CT images can be 
used to classify COVID-19 patients and can be used for COVID-19 
testing. As all hospitals have CT imaging machines, thus, CT based 
COVID-19 classification can be implemented to test COVID-19 in-
fected patients at a good speed. However, it requires an expert doc-
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Fig. 1. Chest CT image of COVID-19 infected patient: (a) When the patient come for checkup and (b) to (d) Chest CT images taken on day 2, 3, 4, and 5, respectively.
tor and additional time to predict COVID-19 infected patients from 
chest CT images. Thus, supervised learning models can be used for 
COVID-19 patients classification from their respective chest CT im-
ages [2].

Fig. 1 shows the changes in chest CT of COVID-19 affected pa-
tients within six days. Initially, there is no change in the chest 
CT image and its normal behavior. But as infection increases day 
by day, it is shown that the bilateral changes take place. For an 
increase in the number of days, chest CT images show the progres-
sion of pneumonia with mixed ground-glass opacities and linear 
opacities in the subpleural area.

COVID-19 is a challenging and serious worldwide issue. There 
exist several open online databases of chest CT and chest X-ray 
datasets. These datasets can be utilized for building classification 
models. Due to the high amount of pandemics dataset, it becomes 
more challenging of a selection of appropriate datasets for build-
ing the classification models. Therefore, in this paper, the COVID-
19 dataset of chest CT images is selected as these images show 
bilateral change if the given patient is infected from COVID-19 in-
fection.

As already discussed, the chest CT images may be used to diag-
nose COVID-19 infection. The chest CT images have high specificity 
and low sensitivity for classifying the COVID-19 related lung opac-
ities [3]. However, the main objective is to understand the diag-
nostic accuracy and limitations of chest CT images in COVID-19 to 
improve the quality of patient management by ensuring an appro-
priate balance between the practicality of chest CT images versus 
better diagnostic performance of CT scans [3].

In this paper, a COVID-19 classification model is implemented. 
The main novelty of this paper is:

1. The deep transfer learning model is used to classify COVID-19 
infected patients by considering their chest CT images.

2. The cost-sensitive top-2 smooth loss function is also utilized 
to enhance the results further.

3. The deep transfer learning model is trained on a benchmark 
open dataset of chest CT images.

4. Comparisons are also drawn by considering some well-known 
supervised learning models.

The remaining paper is organized as Sec. 2 discusses the var-
ious supervised learning techniques which can be used to clas-
sify the COVID-19 infected patients. The proposed deep transfer 
learning-based COVID-19 infected model is discussed in Sec. 3. Ex-
perimental results are depicted in Sec. 4. Conclusions are presented 
in Sec. 5.

2. Related work

With the advancement in medical image processing techniques, 
the development of intelligent prediction and diagnosis tools in-
creased at a rapid rate [4]. Machine learning techniques are widely 
accepted as a prominent tool to improve the prediction and diag-
nosis of many diseases [5,6]. However, efficient feature extraction 
techniques are required to obtain better machine learning models. 
Therefore, deep learning models are widely accepted in medical 
imaging systems because they can extract features automatically 
or by using some pre-trained networks such as ResNet [7].

Li et al. used the conventional neural network to classify the 
COVID-19 infected patients form chest CT images. Nardelli et al. 
[8] used 3-D CNN to classify the pulmonary artery–vein from chest 
CT images. Shin et al. [9] used deep CNN to classify the interstitial 
lung disease in CT images. Xie et al. [10] classified the benign-
malignant lung nodule using knowledge-based collaborative deep 
learning on chest CT. It achieves higher accuracy for lung nodule 
classification.

Hagerty et al. [11] classified the melanoma dermoscopy im-
ages using deep learning with remarkable accuracy. Gerard et al. 
[12] detected the pulmonary fissure in CT using a supervised dis-
criminative learning framework. Setio et al. [13] used multi-view 
convolutional networks to detect the pulmonary nodules in CT im-
ages. Xia et al. [14] used deep adversarial networks to perform 
segmentation on abdominal CT images. Pezeshk et al. [15] used 
3-D CNN to detect the pulmonary nodules in Chest CT.

Zreik et al. [16] implemented a classification technique using 
recurrent CNN to classify the Coronary Artery Plaque and Stenosis 
in Coronary CT. Li et al. utilized 3D fully CNN to fuse multimodal-
ity information for tumor segmentation in CT. Bhandary et al. [17]
proposed a technique to detect the lung abnormality using deep 
learning framework. Gao et al. [18] used 3D block-based residual 
deep learning network to predict the severity levels of tuberculosis 
in CT pulmonary images.

Singh et al. [19,20] designed particle swarm optimization based 
Adaptive Neuro-Fuzzy Inferences Systems (ANFIS) to improve the 
classification rate. Zeng et al. implemented gated bi-directional 
convolutional neural networks (GCNN) [21]. GCNN can be used to 
classify COVID-19 infected patients.

From the extensive review, it is found that the deep learning 
model may achieve significant results for COVID-19 disease clas-
sification from chest CT images. The deep learning models may 
achieve significant results, but results can be improved further 
by using efficient feature extraction techniques such as variants 
of ResNet [22]. Additionally, hyper-tuning of the deep learning 
models can be achieved using transfer learning. Therefore, the de-
velopment of novel Deep Transfer Learning (DTL) based COVID-19 
infected patient classification model is the main motivation for this 
work.

3. Proposed model

In this paper, deep transfer learning implemented in [23] is 
considered. Fig. 2 shows the diagrammatic flow of the proposed 
model. The major steps of the proposed model is shown in Algo-
rithm 1.
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Fig. 2. Proposed deep transfer learning (DTL) based COVID-19 classification model.

Fig. 3. Architectural requirements of ResNet-50.
Algorithm 1 Deep transfer learning based COVID-19 classification 
[24].
Step 1. Input: Chest CT images dataset with almost equal number of COVID-19 (-) 

and COVID-19 (+) cases.
Step 2. Initially, ResNet-50 network [24] is used to extract the potential of given set 

of chest CT images.
Step 3. Thereafter, transfer learning is used to train the COVID-19 classification 

model.
Step 4. Based upon the optimized hyper-parameters CNN model is trained.
Step 5. Apply k-fold validation model to prevent over-fitting
Step 6. Return the trained COVID-19 classification model.

3.1. Transfer learning with deep residual networks

In this work, a ResNet-50 network is discussed. Fig. 3 shows 
the architectural requirement so ResNet-50. It can extract potential 
features of chest CT images. Transfer learning is used to tune the 
initial parameter of deep layers. The ImageNet pre-trained model 
is popular as a transferred source. Deep Transfer Learning (DTL) 
[23] is used to train the COVID-19 classification model.

3.2. Convolutional neural networks

To classify the patients as COVID-19 (+) or COVID-19 (-), a Con-
volutional Neural Network (CNN) is used. The complete structure 
of the utilized CNN is shown in Table 1 and step by step working 
is depicted in Algorithm 2.

In this paper, Softmax is used as an activation function. The re-
maining parameters are set to be bias initialization = 1.0, normal 
distribution is used as a distribution function, learning rate is set 
to be 0.2, bias learning rate is set to be 0.02, momentum = 0.8, 
gradient normalization threshold [25] is set to be 1.0, loss MCX-
ENT is used as loss function [26,27].

Algorithm 2 Convolutional neural networks.
Step 1. Input: X = (X1, X2, ..., Xn) denote data matrix of n samples, Y =

(Y1, Y2, . . . , Yn)T as their corresponding output labels, the maximum num-
ber of selected attributes k.

Step 2. Initialize: S = {bias}, C = F and Wc = 0.
Step 3. While |S| � k + 1 Do
Step 4. Assign Wc (candidate weights) = 0.
Step 5. Update weight of hidden layers as well as input weight W s .
Step 6. Multiple times drop out to be used and then obtain average G FC .
Step 7. Calculate j = arg maxc∈C ‖G FC ‖q .
Step 8. Update learning rates using AdaDelta [26].
Step 9. Initialize W F j with Xavier initialization [26].

Step 10. Perform S = S ∪ F j and C = C/F j .
Step 11. Return trained model.

Where S states selected set. C defines candidate set. F = S U C . 
W F defines input weights. Elected input weights is evaluated using 
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Table 1
Proposed architecture of convolutional neural network.

Fig. 4. Confusion matrix based performance metrics used for comparative analyses.
S = W s . Wc defines selected candidate weights. G F shows gradi-
ent to W F . G F j define G F to elect single feature such as jth from 
C . S = S U F j and C = C/F j define that S and C need to be up-
dated by aggregation or removal of j, respectively (for more details 
please see [26]).

4. Performance analyses

This section provides comparative analyses of the proposed 
COVID-19 classification model over the existing models. A 10-fold 
cross-validation in all the models is used to prevent overfitting is-
sues. The training and testing ratio of the dataset is set to be 60% 
and 40%, respectively. Out of 60% training data, 10% of data is used 
for validation purposes. The Deep Transfer Learning (DTL) is used 
to build a COVID-19 infected patients classification model. Epochs 
of classification models are set to be 110.

4.1. Chest CT images dataset

In this paper, images are collected from various datasets such 
as from [28] and [2], there are 413 COVID-19 (+) images and 439 
images of normal or pneumonia infected patients images.
4.2. Comparative analyses

Confusion matrix-based performance metrics are used for eval-
uating the significant improvement of the proposed COVID-19 clas-
sification model over the competitive supervised COVID-19 classi-
fication models (see Fig. 4). These metrics include accuracy, sensi-
tivity, specificity, precision, and negative predictive value.

The training and validation analyses of the proposed DTL and 
GCNN models are shown in Fig. 5. It clearly shows that the pro-
posed DTL based COVID-19 classification model achieves good 
training and validation accuracy as compared to the GCNN model.

Table 2 and 3 represent the training and validation based com-
parative analyses between the proposed and existing classification 
models when to the COVID-19 dataset. Accuracy, sensitivity, speci-
ficity, precision, and negative predictive value measures are used 
to compute the significant performance of the proposed COVID-19 
classification model. It is found that the proposed models achieve 
significantly good values as compared to the existing supervised 
models. Also, there is not much difference between the train-
ing and validation analyses, therefore, the COVID-19 classification 
models are trained efficiently. Therefore, the proposed model can 
be more reliable and can be used as an alternative to the various 



JID:IRBM AID:611 /FLA [m5G; v1.285; Prn:25/05/2020; 13:46] P.5 (1-6)

Y. Pathak et al. / IRBM ••• (••••) •••–••• 5

Table 2
Training analyses of the COVID-19 classification models by considering confusion matrix and various performance metrics.

Model TP FP TN FN Precision NPV Sn Sp Acc

ANN 234 36 239 21 0.866667 0.919231 0.917647 0.869091 0.892453
ANFIS 245 25 241 19 0.907407 0.926923 0.92803 0.906015 0.916981
CNN 247 23 235 25 0.914815 0.903846 0.908088 0.910853 0.909434
DTL 256 14 238 22 0.948148 0.915385 0.920863 0.944444 0.932075
Proposed 264 6 246 14 0.977778 0.946154 0.94964 0.97619 0.962264

Table 3
Validation analyses of the COVID-19 classification models by considering confusion matrix and various performance metrics.

Model TP FP TN FN Precision NPV Sn Sp Acc

ANN 223 47 228 32 0.825925926 0.876923077 0.874509804 0.829090909 0.850943396
ANFIS 238 32 229 31 0.881481481 0.880769231 0.884758364 0.877394636 0.881132075
CNN 236 34 227 33 0.874074074 0.873076923 0.877323420 0.869731801 0.873584906
DTL 250 20 231 29 0.925925926 0.888461538 0.896057348 0.920318725 0.907547170
Proposed 257 13 236 24 0.951851852 0.907692308 0.914590747 0.947791165 0.930188679
Fig. 5. Training and validation accuracy analyses of deep transfer learning (DTL) and 
gated bi-directional convolutional neural networks (GCNN) models.

COVID-19 testing kits. Also, since the CT imaging systems are al-
ready established in the hospitals, it can provide results at rapid 
speed.

5. Conclusion

In this paper, a Deep Transfer Learning (DTL) technique is used 
to build a COVID-19 infected patient’s classification model. 10-
fold cross-validation was used to prevent overfitting issues. The 
training and testing ratio of the dataset was set as 60% and 40%, 
respectively. Out of 60% training data, 10% of data was utilized for 
validation purposes. Experimental results have shown that the pro-
posed deep transfer learning-based COVID-19 classification model 
achieves efficient results as compared to the other supervised 
learning models. The proposed model achieves training and test-
ing accuracy up to 96.2264% and 93.0189%, respectively. Therefore, 
the proposed model can be used as an alternative to COVID-19 
testing kits. Further, a novel and lightweight deep learning model 
that can more effectively reduce network attributes can be de-
signed. In this paper, the optimal selection of hyper-parameters is 
not considered, therefore, in near future various algorithms such as 
genetic algorithm [29], non-dominated sorting genetic algorithm-
III [30,31], parallel Strength Pareto Evolutionary Algorithm-II [32], 
memetic differential evolution, [33], etc., can be used to tune the 
hyper-parameters of the proposed model.
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