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Internet of Things (IoT) is a network paradigm in which physical, digital, and virtual objects
are equipped with identification, detection, networking, and processing functions to com-
municate with each other and with other devices and services on the Internet in order to
perform the users’ required tasks. Many IoT applications are provided to bring comfort and
facilitate the human life. In addition, the application of IoT technologies in the automotive
industry has given rise to the concept of Industrial Internet of Things (IIoT) which facili-
tated using of Cyber Physic Systems, in which machines and humans interact. Due to the
diversity, heterogeneity, and large volume of data generated by these entities, the use of
traditional database management systems is not suitable in general. In the design of IoT
data management systems, many distinctive principles should be considered. These differ-
ent principles allowed the proposal of several approaches for IoT data management. Some
middleware or architecture-oriented solutions facilitate the integration of generated data.
Other available solutions provide efficient storage and indexing structured and unstruc-
tured data as well as the support to the NoSQL language. Thus, this paper identifies the
most relevant concepts of data management in IoT, surveys the current solutions proposed
for IoT data management, discusses the most promising solutions, and identifies relevant
open research issues on the topic providing guidelines for further contributions.

� 2019 Elsevier Ltd. All rights reserved.
1. Introduction

In computing science’s history, the Internet had become more present in people’s lives in a very short time than any other
technology. It had revolutionized the possibility of people’s communication. Later, Internet involves the possibility of con-
necting machines, devices, software, and objects [1]. Through the use of the Transmission Control Protocol/Internet Protocol
(TCP/IP) architecture, these objects can be connected a network. This allowed communication between themwithout human
intervention. Most recently, a new concept called, Internet of Things (IoT), appears and it is considered the main evolution to
the fourth generation of the Internet. IoT does not have a unambiguous and acceptable definition from users of the global
community [2]. Only the term is defined by several entities associating academicians, researchers, practitioners, innovators,
developers, and businessmen but its initial use was attributed to Kevin Ashton, an expert in digital innovation [3]. One of the
best IoT definition considers it a dynamic and global network infrastructure, in which intelligent things (objects), subsystems
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and individual physical and virtual entities, are identifiable, autonomous, and self-configurable [4,5]. This sort of network
has generally a large number of nodes (things) widely distributed on a given area and communicating among themselves
in order to interact with environment by exchanging sensed data, while reacting to events and triggering actions to control
the physical world. Each network node is considered smart (given by the software that allows autonomous behaviors) with
generally very limited resources, especially those of storage, processing and energy. This implies, among other problems, the
reliability and validity of data, performance, security, the privacy.

Over the years, with the development of RFID technology, sensors and actuators, wireless mobile communication, embed-
ded systems and cloud computing, IoT technologies offer several potentialities and enabled the development of applications
that evolve around the Internet network. These applications are used to improve people live conditions in many areas.
Indeed, applications are being developed for automotive industry with the concept of Industrial Internet of Things (IIoT)
[6,7], smart environments, such as smart homes and offices, logistic and distribution systems, healthcare, surveillance
and security, supply chain, manufacturing industry, etc. [8,9]. An illustration of an IoT applications architecture may be found
in Fig. 2. These IoT applications not only enhance the comfort of human life, but they provide more controls to simplify work
routine and personal tasks, as well as the benefit offered to the industry. Industrial IoT considered as a subset of IoT (Fig. 1)
covers the domains of machine-to-machine (M2M) and industrial communication technologies with automation applica-
tions [10]. Thus, IIoT has allowed a better understanding of the manufacturing process for efficient and sustainable produc-
tion. Furthermore, to increase productivity and efficiency through smart and remote management, manufacturers, utility
companies, agriculture producers and healthcare providers have adopted the IIoT [11]. The diversity of devices that contin-
ually send data provides a large volume of geographically dispersed and heterogeneous data in real time. In this context, the
study and design of databases management techniques that take into account all these specificities of IIoT-based applica-
tions are therefore necessary [12]. Traditionally, data management is a wide concept that refers to architectures, practices,
and procedures for managing the data lifecycle requirements of system. In the context of IoT, data management should act as
a layer between the objects and devices where the applications use data for analysis purposes and services [13].

Due to the very large amount of data and their distinctive characteristics [14], the use of traditional database systems
would not be a better solution. Indeed, the design of IoT’s data management systems is based on several principles. Depend-
ing on these different principles, several data management approaches have been proposed, such as middleware-based IoT
oriented on data and sources, data storage, and indexing solutions, and IoT data schema support solutions. The middleware-
based IoT approaches provide a middleware between objects and data storage locations [15,4]. Thus, the middleware facil-
itates data streams routing. IoT data can be generated quite rapidly, the volume of data can be huge and with a diversity of
data types. In order to address these potential problems, data storage solutions propose data storage environments not only
enabling efficient storing of massive IoT data, but also integrating both structured and unstructured data with the possibility
for being accessed by NoSQL queries [16,17]. On the other hand, data indexing solutions enable search and discover data
efficiently [18,19]. Some of these systems use hash tables with centralized indexing but others perform distributed indexing
in dynamic IoT networks. As data volumes are diverse, solutions that define flexible schema support will ensure
interoperability.

There are some published survey works that present different aspects of the data management in IoT. For example, in [4],
the authors explore some proposed data management solutions for IoT. They give the distinctive design primitives that
should be addressed in an IoT data management solution, and they present their data management framework for IoT.
Padiya et al. address the challenges of managing huge interactive sensor data using Resource Description Framework
(RDF) including in their experiments different RDF storage mechanisms, such as triple store, property table, vertically,
and horizontally partitioned table, column store, and data aware hybrid storage [20]. The authors of [21] discuss and identify
different aspects of data in IoT including the sources of data, data gathering, data processing, and the transmission devices.
They also discuss challenges brought by the needs to manage vast quantities of heterogeneous data across heterogeneous
systems. The storage of a huge quantity of generated data becomes more and more complex, and emerged the cloud IoT
paradigm. Thus, Botta et al. survey the integration of Cloud and IoT discussing their complementarity, detailing what is
Fig. 1. Illustration of the relationship between Internet of Things (IoT) and Industrial Internet of Things (IIoT).



Table 1
Comparison of the most relevant surveys on the topic.

Challenges IoT applications and
type of Data

IoT data management
Taxonomy

Challenges Open issues Discussion Lessons learned

Abu-Elkheir et al. [4]

Padiya et al. [20]

Vongsingthong et al. [21]

Botta et al. [22]

This survey

Fig. 2. Illustration of IoT applications (verticals).
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driving to their integration [22]. The comparison table below (Table 1) shows the contribution of this survey regarding other
existing surveys on IoT data management.

This paper analyzes the state of the art of data management techniques for Internet of Things. Thus, the main contribu-
tions of this paper are the following:

� A deep study that shows how databases management techniques are adapted for IoT applications in order to improve
people’s live conditions in many areas by well managing the geographically dispersed and heterogeneous IoT data, in real
time;

� A detailed presentation of various applications of IoT and an interesting study of the data types generated by IoT
applications;

� A comparative study of data management in IoT and the traditional relational database management;
� A presentation, ranking, and discussion considering the most recent and relevant proposals of data management in IoT;
� Identification of open issues on IoT data management techniques suggesting further contributions in the topic.

The remainder of this paper is organized as follows. Section 2 details the most relevant verticals on IoT and Section 3
explores the data types for IoT applications presenting the essential conceptual features of IoT data management systems.
In Section 4, the current and most relevant proposals on IoT data management are described. A deep and interesting discus-
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sion carried out on the different proposals of data management techniques for IoT, summarizing and classifying these pro-
posals is addressed in Section 5. Moreover, relevant open research issues are identified. Finally, Section 6 presents IoT data
requirements for processing and storage and Section 7 concludes the paper.
2. Internet of things verticals

Years ago, advances in Radio Frequency Identification (RFID) [23] and related technologies, such as Industrial Internet of
Things (IIoT) were particularly applied to the supply chain applications of consumables and retail industries. Over the years,
the potentialities offered by IIoT have allowed the development of several applications that revolve around it [2]. In many
aspects of industries, IIoT has gained more and more space. Several applications are being developed for smart homes and
offices, intelligent transportation systems, smart healthcare service industry (hospitals), smart businesses and industries,
safer mining production, firefighting, etc. [2,24,25]. These different types of IoT applications are usually referred to Verticals,
as illustrated in Fig. 2. In this section a deep study of various IoT application domains has been presented.

2.1. IoT in manufacturing industry

With advances noted in embedded systems, industrial manufacturing sector has evolved considerably by supporting the
development of IoT producing intelligent products. The industrial sector not only provides intelligent equipment, but also
uses IoT technology itself [26]. Thus, to show the effectiveness of IoT in the reconfiguration of industrial manufacturing, fully
dynamic networks of cooperating equipment are often created. For example, remote monitoring applications can increase
visibility by integrating wireless location sensors into wearable products and devices [27]. This will allow continuous people
and property monitoring, such as stocks and lines of available materials. Sensors integrated in the production machines
allow also monitoring of each machine along the production chain. The German initiative ‘‘Industry 4.0” (where 4.0 means
the fourth industrial revolution) shows the importance of adopting IoT in industrial manufacturing. This concept arises when
the IoT paradigm is merged with the Cyber-Physical Systems (CPSs) idea [28]. It promotes the integration of production pro-
cesses, IoT technology and cyber-physical systems in a so-called smart factory. In these factories, the products communicate
with their environment, with other products, machines and users [26]. In addition, the intelligent systems of flower shops
based on distributed embedded devices are proposed. These devices focus behavioral and intelligent programming on a
small number of monolithic computing resources, associated with a large number of devices without many utilities. Intel-
ligence and behavior are adapted and programmed individually for each application.

2.2. IoT in supply chain

With the development of technologies used in IoT, it is possible to track the location and conditions of an object through-
out its production cycle and supply chain. Today, these technologies are still used to detect diversions into illicit markets as
well as the introduction of counterfeit products. This ensures the complete integrity of the product supply chain. Complete
integrity that includes the physical integrity, the integrity of the means of transport and the integrity of the product and all
its subcomponents [8]. Sensors are used to ensure that the product is not exposed to environmental conditions potentially
damaging, for example if the temperature or the shock levels have never exceeded thresholds of deterioration. The integrity
of the means of transport can be ensured, i.e., the product has never been in an area where it should not be. For example,
dangerous articles cannot be transported to densely populated or ecologically sensitive areas given the serious consequences
of an accident. The integrity of a product and all its sub-components according to the means of production must also be
ensured. It must be ensured that a final product has not exceeded certain levels of gas emissions and traces of carbon.
IoT technologies can enable recording of all the emissions generated during the production and in the transport of each
sub-component through a multi-level of a complex supply chain. In general, new technologies are mostly used to ensure
the full compliance of all the supply chain participants against a set of agreed rules: legal regulations, internal policies,
and service level agreements.

2.3. IoT in energy

The use of modern technologies associated with the concepts of IoT and Internet of Services (IoS) [29] has driven to a
paradigm change with new concepts and innovative applications. The current trend is to provide more dynamic services
and market-based infrastructure where efficiency and energy savings can be better addressed through interactive distribu-
tion networks. One example is the creation of Advanced Metering Infrastructure (AMI) in the energy field. These infrastruc-
tures refer to systems that collect, measure, and analyze the use of energy from advanced equipment, such as electricity, gas,
and water meters. These devices are generally referred to as smart meters. They are wireless sensors that connect to each
other, but can also cooperate with sensor networks at home to transmit their data. In this perspective, Kamilaris et al.
[30] designed and implemented a prototype of smart gateway for a smart meter, beginning by illustrating the application
of the IoT architecture monitoring and controlling home energy consumption [31]. They contributed to an IoT realization
by integrating real-world objects, such as wireless sensor networks, embedded devices, and home appliances with other
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Internet content. In addition, their paper describes two paths for integrating devices to the Internet, first using REST Web
services [32] that orients the integration on the progress of embedded computing and, secondly, an intelligent gateway-
based approach to peripheral devices with limited resources [33].

2.4. IoT in healthcare

IoT is proposed to improve the quality of life and well-being by automating the basic tasks that humans should perform.
In this sense, monitoring and decision making can be managed specifically by machines [2]. One of the main applications of
IoT in the medical domain is for assisted living scenarios. Sensors are integrated into the health monitoring equipment used
by patients. Thus, the information collected by these sensors is available on the Internet for physicians, family members, and
other caretakers to improve treatment and responsiveness. In addition, IoT devices can be used monitor patients monitoring
drugs and to evaluate the risk of new drugs in case of allergic reactions and negative interactions. In this perspective, the
authors of [34] proposed the application of IoT in the medical system, especially in clinical care. Similarly, at the Jena Univer-
sity Hospital in Germany, RFID technology and IoT are used to optimize both logistical processes and to provide better care,
to follow the equipment of patients, especially newborns, and drugs [23]. This benefit both medical providers in the form of
savings as well as for patients since false treatments can be avoided. RFID technology applied to blood management can
effectively achieve patient identification, reduce blood contamination and improve data collection effectively. In addition
to RFID, sensors are deployed in patient rooms to capture patient data and transfer it to health professionals or hospital staff.

2.5. IoT in smart environments

The application of the IoT paradigm to an environmental context is of particular interest as it responds to the need of
many national governments to adopt ICT solutions in the management of public affairs, thus realizing the so-called Smart
City concept [35]. This paradigm in the Smart City context may bring a number of benefits in the management and optimiza-
tion of traditional public services, such as, water supply, lighting, surveillance and maintenance of public areas, salubrity of
hospitals and school [36].

2.5.1. Smart water supply
Smart cities can monitor the water supply to ensure adequate access for resident and business needs [37]. Wireless sensor

networks provide technology for cities to monitoring water pumping systems more precisely and to discover their greater
risk of water loss [2]. Cities that address water leakage issues with sensor technology have produced more savings on their
investments. The system can report pipe flowmeasurement data regularly, and can also send alerts if water usage exceeds an
estimated normal flow. This allows a smart city to determine the location of leaking pipes and repairs in priority based on the
amount of water loss that can be avoided [38,39]. In [11], Thames Water the largest provider of water and waste-water ser-
vices in the UK, anticipates equipment failures and provide fast response to critical situations such as leaks or inclement
weather events. This is possible with the use of sensors, as well as the real-time data acquisition and analytics. More than
100,000 smart meters are installed in London and the company’s goal is to cover more customers (currently 15 million) with
smart meters by 2030. With their 4200 leaks detected on customer pipes this program has already saved 930,000 L of water
per day across London [6].

2.5.2. Smart public buildings
The maintenance of the historical buildings in a city requires continuous monitoring of the current conditions of each

building and identification of the most vulnerable areas for external agents. A complete characterization of the environmen-
tal conditions of buildings can be achieved by installing vibration and deformation sensors for building stress monitoring,
atmospheric agent sensors in the vicinity to monitor pollution levels, and temperature and humidity sensors [40]. These data
collection is a distributed database of structural integrity measures for buildings. This will reduce the need for costly periodic
structural testing by human operators and enable targeted and proactive maintenance and recovery actions. It will also be
possible to combine vibration and seismic readings to better study and understand the impact of light earthquakes on urban
buildings.

2.5.3. Smart waste management
The most common problem in modern large cities is waste management because of both the cost of service and the prob-

lem of the storage of waste in landfills. With IoT, the integration and use of smart waste containers can enable the detection
of load levels and the optimization of collector truck routes. This will reduce the cost of managing waste collection and
improve the quality of recycling [41,42].

2.5.4. Smart homes and offices
Different electronic gadgets revolve around people. These include microwave ovens, refrigerators, heaters, air condition-

ers, fans, and lamps. Actuators and sensors can be installed in these devices in order to use energy efficiently and also to add
more comfort in life. These sensors can measure the temperature it makes outside, and even can determine the occupants
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inside the rooms and so can control the amount of heat, freshness and light flow. These efforts can help to minimize the cost
of energy and increase the economy [2].

2.5.5. Automation and salubrity of public building
The salubrity monitoring of environment and energy consumption in public buildings (administration offices, schools,

museums, etc.) is another important application of IoT technologies. Using simple different types of sensors and actuators
that control temperature, lights, temperature, it is possible to enhance the level of comfort of the persons that live in these
environments. This may also have a positive return in terms of productivity, while reducing the costs for heating/cooling
[43].

2.6. IoT in transport and distribution

The transport and distribution sector is among the first to adopt IIoT. Simple applications developed on vehicles allow
remote monitoring and facilitate the location and training of fleets, trucks, and vans [44–46]. Logging driver hours, speed
and driving behavior can improve safety and simplify compliance. Vehicles like buses and trains with sensors-equipped
roads and rails can provide accurate information to the driver for better and safer travel. With the use of assisted driving,
it would be possible to find a good route with information in priority on traffic jams and incidents. Similarly, in the new
smart car parks, sensors are installed to detect arrival and departure of vehicles. This provides extensive parking manage-
ment solutions that help motorists to save time and fuel [47,48] and to have a good traffic management [49]. A significant
contribution to congestion comes from motorists seeking accessible parking spaces [2]. Providing accurate information
about parking spaces provides a better flow of traffic, and it will also help reservation of parking spaces directly from the
vehicle [50]. This would also reduce CO2 emissions.

In the context of a company, information on the vehicle carrying the products, information related to the type and status
of the products can be integrated to provide accurate information on delivery time, delivery delays, and mistakes [51,45]. The
implementation of IoT in retail chain monitoring has several advantages: RFID and Near Field Communication (NFC) can be
used for monitoring each link in the supply chain, ranging from the details of the commodity, purchase of raw materials,
production, transportation and storage, product sales and after-sales services. IoT will track the inventory in the warehouse,
so the stock can be reloaded at the right time for a continuous sale, which will reduce the waiting time of the customer
resulting in customer satisfaction and increased sales [52]. Customers can also be regularly informed about the delivery
times of the scheduled products. Even the containers themselves are now equipped with tables of limited capacity, which
open possibilities for tracking and organizing articles in a logistic chain of storage and delivery [27].

3. Background and basic concepts of data management

Data is one of the most valuable aspects of IoT. Thus, their management is a very important role and becomes a key
research topic. Several works have been done to allow the processing and analysis of data from IoT elements, especially
in RFID, Wireless Sensor Networks (WSNs), and other related technologies. With the variety and diversity of the data sources,
several types of data can be identified.

3.1. Data types in IoT

In IoT environments, data comes from different kind of devices and represents billions of objects. IoT data can be classified
into several categories (see Fig. 3) [53]. Some data is discrete or continuous, others are generated automatically, and several
others introduced by users.

3.1.1. Radio Frequency identification (RFID) data
Radio Frequency Identification refers to identification and tracking using radio waves. RFID tags can be inserted into

objects and used to transmit and receive data. The RFID tag is based in an integrated circuit that can store data and an
antenna to receive and transmit signals. Tags can be miniaturized to few millimeters in length and width, thus enabling their
ubiquitous use for everyday objects. A tag is activated by radio waves emitted from an RFID reader. The reader communi-
cates wirelessly with the tag. Once activated, the tag sends data stored in its memory relating to the item back to the reader.
RFID tags can be active or passive. Active RFID tags contain a battery and can operate autonomously. Passive RFID tags are
only activated when they receive a radio wave sent by an RFID reader. The technology is now used in many areas, such as
passports, livestock tracking, road tolling, supply chain management, logistics, stock control, and healthcare.

3.1.2. Descriptive data about Objects, Processes, and systems
Much of the power of IoT will come from data or metadata that will be recorded on the participating objects, processes,

and systems. Metadata is data about data and is essential to enable users to find and access the appropriate data. There are
research questions on how the data will be stored, represented, and validated, to ensure maximum efficiency and non-
repudiation in its retrieval and update. Objects will need to be self-describing and have the ability to report on dynamic char-
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acteristics to maximize sharing. Not only data about basic objects, but data about processes and systems will also need to be
stored. Systems and processes can be regarded as special types of objects, although objects of a more complex nature than
basic objects. It is important to store data about objects, processes, and systems, so that users know how to take advantage of
the services and facilities offered by IoT. IoT services will allow users to see in which processes and systems an object par-
ticipate. Metadata about processes and self-describing data, together with good indexing systems, will be helpful. An inter-
esting research area will be the development of suitable representation schemes to capture different types of objects and
their metadata to maximize usage and usability.

3.1.3. Descriptive data about Objects, Processes, and systems
One of the way by which data is received in IoT systems is through WSNs. Advances in electronics have made it relatively

easy to set up these networks for monitoring all sorts of environmental phenomena (e.g., weather, temperature, and noise).
Decisions need to be made on how frequently data should be captured, for instance, continuously, at regular intervals, or
only when queried. Questions arise on how can be ensured and obtained a representative sample in an efficient manner
and how much data captured should be archived. Sensors, cloud, and grid technology have made it possible to capture vast
amounts of data very quickly, but querying and mining these data can be problematic, particularly when the analysis must
be achieved in real-time.

3.1.4. Positioning data
Positioning data provides location of a particular tagged object either within a Global Positioning System (GPS) or within a

local positioning system. GPS is implemented with multiple satellites sending signals to a controlling unit from which
objects can ascertain their position through triangulation. Local positioning systems work in a similar way, with smaller cov-
erage. Some examples of local technologies are cellular base stations, Wi-Fi access points, and TV towers. Local positioning
systems can be used in collaboration with GPS or, sometimes, instead of GPS. They can be used inside buildings or heavily
built-up areas. In smaller areas, such as a room inside a house, positional data can come from locally placed sensors and
transmitters. Multiple sensors send signals to a smart object, which can then work out its location or the location of a col-
laborating object. Positional data will play an important role in IoT, given that its components may be static or mobile. A very
fine-grained positioning remains a challenge and is being actively addressed by researchers.

3.1.5. Historical data
Petabytes (and more) of data will be captured by sensors in IoT systems. Such data may require to be stored. As time

passes data becomes historical. Volume becomes a challenge. Application-oriented design decisions need to be made on
how the data should be retained and which data should be retained. Some will be kept in active data warehouses for frequent
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querying, some may be needed less frequently and may be archived in less accessible structures. In both cases, time needs to
be captured alongside data, along with location information, ownership, and capture method. Issues in data archiving, such
as, data loss, inaccurate recording, missing information, and dependence on obsolete technology have been recognized for
quite some time. The database community has offered some solutions toward successful data archiving. Such solutions
may be adapted to IoT.
3.2. Data management systems in IoT vs traditional database management systems

Traditionally, data management is a large concept that refers to architectures, practices, and procedures for meeting the
data lifecycle requirements of a system. In the context of IoT, data management will serve as a layer between objects and
devices generating data and the applications that use them for analysis and services [13]. Due to the diversity, heterogeneity,
and large amount of data generated by objects [17], the use of traditional relational database management systems would
not generally be suitable for many reasons. First, in traditional database systems, the mass of data is collected from finite and
predefined sources and then stored in scalar form according to strict rules of relationship normalization. In IoT, while there is
a large and growing number of data sources with sensors, RFIDs, embedded systems, and so on. Secondly, traditional data
management systems handle storage, retrieval, and updating of basic data items, records, and files. In the context of IoT, data
management systems must take into account online data while providing storage, logging and auditing capabilities for
online analysis. Unlike occasional queries and updates that are sent to traditional database management systems (DBMS),
data in IoT is sent continuously from multitude objects to data warehouses, and queries are more frequent and with more
requirements. Third, in IoT, obtaining a strict relational database schema and a practice of relational normalization can be
relaxed in favor of unstructured and more flexible forms of structures that adapt to different types of data and to different
complex queries. However, traditional database management systems have many aspects that can be used by IoT. These
include the use of remote storage at the object layer, support for unstructured data, relaxation of ACID properties to ensure
consistency, availability, and integration of data. Taking into account the transparency requirements of traditional DBMS, in
IoT data management systems is based on principles that determine the logical and physical structure of data management
solutions for IoT.
4. Current proposals of data management systems in IoT

Data management systems design addresses the architecture of data management systems and how data should be
stored and archived. Processing elements deal with access and data processing in storage systems. As part of the design
of data management systems several approaches are adopted, such as the following and illustrated by the taxonomy in
Fig. 4:

� the deployment of an IoT middleware centered on sources and on data,
� the establishment of a schema support adapted to IoT data
� the designing of an efficient storage and indexing platform
Fig. 4. Taxonomy of Data management solutions in Internet of Things.
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4.1. Data storage solutions

The devices involved in IoT systems (ubiquitous sensors, RFID readers, etc.) can generate data rapidly. Furthermore,
because the data can increase speedily and the volume is very large, data storage solutions for IoT data must not only be
able to store massive data efficiently but also support scalability. Moreover, the IoT data collected come from several differ-
ent sources and can be based on various structured and unstructured data. Data storage mechanisms must have the ability to
deal with heterogeneous data resources. Thus, storage becomes a very important challenge in data management for IoT. In
IoT context, if all the data generated at certain time could be stored in a permanent storage system, obsolescence would be
noted and new data would not be available. This problem is solved by streaming and real-time databases which principles
are widely adapted especially in sensor networks [54,55]. Only, the design of these database systems takes into account the
centralized storage locations, whereas this is not favorable for the distribution and evolution of data volumes generated by
IoT sources. Thus, designing a system for IoT, therefore, requires much more effective updating and access mechanisms
[56,57].

To address the potential problems of enormous IoT data volume, Jiang et al. [16] propose a data storage framework that
not only allows efficient storage, but also integrates both structured and unstructured data. In their solution (see Fig. 5), if
data coming from IoT applications are structured, then they will be managed by a database management module that takes
into account relational databases and NoSQL databases [58]. On the other hand, if data are unstructured, they will be taken
into account by a file repository module.

The fundamental goal of a database management model is combining multiple databases and unifying access interfaces.
The main approaches used in this model are object-entity mapping and query adapting method. Object-Entity mapping clas-
sifies objects in real world to entities in databases enabling developers to operate data in databases as they operate the
objects in real world. This mapping of different databases is performed by abstracting structures of the collected data.
The query adapting module is deployed with many adaptors enabling the processing of some operations such as the joining
operations not supported by NoSQL databases. A file repository model which extend the Hadoop Distributed File System
(HDFS) [59] allows unstructured data files management. HDFS is also wrapped to implement the features required by a file
repository. This model uses an Electronic Product Code (EPC) of devices and a generation timestamp to identify the data gen-
erated by a device in a given time. Every IoT data file is named with a string considering the EPC. The timestamp and the
model store the timestamp and EPC in the corresponding file’s name.

Li et al. proposes a centralized data storage management system for massive and heterogeneous IoT data [17]. This solu-
tion uses an architecture called IOTMDB and is based on NoSQL. NoSQL systems are successfully applied to solve the storage
and management problems of massive IoT data. The data provided by applications is collected and sent to IOTMDB system
(see Fig. 7). In this architecture, data is received by a data reception node and it is stored in a slave node. They also propose
storage strategies on the expression and organization of IoT data uniformly. In their approach, data of various application
objects are represented in the IOTMDB system in the form of a collection of SampleRecords. SampleRecord being basic unit
of the data stored in IOTMDB and is composed of a set of SampleElement. SampleElement is the smallest unit of IOTMDB and
is defined as follows:
< sampleElement >¼< key; value >
where the key belongs to String equals to the name of the value and the value belongs to String and Number is the actual
sample value.

Fig. 6 shows the data expression in IOTMDB and illustrates that there is static and dynamic information parts. Static infor-
mation is the invariable information about the object, such as object ID, the field the object belongas to, etc. Dynamic infor-
Fig. 5. Internal architecture of data management in the framework, without layers for access and services management.



Fig. 6. Data expression in IOTMDB.
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mation is sampling values which describe the state change of the object, such as the sampling time, location, speed, or ozone
concentration, etc. Comparing a collection to a table in a RDBMS system, a SampleRecord can accordingly be seen as a row in
the table. It is defined as follows:
SampleRecord ¼ ð objID; field; typeð Þ; ðt; loc; v ið Þni¼1Þ

where objID belonging to String is the ID of the object; field belonging to String is field of the object belonging to, such as
agriculture and logistics, t belonging to Instant is the time when the data was sampled; loc belonging to Point is the location
where the object was when it was sampled, v belonging to String and Number is the value of the lightweight data.

The authors of [60] propose the use of a custom data management infrastructure that can be adapted to the various IoT
requirements. This infrastructure supports robustness and reliability by managing node failure and unreliable communica-
tion through the use of distributed data storage inspired by the RAID system as a data storage layer that resides between a
device and the customizable Data Base Management System (DBMS).

The work of [18] proposes to dispense to a conventional vision of captured data in a form of stream filtered and contin-
uously aggregated towards a vision centered on the storage. In this case, sensors are equipped with flash memories and
embedded systems for storing the data locally on the nodes thus contributing to reduce the communication costs when
the processing of requests is performed on a node. A database management system, called StoneDB, takes data from locally
stored sensors to create a database that can support archived queries and even data mining tasks. The transmission is taken
into account only to send requests to the database and when the results are returned to the initiator of the request.

4.1.1. Lessons learned
It is noted that the speed of growing massive data generated by connected objects arises storage problems that cannot be

managed by traditional data management systems. These data stores in scalable form while respecting the requirements of a
predefined scheme. This is not the case in IoT where data sources are numerous and data are available in different forms and
formats. Thus, IoT data storage requires platforms and storage mechanisms that can take into account this data diversity.
Researchers have proposed storage-oriented management solutions that are struggling to scale up and are often centralized.
This centralization occurs high response times and does not favor the least transmission delays. These are solutions that do
not offer the replication of data to cope with possible failures but also to make them more available to meet the simultane-
ous demands of several user applications. Moreover, due to the increasing requirement in computational algorithms and
knowledge from the applications, and the intrinsic resources scarcity of real world active small objects, such as limited stor-
age, processing and energy capacity, the data storage solutions for IoT should be aware. Among other problems, reliability
and validity of information, and performance should carefully addressed.
Fig. 7. Illustration of the IOTMBD architecture.
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4.2. Data indexing solutions

To perform efficient and fast research and discovery of data and services in an IoT network, continuous scanning of all the
connected devices appears to be inefficient and computationally intensive. In fact, efficient, scalable, and effective dis-
tributed indexing solutions are required to support the discovery and access of data in large scale IoT networks [61,62].

Many available frameworks and IoT indexing solutions rely on the use of predefined resource links or centralized data
locations. However, having multiple indices used for different extraction devices is essential for dynamic IoT applications.
Thus, to achieve this dynamic and distributed indexing, the models or mechanisms include sliding window indexing,
multi-granule indexing, wave indices, and temporal index model [63].

In [18], dynamic indexing is proposed for frequently polled data. Intelligent aging mechanisms are used to manipulate the
limited storage space on sensors, putting access on the least useful or least accessed data. In addition, aggregation and sum-
maries of data can be used to further optimize storage capacity. Gateways that perform intelligent space-time caching and
indexing result summaries are used to logically unify query views from heterogeneous sensor platforms. Distributed index-
ing techniques of IoT resources can also be adopted. To achieve this goal the Geographic Hash Table (GHT) is used [19]. The
core step in GHT is the hashing of a key k into geographic coordinates where k is an event type name (e.g., high temperature).
In GHT a key-value pair (value is the data location) is stored at a node in the vicinity of the location to which its key hashes.
This allows GHT to group nodes with the same type of information together, although these nodes may be distant. To assure
both persistence and consistency when nodes fail or move, GHT uses a novel perimeter refresh protocol. This protocol repli-
cates stored data for key k at nodes around the location to which k hashes, and ensures that one node is chosen consistently
as the home node for that k, so that all storage requests and queries for k can be routed to that node. Greenstein et al. [64]
proposes a solution that extends GHT by introducing a Distributed Index for Features in Sensor Networks (DIFS) in order to
support interval requests. In their approaches, indexes are constructed as a tree in which each node stores information on a
number of values in a geographic area. Thus, non-root nodes in the structure can have multiple parents. However, the index
(DIFS) is likely to have a distance sensitivity problem if some of the parent nodes of a child node in the tree are located far
away in different geographical areas. Thus, a Distributed Index for Multidimensional Data is described in [65]. The work is
based on dividing the entire sensor field into partitions (i.e., areas) and preserving the locality of the data by hashing the
multi-attribute events into geographic areas. This allows the construction of a multidimensional search tree in which each
geographic area is represented by multi-attribute events to support the routing of multidimensional queries.

Another distributed indexing solution is proposed in [66]. The indexing mechanism assumes that there is a one-to-one
relationship between nodes (resources and services) and their indexes. IoT also needs mechanisms for discovering and
querying resources and their data. Thus, different IoT discovery services have been listed in [67]. Most of these discovery
service solutions are centralized [68] and others offer limited functionality. The use of Distributed Hash Table [69] is a solu-
tion. It makes it possible to locate the distributed data efficiently.

Fathy et al. proposed a novel distributed and efficient indexing mechanism in a hierarchical distributed network to allow
discovery of IoT data [70]. In their architecture, Query Processing (QP) module receives user queries and forwards them to
Discovery Service (DSs) module as shown in Fig. 8. DSs components are responsible for routing and locating a set of related
GateWays (GWs) that might have a resource providing a response to the requested query, or DS can search historical data
that are archived in IRs. Indexing IoT resources is performed on a set of distributed gateways. Each gateway represents a
cluster (and its centroid) and has a direct access to the IoT resources that belong to this cluster. Each gateway represents
a cluster (and its centroid) and has a direct access to the IoT resources that belong to this cluster [71].

In their semi-distributed approach, there are aggregated representations of the connected resources to the lower layer
(i.e. gateways) at the upper layers (i.e. DSs) with less overhead. The resource attributes and values are accessed at the
resource level, and the gateway has only referenced to its connected resources. However, a set of different types of the
resources connected to each gateway is sent along with its cluster centroid to the higher-level DS that is linked to that gate-
way. The ‘‘Fully distributed” approach is an extension of the semi-distributed where a tree structure per cluster which has n
children is built, where n is the number of types per cluster. While each gateway has a tree structure of its types if DS receive
a user query, the gateway is not going to search sequentially to find a connected resource with the requested attributes, but
it will only access the resources with a given type (temperature). This mechanism takes into count the change in device loca-
tions and availability. To face this, the membership of a new resource in a cluster is predicted by selecting a gateway whose
distance from its centroid to the location of the new data item (resource) is minimized [17].
4.2.1. Lessons learned
To facilitate the discovery and search data indexing mechanisms are proposed. Dynamic indexing solutions based on geo-

graphic hash functions are first introduced. Unfortunately, they only support binary events (i.e., an event occurs or not) and
exact queries. After, other distributed indexing techniques based on the features of network objects are also studied. How-
ever, advanced routing algorithms are resource-intensive and not scalable with large-scale networks. Thus, efficient indexing
mechanisms based on distributed hash tables are cited in this study. However, they support exact matching only for a given
key. This poses scalability problems and efficient index updates in dynamic IoT networks. Only one can see that it is neces-
sary that these solutions be improved.



Fig. 8. Architecture of Distributed indexing (Indexing is done in the gateway layer).
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4.3. Sources and data middleware oriented solutions

Internet of Things lacks a unified standardization to allow communication and integration between heterogeneous sen-
sory devices, WSNs, and other mobile communication networks [72]. Integration of ubiquitous things (sensory devices and
actuation services) into the Web can be direct where the objects must be IP-enabled or indirect in which a proxy (i.e. smart
gateway or middleware) is used to provide uniform access to the Web [73,74]. Middleware hides the complexity and hetero-
geneity of underlying networks by providing common interfaces and protocol compatibility that allow network-enabled
devices to share and publish their data and services seamlessly on a global network [75]. A middleware facilitates application
development and deployment on different platforms. There is often a trade-off between the generality of middleware and
domain-specific applications that can be built on top of them [76–78]. However, a separation between the generic function-
ality of middleware and unique features of each application is required.

In IoT, some middleware are either complex or domain specific [79–81]. Others are inflexible; they focus on centralized
approach, in which collected sensor data is stored in a centralized database [82]. Moreover, conventional middleware are
typically complex; they include communication, energy, and memory overhead [76,83]. The idea is to have a data-centric
middleware between the network of communication-centric objects and storage-centric data storage locations. This middle-
ware will give more possibilities for the discovery and access to data sources but also the analysis of heterogeneous data
distributed on several sites [84]. This middleware will also facilitate the large-scale routing of large amounts of data flowing
between the object network and the data storage locations.

Abu-Elkheir et al. [4] proposed a framework for IoT data management that is more compatible with the IoT data lifecycle
and addresses the design principles of an IoT data management system. Their framework is a middleware-oriented approach
centered on data and sources. This system uses the concepts of federated database management systems to ensure the inde-
pendence of independent IoT subsystems. The system has a multi-layered architecture that is able to respond to real-time
and archival query, analysis and service requirements. It is also a flexible architecture since it ensures arrivals and departures
of objects in the system.

Aberer et al. proposed GSN (Global Sensor Networks), a service-based IoT middleware, that aims to provide a uniform
platform for flexible integration, sharing and deployment of heterogeneous IoT devices. The central concept is the virtual
sensor abstraction, which enables users/developers to declaratively specify XML-based deployment descriptors to deploy
a sensor. This make possible to mask heterogeneity of the network and facilitate the data aggregation [15]. The central ele-
ment of their architecture is the use of a virtual sensor, called Sink Node. This architecture of GSN follows the same container
architecture as in J2EE where each container can host multiple virtual sensors and the container provides functionalities for
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lifecycle management of the sensors which includes persistency, security, notification, resource pooling and event process-
ing. The input to the virtual sensor is one or more data streams which are processed according to the XML specification.
These include the sampling rate of the data, the type and location of the data stream, the persistency of the data, the output
structure of the data, and the SQL processing logic for the data stream. Furthermore, GSN architecture provides an SQL-based
database that stores all the raw sensor data if the permanent storage attribute of the virtual sensor is specified as ‘‘true” in
the XML specification. In addition, each virtual sensor contains a key-value pair which can be registered and discovered in
GSN.

4.3.1. Lesson learned
In this section one can see the need to have a middleware in an IoT system. It should also be noted that the middleware-

based approaches proposed for the development of innovative IoT applications and services that were not imagined so far
are satisfactory. This section has also enabled to provide a more in-depth analysis of the capabilities of an IoT middleware in
terms of the abstraction provided by the middleware for connecting and accessing the physical devices, and the services
offered for flexible composition of IoT devices and services. Only, these solutions oriented-middleware are not facilitating
the ease of connecting IoT devices and interpreting collected data from them. This is compounded by the fact that each
IoT middleware advocates programming abstraction and architecture for accessing and connecting to IoT devices. Further-
more, these proposed approaches have a problem of centralization of query processing and the ability to support all types of
applications. Scalability arises for solutions proposing a federation system of a set of data sources and the development of an
IoT middleware that will be available in the cloud as well as on the edge to better control latency and support diverse
applications.

4.4. Architectures-based solutions

The infrastructure of IoT is becoming increasingly important and it is now possible to integrate it into the real-world envi-
ronment. For example, its integration into enterprise systems will surely change the way of designing, deploying, and using
services [85]. For the integration in enterprise and real-world services, several efforts have been explored. To ensure inter-
operability around systems, some works have opted for the application of the Service-Oriented Architecture (SOA) concept,
in particular the Web services standards on devices. This implementation in devices has many advantages in terms of end-
to-end integration and programming, thus reducing the need for gateways and translation between components. This will
allow direct orchestration of services running on devices. Since real-life services are in very dynamic environments where
devices and associated services are degrading and reappearing constantly, there is a need to dynamically and automatically
discover devices and services as well as manage them effectively.

In [86], Spiess et al. proposed an architecture that effectively integrates an IoT infrastructure with enterprise services.
They contributed to a service discovery process for real-world services initiated in [32]. Their process known as Real-
World Service Discovery and Previsioning Process (RSDPP), is a tool that developers can use to discover real-life services
to include in their composite applications. Since most services are offered by embedded services with limited processing
capabilities, there is a need for a service-oriented mechanism that does not generate too much overhead. Thus, to ensure
a minimal overhead to provide the functionality of embedded devices as a service, the authors use Device Profile for Web
Services (DPWS) [87] and its dynamic network discovery mechanism. Opportunities are also offered that external sources
can be used to better formulate queries. These can be simple keyword searches and taking into account the user’s context
where a requirement to have support for a contextual and dynamic search. Thus, faced with this requirement, their system
includes the context of development and aligns it with the context extracted from real-life services.

Guinard et al. [88] provides an appropriate process and system architecture that enables developers and business process
designers to query, select, and use real-world service execution instances (i.e., services performed on physical devices)
dynamically or even deploy new ones on demand, all in the context of real-world composite business applications [84,15].

4.4.1. Lessons learned
Since IoT systems often interact with other processes or systems, the proposal for architectures that facilitate interaction

and data exchange becomes very useful and important. This section presented integration solutions that adapt to the user
context and take into account various types of requests. This is made possible with the use of Service-Oriented Architecture.
Since the environments with which IoT applications interact evolves continuously, new services or devices may come online
anytime with unavailability of existing devices. It is therefore essential to be able to discover or query for compatible services
at the right time and in the right place, both at design time as well as at runtime. Thus, it would also be possible to provide
semantic service discovery systems that goes beyond discovery of IP addresses of the IoT devices.
5. Discussion and open issues

Internet of Things has experienced a rapid growth through the number of developed applications. In recent years, the
most relevant research in IoT focuses on how to manage the data produced by the various objects. Data management is a
very important concept for IoT applications and building data management techniques that take into account the specifics
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characteristics of this kind of application becomes a big challenge. Indeed, traditional database management systems are not
generally well suitable because the very distinctive characteristics of data. While efforts are being made to address IoT data
management issues, there are still many challenges to overcome for better solutions.

Table 2 summarizes different data management proposals for IoT applications; their advantages and limitations; the type
of evaluation (experiments, simulation, or in a real environment). Moreover, this table highlights the classification of each
proposal into specific categories. When some storage solutions take into account the heterogeneity of data (structured or
unstructured), others do not take it into account. This table also shows that indexing solutions allow efficient and effective
research. In the category of indexing approach simulation is adopted, no solution was done in a real environment. It is shown
also in this table the effectiveness of middleware-based approaches in the processing of temporal and real-time queries by
presenting unified access interfaces.

After the detailed analysis of the most recent and relevant data management proposals for IoT, the following open issues
can be identified and suggested:

� Most of the indexing mechanisms presented in this study effectively address the issues of indexing and discovering IoT
objects. Some of them rely on using pre-defined resource link or centralized data repositories which make them not scal-
able. Others distributed solutions based on Distributed Hash Table or Graphic Hash Table are proposed, however, scala-
bility and efficient update of their indexes in dynamic IoT networks are their real drawbacks. Another problem with these
solutions is that they only support the processing of exact queries. Thus, they can be revised and improved to provide a
dynamic in-network distributed mechanism with an efficient indexing model that takes into account the resolution of
both exact queries and distributed queries.

� Regarding Table 2, there is approximately no proposal based on real-time database techniques, which should be useful for
IoT applications.

� Some management solutions used in large enterprises traditionally adopt highly coupled SOAs with all difficulties of
doing tests and resulting in high maintenance costs. The emergence of microservices can be an alternative solution to
SOAs, which orchestrates highly scalable and loosely coupled cloud services.

� IoT is generally characterized by small and smart real world, digital and virtual objects, widely distributed on a given area,
with very limited resources, especially those of storage, processing, and energy. While Cloud computing has virtually
unlimited capabilities in terms of storage and processing power. The design of a cloud-based framework that takes into
account the various particular characteristics of IoT applications can well meet the requirements to a generalized data-
base management system to handle various types of applications and user needs. Another important open research issue
is the database security for IoT applications. In fact, object data is always shared across the network, ensuring security and
privacy becomes important challenges. First, many IoT applications are provided to bring comfort and facilitate the life
and human being, so it is question about data from the daily life of human beings. Generally, the choice of the appropriate
cryptographic methods depends on the processing capability of interconnected smart objects, then it can be difficult to
have unified solution for all Internet of Things. Therefore, the design of a security mechanism adaptable to various IoT
applications could be interesting. Second, most of traditional security protocols are designed for fixed topologies.
Whereas with applications based on mobile smart objects, the mobility of the devices influences the objects network
topology, therefore leads to many problems in secure routing protocols.

� Several centralized storage solutions were studied in this work. Since the volume of IoT data is generally very large and
can increase rapidly, a data storage approach for IoT data must not only be able to store massive data efficiently but also
support horizontal scaling. This approach must also avoid failure, such as bottlenecks. So, the proposal of a distributed
storage mechanism would be a good idea. Moreover, IoT data considered various unstructured and structured data, data
storage components are expected to have the ability to deal with heterogeneous data resources. Most of the proposals
studied in this research work interrogates data through SQL or NoSQL queries. Some have even proposed unified access
interface allowing the use of both languages. Modules are developed with few methods for managing queries from appli-
cations. Since NoSQL does not support certain types of queries, such as complex joins, the proposal of mechanisms that
take into account this type of query would be a challenge in a distributed and heterogeneous environment integrating
structured and unstructured data. The possibility of integrating the various data offered by the proposed frameworks.
Since no data representation schema is defined beforehand, the architecture of Web services such as Service-Oriented
Architecture (SOA) is used to facilitate the processing of user queries.

� The studied proposals did not evaluate the impact of the dynamicity of the network on the performance of data and
resources indexing and discovery. Thus, the proposal of a fully distributed framework for efficient, flexible and scalable
management of IoT data is required, ensuring node mobility and unreliable node connection or disconnection.

� The integration of Cloud computing and IoT has provided good results for data-centric storage in datacenters. Generally,
IoT applications require relatively low throughput per node and capacity is not a major concern. The need to connect a
very large number of devices to the Internet at low cost, with limited hardware capabilities and energy resources make
latency, energy efficiency, cost, and the reliability more desired features. Thus, Fog Computing has been proposed with
challenges on how to place data or applications on network devices constituting the fog layer.

� The vast amount of IoT data provided makes that associated applications are considered as Big Data Applications (BDA).
These applications are designed by considering efficiency objectives in terms of storage, in-network data movement,
energy consumption, privacy, security and real-time knowledge availability. The approach used to help maximize value



Table 2
Comparison of the most relevant solution types available in the literature and their advantages and limits.

Papers Proposal approach Advantages and basic characteristics Limits Queries
expression

Types of evaluation

[15] Middleware � Flexible architecture
� Heterogeneity and distributed query
� Integration data from multiple sensors
� Temporal processing

� Virtual node problem SQL Experiment

[4] Middleware-oriented
framework

� Real-time and offline processing modes
� Comprehensive IoT data management solution
� Federated, data and source-centric approach

� Security and confidentiality
� Heterogeneous data integrity

– Experiment

[16] Storage framework � integration structured and unstructured data
� unified access interface to different databases
� Hadoop extension
� distributed file repository

� little adaptors for NoSQL DBs
� few features of IoT data

SQL Experiment

[17] Storage system � based system on NoSQL
� storage of massive and heterogeneous data
� ontology for data sharing
� query syntaxes-based NoSQL
� two-tier B + tree index and temporal-spatial queries

� Data/access balancing techniques
� Data compression techniques
� The maximize value of massive IoT data

NoSQL Experiment

[19] Indexing System � Geographic Hash Table (key, value)
� Data Centred Storage method
� Perimeter Refresh Protocol: data replication
� Geographic Hierarchy: load distribution through GPSR geographic
routing algorithm

� non-uniform data distribution
� possibility that used keys point outside the
network prior knowledge of node positions

– Analytic verification and
simulation

[64] Distributed indexing
system

� research on temporal data
� failures management of index nodes
� event and interval searches
� load balancing communication
� Simple Quad Tree Approach Geographically Bounded Hash

� indexing on several attributes of data
� non-scalability system if the distribution
changes continuously

� no degree tolerance for transactions

– Simulation

[70] Distributed indexing
system

� effective discover and indexing of real-life data
� distributed indexing in hierarchical networks
� machine learning algorithm
� supports exact search queries
� thematic and spatial attributes

� degradation of performance in a very
dynamic network

� No support of approximate queries

– Experiment

[89] Distributed storage
system

� Scalable structured and semi-structured data Management
� flexible, high-performance solution
� data indexed using row and column names

� no support of a fully relational database – Experiment

[86] Service oriented
Architecture

� integration of IoT in enterprise services
� event-based approach internal communication is based on web
services

� scalability – Implementation and test
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creation for enterprise in terms of operating cost for these Big Data systems is to give priority for devices and systems that
near to data sources. This will allow the maximum data collection, filtration and processing before data arrive in cloud
computing systems. Thus, the operational costs of data storage and the use of cloud services will be minimized. To
achieve these objectives, the orchestration of BDA using concentric computing systems that provide computational
and storage support via different devices and systems would be favorable. These concentric computing systems will also
ensure real-time or near real-time intelligence at the endpoints, IoT devices, and other data sources in IIoT systems.

6. IoT data requirements for processing and storage

Today, with the accelerated growth of IoT equipment, large amounts of information are generated (Big Data concept). The
evolution of these types of equipment and different data sources has brought a great diversity of types of data that are in
different formats (structured, unstructured, semi-structured and mixed data). When IoT devices interact, the amount of data
generated becomes so large. The speed of generation of IoT data compared to traditional transaction processing is totally dif-
ferent because the devices capture data continuously. This speed of production of IoT data increases exponentially. These
high data volumes, combined with increasing data production speed, as well as an increased variety of data, generate a large
amount of raw data that requires a very favorable analytical treatment to create added value. This also imposes requirements
for data storage and processing for dynamic adaptation to the data format.

Although, the need to quickly process these increasingly diverse, complex and less structured data and to store them effi-
ciently becomes a very strong requirement for existing IoT data management solutions, it would be fundamentally necessary
to upgrade or propose distributed architectures with massively parallel processing that will meet these requirements. In this
case, two types of costs must be considered, the cost of communication and the cost of treatment. Since the former is often
much higher than the latter, these proposals will have to minimize communication costs while satisfying the storage and
application data requirements. They will also need to consider bandwidth and latency which are two major network features
that may affect the cost of communication.

A survey has been done in these aspects in order to have an understanding of the contributions of the existing literature.
This thorough analysis has given an in-depth insight of the existing developments of IoT data management techniques,
which further helps to extract the open gaps and limitations in these existing literatures to put forward several open solu-
tions research areas. Some research has relied on the integration of IoT and Cloud Computing to provide resource manage-
ment and heavy computing potential for applications. However, the major constraint noted is that IoT’s performance will
depend exclusively on the capacity of data centers in the cloud to satisfy the requirements of connected devices and their
applications in real time. Some applications, such as healthcare monitoring systems, smart cities, smart grids, ad-hoc vehicle
networks (VANETs), etc., require real-time computing and minimal response time. In this context, the use of fog computing
will solve the problem of quality of service (QoS) management and dynamic adaptability. In addition, Table 3 summarizes
some requirements for IoT data. Solutions using future technologies are proposed to deal with the detected problems.

7. Conclusion

The development of RFID, sensors, actuators, mobile, and embedded systems has been allowed the rapid grow of Internet
of Things (IoT). This has made easy the development of several applications around it, especially in automotive industry with
the concept of IIoT, where objects are connected and generate a huge amount of heterogeneous data. So, data management of
these applications becomes a key research topic.

The data management systems used in traditional databases are not generally suitable for IoT data given their specifici-
ties. These data are different in their data structures, volume, accessing methods, and some others aspects. Then, the research
community has provided new IoT data management methods, such as middleware or architecture-oriented solutions to
facilitate the integration of generated data, efficient storage and indexing methods of structured and unstructured data,
as well as supports for NoSQL languages. These methods can be categorized around three main principles which are data
collection, data management system design, and data processing.
able 3
ummary of open research challenges in data management and their perceived solutions.

IoT data
Requirements

Issues Causes Solutions

Storage - Heterogeneous data sources
- Data offloading

- low storage capacity of IoT
devices

- Massive data production

- Storage in network devices
- Using edge computing
- Using fog computing

Scalability - Node connexion/disconnexionInte-
gration of IoT in enterprise services

- Energy constraints
- Devices mobility

- Using microservices
- Fault management algorithm

Efficiency - High energy utilization
- Resources-constraints
- Device-overloading

- Massive and continuous data
generation and device
operations

- On-device data management

- Enabling energy and computation-efficient
algorithms for IoT data management in IoT
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This work has deeply reviewed the various solutions for managing IoT data available in the literature. To this end, after a
detailed presentation of the various IoT verticals, the basic concepts of data management for IoT were identified, and an anal-
ysis of the oldest to the most recent and relevant proposals in this topic has been performed. This can provide a good foun-
dation for researchers and practitioners who are interested to gain an insight into the data management techniques for IoT.
To conclude, some open issues regarding the direction of future contributions were identified and lessons learned were well
detailed. This study has also shown that proposed storage approaches have many advantages but have some limitations in
managing the quality of service (response time) and storage due to bandwidth or storage problems.

In future works, one intends to propose mechanisms using future technologies such as Fog computing to improve data
management. To do this, strategies for placing data in network devices can be proposed.
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