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a b s t r a c t 

Contemporary smart sensing paradigms, that are provided via diverse Internet of Things (IoT) mechanisms, prop- 

agate across considerable domains of daily life, such as health, agriculture, transportation, trade sectors to urban 

environments and smart cities. The new era of revolution in information technology will rely on processing and 

analyzing big data that are gathered by tremendous numbers of intelligent sensors, which are disseminated in 

the surrounding regions. However, most of these devices suffer from restrictions on power resources and process- 

ing capabilities, which in turn will enforce stringent restrictions on the network operations. In view of this, the 

development of novel and efficient energy algorithms for IoT paradigm is a challenging issue bearing in mind 

that the performance of this state-of-the-art network paradigm cannot be handled effectively by the existing tech- 

niques or solutions that are utilized in wireless sensor networks. To meet the requirements of maximizing the 

IoT network lifetime, we address in this work the challenge of IoT networks as of embedding energy-constrained 

devices by proposing a novel protocol, namely, Life Time Maximizing Based on Analytical Hierarchal Process 

and Genetic Clustering (LiM-AHP-G-C) protocol. In particular, the proposed protocol presents a novel optimal 

clustering algorithm for un-rechargeable battery-powered IoT devices, an efficient IoT heads selection algorithm, 

a heuristic method for optimal hop selection, and a model for avoiding intra- and inter-cluster interferences for 

IoT networks. The simulation results show that our proposed protocol outperforms the other existing works in 

terms of network lifetime, resource utilization, and scalability metrics. 
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. Introduction 

The Internet of Things (IoT) term was first coined by Kevin Ashton in

999, to belong later to the fundamental block for the upcoming intel-

igent world that paves the way to the information revolution era [ 1 , 2 ].

n specific, the IoT technology builds a bridge between the cyber do-

ain and the things inside the physical world to permit unprecedented

biquitous surveillance and intelligent control. The major idea behind

oT is that in the close future, most of the things that surround us will

e accessible, sensed and connected inside the dynamic, living, global

tructure of the Internet [3] . Wireless Sensor Network (WSN) plays a

onsiderable role in IoT as of covering a spacious application range in-

ispensable for the IoT. The IoT networks are similar to WSNs, where

he nodes in both networks are battery-powered microsystems embed-

ed with transducers to monitor the surrounding [4] . However, the IoT

odes are embedded with a wireless radio to form a wireless network

utonomously and communicate with each other. Nevertheless, these
∗ Corresponding author. 

E-mail addresses: k.darabkeh@ju.edu.jo (K.A. Darabkh), wafaa.kassab@mof.gov.jo

n  

ttps://doi.org/10.1016/j.comnet.2020.107257 

eceived 1 December 2019; Received in revised form 5 April 2020; Accepted 8 April

vailable online 12 May 2020 

389-1286/© 2020 Elsevier B.V. All rights reserved. 
odes have severe resource constraints in terms of battery power, mem-

ry size, computational and communication capabilities [ 2 , 5 ]. These

actors should be taken into account as they are deemed as a blueprint

or the prosperity of the entire routing process, which requires optimiz-

ng the conventional field estimation and data aggregation methods such

s multi-hopping and clustering techniques. 

.1. Problem statement 

Commonly, prolonging the network lifetime depends on the effective

anagement of the energy resources [6] . In fact, the energy consump-

ion is one of the most critical issues that must be taken into consid-

ration while designing IoT networks. Most generally adopted energy

reservation techniques, in the near past, are data aggregation, duty

ycling, and clustering [7–9] . Data aggregation approach aims to elim-

nate any replication in the transmitted data in addition to reduce the

umber of packets that reach the fog node [ 10 , 11 ]. Duty cycling is an
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perational method that is utilized to minify the amount of energy con-

umption caused by sensor nodes, while being in the idle mode, through

eriodically placing them in the sleep mode, thereby lowering the duty

ycling (i.e., having more power-saving) [ 12 , 13 ]. The fog computing

aradigm is proposed to extend cloud computing services from the core

o the edge of IoT networks as of providing a highly virtualized plat-

orm that supplies many networking, storage and computational ser-

ices between smart devices and cloud computing. On the other hand,

lustering techniques rotate the different roles among smart nodes to

reserve energy and ameliorate the network scalability through reduc-

ng packet collisions and channel contentions, which will certainly im-

rove the throughput of the IoT network [14–16] . Unfortunately, the

luster Head (CH) role in the previous works rises a heavy burden on

he CHs, which results in depleting their energy faster than other cluster

odes. Thus, when the CH node dies, no communication can take place

n that cluster. The IoT clusters with similar node’s density and cover-

ge area have nearly the same amount of intra-cluster communication

raffic. However, the traffic from far away cluster heads require to be re-

ayed by other heads closer to the fog node. Based on that, the CHs that

re located closer to the fog node exhaust their energy faster than other

eads, causing the energy hole problem. Hence, one critical matter that

merges in such energy-constrained IoT networks, is how to avoid the

nergy hole for the reason of enhancing the network lifetime. Further-

ore, in the IoT network, the sensed data messages are transmitted in

ither an event-driven or a continuous way, which requires employing

fficient energy preservation techniques for maintaining the energy of

hese nodes. Green networking mechanisms also play a remarkable role

n IoT networks in order to reduce the energy exhaustion and pollution

4] . 

.2. Methodology and contributions 

As an alternative to the existing IoT network paradigms, we develop

 novel lifetime maximization network model that aims at mitigating

he long-distance communications, especially, in the smart city envi-

onment, when the number of smart sensors exceeds hundreds or thou-

ands. Actually, the round-based policy, which is set by the central con-

rol like fog node, is the best clustering-based time-division policy, con-

idered for evaluating the performance of WSNs environment, in which

he setup and steady-state (data transmission) stages are involved. The

etup stage, which is also known as the offline stage, is the most compli-

ated and crucial fissure in which the network configurations, that are

equired for the operation of the IoT network, are set. In our proposed

rotocol, this phase is performed only once by the fog node before the

eginning of the data transmission stage (i.e., transmitting cluster nodes’

ata), allowing the operation in a proactive and centralized mode. Be-

ides, the main responsibilities, which lie over the fog node in the setup

tage, include cluster formation, cluster heads selection, and relaying

ode nomination per round, which result in curtailing the amount of

ontrol overhead that will be induced by IoT sensor nodes when build-

ng up clusters. What mainly distinguishes this work from other related

orks is that the smart sensors are allowed to sense and transmit data

tilizing the whole round time (i.e, without deducting part of it for the

ffline stage) and further without any interference as of being equipped

ith multi-band antennas, and hence avoiding the possibility of signal

nterference. 

It is worth mentioning that one of the most efficient mechanisms

hat is utilized to extend the lifetime of IoTs network is the clustering

echnique [ 17 , 18 ]. Correspondingly, we propose a novel energy-aware

lustering and routing protocol that aims at providing easiness in data

ggregation, route discovery, and minifying the control overhead re-

uired for having proper communications. In particular, our proposed

rotocol partitions the IoT network area into layers where these layers

re split further into equal size clusters, in which the farthest distance

etween two nodes does not exceed the threshold distance at which the

hannel propagation models change, thereby keeping the intra-cluster
ommunication process under the use of the Friis free space channel

ropagation model. Not only to this extent but rather, every cluster in

ur network model has two heads, namely, CH and leader head (LH)

odes. The LH node is in charge of receiving sensed data from the clus-

er members to be then aggregated, compressed and subsequently trans-

itted to its CH. Additionally, the CH node has the duty of sending this

ata directly to the fog node or relaying it via an appropriate LH node in

nother cluster, based on how far it is from the fog node. Furthermore,

e propose a novel approach for heads selection utilizing Analytical

ierarchical Processing (AHP) algorithm that incorporates multiple in-

eresting parameters, while electing optimal heads to work for a batch

f rounds, which include nodes’ energy, how far the nodes are from the

og node, and how far the nodes are of each other. 

Forwarding the sensed data utilizing the inter-communication state

ay require one-hop or multi-hop transmissions. The former type is suit-

ble when the distance between the source node and fog node does not

verride the threshold distance, while the latter is fit for a large-scale

etwork to maintain the communications over Friis free space channel

ropagation model and provide more scalability, as with the assistance

f relaying nodes, the sensed data can be sent to the distant fog node

ithout depleting much nodes’ energy. We do not stop to this extent,

ut rather, we apply a heuristic Genetic Algorithm (GA) for providing

he optimal selection of the next-hop, over the energy-constrained IoT

etwork, considering very influential parameters such as the residual

nergy of the candidate relay node along with its distances toward both

he corresponding CH and fog node. Owing to its abundant power, high

rocessing capabilities, and huge storage, the fog node has further the

esponsibility of selecting the relay nodes. 

The smart city application, which is the case of study in this work,

onsists of different heterogeneous sensors with different capabilities,

ut of which the sensing range, communication protocols, processing

nd computation abilities, for the reason of providing various sensing

ervices (i.e., smart parking, smart street lighting, smart traffic light,

ontrolling traffic congestion, air quality management, waste manage-

ent, structural health building). Consequently, it will be of great in-

erest to be closer to reality as much as possible as the prior proposed

ssumptions are no longer valid. In other words, it is so imperative to

eploy various sensors types utilizing different distributions as the way

hey should be in practice, hereby maintaining a satisfying and practi-

al performance, high coverage range, and low cost. However, in part

f this work has been accepted in [19] . 

In light of the above, the major contributions of this paper are sum-

arized below: 

a) Considering a live smart borough and consequently deploying

heterogeneous sensors with different capabilities utilizing Google

Earth Pro App in which an OSM file is generated (i.e., exported)

for identifying the coordinates of all streets and buildings, in this

smart borough, to be then imported into AutoCAD App after be-

ing converted into KMZ format. Thereafter, all generated XLS

files, from AutoCAD App, are to be imported into Matlab whereas

all necessary coordinates are acquired, and the simulation pro-

cess begins taking into consideration the employment of quite

relevant nodes distributions and communication protocols. 

b) Proposing a network model that aims at minifying the long-

distance communications for the reason of maximizing the IoT

network lifetime. 

c) Proposing a novel AHP algorithm for selecting the heads, namely,

CH and LH (or CL) for each cluster in the IoT network. 

d) Proposing a novel genetic algorithm for selecting the optimal re-

lay node for each cluster along with introducing a mathematical

expression for describing the best number of relay nodes required

for each cluster in the IoT network. 

e) Conducting a massive number of simulation experiments for eval-

uating the performance of the proposed protocol besides imple-

menting the closely related protocols and consequently conduct-
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ing comprehensive comparisons in the perspectives of energy ef-

ficiency and utilization. 

The rest of this paper is organized as follows: In Section 2 ,

rior works, related to maximizing the lifetime of WSNs, are

iscussed. Section 3 illustrates extensively the proposed protocol.

ection 4 presents thorough discussions for the simulation results of the

roposed protocol and those directly connected works under the con-

ideration of various scenarios. Finally, concluding remarks and future

irections are summarized in Section 5 . 

. Related works 

In the past decade, diverse clustering techniques were developed

o optimize the energy consumption in wireless resource-constrained

ensors, where most of the suggested mechanisms belong to the WSNs

odel. Comparable to WSNs, sensors in IoT networks play a significant

ole in sensing, collecting, transmitting and receiving data. Thus, in this

ork, the majority of the issues regarding clustering methods in WSNs

odel are inherited in the IoT model as well. Interestingly, the WSN

ifespan enlargement has been examined in many researches from dif-

erent points of view, where it is considered to be one of the focal metrics

hat evaluate the performance of WSN protocols [20–22] . In particular,

ne of the dominant clustering protocols, that inspires a large portion

f WSNs and IoT researchers’ community, is the Low Energy Adaptive

lustering Hierarchy (LEACH) as reported in [22] , where the sensors,

.e CHs, and ordinary nodes, are grouped into clusters. As CH nodes

onsume more energy compared with other members, their role will be

otated periodically among sensors in order to evenly distribute the en-

rgy consumption. Actually, the LEACH protocol aims to improve the

etwork lifetime in terms of making the First-node-to-die (FND) metric

e launched as late as possible. Despite that, this protocol has numerous

imitations that resist achieving its objective, such as being unscalable in

he large network area. This is due to the fact that all CHs in the LEACH

rotocol communicate directly with the sink node, which will compel

he CHs, that are far away from the fog node, to exhaust their energy

aster than those that are closer, which leads to reducing the network

ifespan especially in term of FND metric. Moreover, the CH selection

rocess is performed randomly which does not ensure choosing suitable

odes (in terms of their placements and count) to play the heads’ role

n each round. Finally, choosing the CHs per round will flood the net-

ork with control packets which will not only put a hefty burden on the

hannel bandwidth, but also increase the amount of energy needed to

ransmit data packets which certainly give rise to minifying the network

tilization. 

To cope with the LEACH limitations, a centralized version of LEACH,

alled LEACH-C protocol, was proposed as reported in [17] . The main

dea of this protocol is to make the responsibility of CHs selection, in ev-

ry round, rely on the sink node based on certain dimensions such as the

esidual energy and coordinates of each node, which are acquired from

he control packets that are transmitted by member nodes. Nonethe-

ess, the LEACH-C protocol overwhelms the network with a massive

umber of control packets sent in every round by all nodes directly

oward the sink node. Consequently, an improved version named the

ixed Low Energy Adaptive Clustering Hierarchy (LEACH-F) protocol

as developed. In other words, the setup stage overhead is substan-

ially reduced [ 17 , 22 ]. In the LEACH-F protocol, the sink node floods

he network with a list of ordered cluster nodes in the first round only.

rom this list, each node clearly knows its cluster-ID and other mem-

er nodes in its cluster so that the first node, appears in this list of

hat cluster, will serve as a CH in this round and the next one, shown

n the list that belongs to the same cluster, will serve as a CH for the

ext round and so forth, thereby balancing the energy consumption and

itigating the control overhead. One of the major constraints of this

rotocol is that no criterion was proposed to handle the re-clustering

rocess. Furthermore, this protocol lacks the support of WSN scalabil-
ty due to its inability of adding or removing nodes once the clusters

re set. In addition, it cannot handle the node’s mobility. It is good

o mention that, in this work, the fog node and sink node are used

nterchangeably. 

The Energy-Balancing Clustering Approach for Gradient-based

EBCAG) routing protocol was introduced in [23] . This protocol con-

tructs an unequal size of network clusters in a ring-based way, neglect-

ng the nodes that belong to the first ring which results in having im-

roper load distribution among nodes. In fact, nodes in the first ring

ommunicate directly with the sink node. Moreover, the EBCAG proto-

ol considers the minimum number of hops to route data toward the

ink node through the utilization of a gradient technique. 

The authors in [24] , proposed the energy efficiency-based improved

EACH protocol to reduce the number of packets that are exchanged

etween CH nodes and their cluster members. Actually, the sink node

elects CH nodes based on their residual energy per round which in

urn minimizes the consumed energy and extends the network lifetime.

he Energy-Efficient Clustering Using a Round-Robin (RRCH) protocol,

hich was proposed in [25] , considers that after partitioning the net-

ork area into clusters, the CH role will rotate in a round-robin fashion

o avoid repetitive setup stages, which are considered in the LEACH

rotocol. In order to improve energy efficiency, this protocol performs

 load balancing technique between sensors within the same cluster in

he initial setup stage. The threshold-based LEACH protocol was pro-

osed in [26] for the reason of reducing the number of CH reselection

rocedures. In other words, the CH nodes will stay in their role until

heir energy levels drop under a specific value. The authors in [27] pro-

osed an improved LEACH routing communication protocol in which a

ew head role takes over the CH role (i.e., vice CH) in the last periods of

ach round. As claimed, the idea of using vice CH enlarges the network

ifespan, prolongs the period of the steady-state stage, and reduces the

requency of re-clustering operations. 

The most related works to our proposed protocol are those intro-

uced in [ 20 , 28 , 29 ]. In [20] , the Constructing Optimal Clustering Ar-

hitecture (COCA) protocol was suggested in which an optimum cluster-

ased architecture that aims at improving the overall energy consump-

ion and prolongs network lifespan is constructed. The network area in

he COCA protocol is split into identical square layers, which will be

artitioned into clusters in a way that the number of clusters increases

oward the sink node. Similar to the LEACH protocol, the lifetime of

he COCA protocol is divided into rounds, where each round is split

nto setup and data transmission stages. The network formation is per-

ormed at the setup stage while the process of data sensing, aggregation,

nd transmission are performed in the data transmission stage. Never-

heless, the COCA protocol has many restrictions that are highlighted as

ollows. All cluster members, located in the same layer, participate in

he CH selection process which in turn floods the network area with con-

rol packets and consequently affects the network utilization severely.

dditionally, the selection of relaying nodes is proposed to be random-

zed which certainly brings to choosing those nodes that almost run out

f energy. 

To improve the WSN lifespan, the Unequal Cluster-based Routing

UCR) protocol was proposed [28] . In the UCR protocol, the network

rea is partitioned into various cluster sizes which specifically are short-

ned as soon as approaching the sink node which leads to minimizing

he energy consumed via the intra-cluster communication process. For

he reason of achieving an efficient node distribution over the network

rea, a proper way of electing suitable CHs is further introduced. Ad-

itionally, in the UCR protocol, a policy of whether to relay the traffic

irectly to the sink node or via a relaying node is presented. Unfortu-

ately, this protocol has a limitation concerning the way the CHs are

elected. In other words, the randomness is considered as one of the se-

ection criteria. In addition, the number of control packets generated is

assive which definitely leads to making the network function shorter.

n fact, more details will be introduced shortly (i.e., in the results sec-

ion). 
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The Efficient and Energy-Aware Clustering and Routing Protocol

EA-CRP) was proposed in [ 18 , 29 ] in which the long-distances commu-

ications are mitigated and the energy consumption is balanced which

oth help in prolonging the WSNs lifetime. In the EA-CRP protocol, the

SN area is partitioned into layers where their widths are reduced to-

ard the sink node, but in return, the number of the clusters is increased.

wo heads in each cluster are employed to have efficient load balanc-

ng. In specific, one head, named as a leader head, is basically in charge

f receiving the sensed data from its member nodes, aggregating it, and

ubsequently transmitting a compressed packet to its corresponding CH.

he other head relays that packet to the next downstream layer until it

eaches the sink node. Additionally, an efficient policy for CH selection

s proposed in which a weight is given for every member node consid-

ring different parameters, where lastly, the node that has the highest

eight wins the competition and then becomes a CH. Based on the width

nd length of each layer, different broadcast ranges are used, thereby

educing long-distance communications. 

. The proposed protocol 

To this end, we present a new energy-aware clustering and routing

rotocol for IoT network, namely, Life Time Maximizing Based on An-

lytical Hierarchal Process and Genetic Clustering (LiM-AHP-G-C) pro-

ocol, which will be extensively detailed in this section. In specific, the

ain protocol hypotheses are provided in Section 3.1 . Section 3.2 illus-

rates the network topology model while Section 3.3 handles the proce-

ure suggested for dividing the network area. Section 3.4 demonstrates

he broadcast algorithm while the procedures used in electing cluster

eads and relaying nodes are explained in Sections 3.5 and Section 3.6 ,

espectively. The techniques utilized in avoiding intra- and inter-cluster

nterferences are discussed in Section 3.7 . 

.1. Assumptions 

The following assumptions are taken into consideration while de-

igning the LiM-AHP-G-C protocol: 

a) The IoT network consists of one fog node and a large number of

IoT nodes that are distributed over a rectangular area. 

b) The IoT sensors are heterogeneous with different types, functions,

frequencies, communication protocols, and processing capabili-

ties. 

c) The fog node is situated outside the network area with no restric-

tion on its energy and processing capabilities. 

d) The fog node and IoT sensors are stationary. 

e) Each IoT node should have a unique ID. 

f) Nodes are connected with un-rechargeable batteries and fixed en-

ergy. 

g) The IoT sensors exchange their data with their LH nodes during

the round time. 

h) All sensor nodes are aware of their location coordinates and know

the fog node and the other nodes’ locations via GPS. 

i) The energy consumed for the computations, performed by a node,

is too small compared with the energy consumed for the data

transmissions, thus, it is neglected as considered in [30–34] . 

.2. The network model 

The smart city application of this work is implemented over a rectan-

ular area of equal cluster sizes as shown in both Figs. 1 and 2 . Within

ach cluster, the nodes transmit their sensed data to their LH during

he round time using different frequencies to evade signals interference.

onsequently, the LH aggregates its sensed data along with the data sent

rom cluster members into one fixed message, to be then transmitted to

he CH. Based on its distance toward the fog node, the latter transmits

he aggregated data either directly to the fog node or relays it to an-

ther LH, located in a nearby layer toward the fog node, utilizing the
nter-cluster communication mechanism. Similar to the EA-CRP proto-

ol, the network lifetime of our proposed protocol is split into rounds

earing in mind the fog node is in charge of determining the round time.

n our proposed protocol, the first round only is reserved for the setup

tage, while the entire time of other rounds is fully dedicated to the

nvironment sensing and data transmissions as shown in Fig. 3 . In this

etup stage, the fog node partitions the network area into virtual layers

nd clusters and determines the nodes belong to each cluster based on

heir coordinates. Thereafter, it specifies the heads and relaying nodes

if needed) for each cluster. 

.3. Division of network area 

Our major concern is how to connect the width and height of clusters

ith the threshold distance (i.e., the distance where beyond it, the two-

ay channel propagation model is used). In specific, the width and height

f clusters should be chosen considering the following constraints: 

1. Avoiding the transmissions over the two-ray channel propagation

model. 

2. Making use of the multi-hop routing algorithm proposed in this

work. 

It is worth mentioning that avoiding the transmissions over two-

ay channel propagation model, keeping the transmissions using Friis

ree-space channel propagation model, maintains having lower trans-

it power, thereby prolonging the IoT network lifetime. On the other

and, making the multi-hop routing algorithm proposed in this work

easible, the width of the cluster should be much less than the threshold

istance. In light of the above, we want to draw the attention to the point

hat based on empirical and experimental works, we are eventually able

o come up with expressions that describe the division of the network

rea proposed in this work. Particularly, the height of a cluster is half

f its width, while the width of a cluster should not exceed 30% of the

hreshold distance. In addition, we formulate an expression that relates

he network length( L n )with the cluster length( L c ) to have the number of

ayers( N l )in the network area as shown below: 

 𝑙 = 𝑐𝑒𝑖𝑙( 𝜌
2 
) , (1)

here: 

= 𝑐𝑒𝑖𝑙( 
𝐿 𝑛 

𝐿 𝑐 

) . (2)

Moreover, the total number of clusters( N c ) in a network area is rep-

esented by: 

 𝑐 = (2 𝑁 𝑙 ) 2 . (3)

Interestingly, the number of clusters in a layer ( 𝑁 𝑐 𝑙 
) is expressed as:

 𝑐 𝑙 
= 𝛿 + 𝜎 × ( 𝐿 𝑛𝑢𝑚 − 1) , (4)

here, 𝛿and 𝜎represent the coefficients that have been selected exper-

mentally, while their values are listed in Table 2 (i.e., simulation pa-

ameters table). L num 

refers to the layer number. 

It cannot be missed out to be mentioned that the severe resource of

nergy consumption in IoT nodes is communication, which highly de-

ends on the distance between the transmitter and receiver [35] . In our

ork, we follow the same energy radio and channel propagation models

hat are adopted in [36–38] . Similar to its counterparts [ 20 , 28 , 29 ], the

iM-AHP-G-C protocol, considers that a LH consumes 𝐸 𝐷𝐴 ( 
𝑛𝐽 

𝑏𝑖𝑡 
∕ 𝑠𝑖𝑔𝑛𝑎𝑙) for

ata aggregation process and compression of multiple data messages of

ength q -bit each, which are those received from its cluster members

long with its own message, into one single message to be sent afterward

o its CH node. Ultimately, the CH node aggregates that compressed

essage along with its own data message and consequently transmits a

ompressed version toward the fog node. 
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Fig. 1. A 60 x120 IoT area from google earth. 

Fig. 2. IoT network model in MATLAB. 

Fig. 3. The division of IoT network lifetime. 
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.4. The broadcast algorithm 

In the evolving telecommunication world, the multi-band antennas

echnology has become a desired and significant component for numer-

us recent communication systems because of their eye-catching prop-

rties such as their ability to support multiple bands of frequencies,

ightweight, small size, easy fabrication, and low cost [39] [40] . To

ake advantage of the aforementioned features, we employ such type

f antennas in this work, which allows each node to transmit over

ifferent frequencies based on its type and the required transmission

ange, thereby avoiding the intra and inter-cluster communication in-
erferences. Attractively, the fog node is responsible for preparing all

he important parameters, required per round, before the beginning of

he data transmission stage, such as the layers’ ID along with their clus-

ers’ IDs, members and heads of each cluster, as well as relay node ID

f each cluster (if needed). Consequently, it organizes these parameters

nto a table to be then broadcasted within the area of its dominance,

hich allows the nodes further to discover how far they are from it re-

ying on the received signal strength indication. Notably, Fig. 4 shows a

ortion of a control packet belongs to network clusters of layers 1 and

 from round 494 to 505. 
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Fig. 4. A portion of control packet broadcasted by fog node at the setup stage. 
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.5. AHP heads selection algorithm 

In this paper, a novel cluster head and leader head selection scheme,

hich is based on the AHP algorithm, is performed by the fog node due

o having unrestricted power source along with high processing speed

nd huge storage capabilities. The AHP is an effective approach in deal-

ng with complex decision-making processes as of being able to help the

ecision-makers to place priorities and select the optimal option through

plitting complex choices into a series of pairwise comparisons and fi-

ally synthesizing the results [41] . Moreover, the AHP incorporates a

aluable method for checking the consistency of the decision maker’s

ssessments, hence, lessening the bias in the decision-making process

42] . In this work, the AHP is utilized to deal with both CH and LH

election through considering the following steps: 

Step 1: Structuring hierarchy 

The objective of the decision, which is selecting an optimal CH and

H per cluster, is prioritized at the highest level of the hierarchy as

hown in Fig. 5 . The next level comprises of the decision variable (di-

ensions), whereas the least level includes all the IoT sensors that need

o be assessed (alternatives). 

Step 2: Calculating the local-weight vector and consistency

heck 

A local weight refers to the weight of each dimension and accord-

ngly will be as an entry of the local-weight vector. However, the ap-

roach of finding the local-weight vector is illustrated below. 

a) Making pairwise comparisons : In order to compute the weights of

distinctive dimensions, the AHP algorithm begins with creating

a pairwise comparison matrix A as shown below: 

𝐴 = 

⎛ ⎜ ⎜ ⎜ ⎝ 
𝑎 𝑅 𝑒 𝑅 𝑒 

𝑎 𝑅 𝑒 𝐷 𝑓𝑜𝑔 
𝑎 𝑅 𝑒 𝐴𝑉 𝐺 𝑑𝑖𝑠 

𝑎 𝐷 𝑓𝑜𝑔 𝑅 𝑒 
𝑎 𝐷 𝑓𝑜𝑔 𝐷 𝑓𝑜𝑔 

𝑎 𝐷 𝑓𝑜𝑔 𝐴𝑉 𝐺 𝑑𝑖𝑠 

𝑎 𝐴𝑉 𝐺 𝑑𝑖𝑠 𝑅 𝑒 
𝑎 𝐴𝑉 𝐺 𝑑𝑖𝑠 𝐷 𝑓𝑜𝑔 

𝑎 𝐴𝑉 𝐺 𝑑𝑖𝑠 𝐴𝑉 𝐺 𝑑𝑖𝑠 

⎞ ⎟ ⎟ ⎟ ⎠ 
, (5)
Taking into consideration that A is m × m matrix, where m denotes

for the number of the evaluated dimensions which include the

residual energy of an IoT node( R e ), the distance between that

node and the fog node( D fog ), and the average distance between

that node and other cluster members( AVG dis ). Each entry in the

matrix A (i.e., a ij ) represents the importance of the i th dimension

relative to the j th dimension. For instance, if a ij > 1, then the i th 

dimension will be more important and favorable than the j th di-

mension. Similarly, if a ij < 1, then i th dimension will be less im-

portant than the j th dimension, while a ij = 1 indicates that both

i th and j th dimensions have the same importance. Based on the

above, the relative importance among the two dimensions ( i, j )is

determined according to a numerical scale that goes from 1 to

9, as shown in Table A.1 at Appendix A . On the other hand, the

exact value of the pairwise comparison matrix that is adopted in

our simulations is provided in (A.1), found in Appendix A . 

b) Calculating the local weight vector: Generally, the local weight vec-

tor considering all dimensions can be found as 

𝑤 = 

⎛ ⎜ ⎜ ⎜ ⎝ 
𝑤 𝑅 𝑒 

𝑤 𝐷 𝑓𝑜𝑔 

𝑤 𝐴𝑉 𝐺 𝑑𝑖𝑠 

⎞ ⎟ ⎟ ⎟ ⎠ 
, (6)

Specifically, the local weight vector of dimension i ( w i ) is com-

puted by finding the average of every row in the normalized

matrix A norm 

(from matrix A ), which is as 

𝑤 𝑖 = 

𝑚 ∑
𝑘 =1 

�̄� 𝑖𝑘 

𝑚 

, (7)

where �̄� 𝑖𝑗 is the normalized a ij and can be computed as 

�̄� 𝑖𝑗 = 

𝑎 𝑖𝑗 
𝑚 ∑

𝑘 =1 
𝑎 𝑘𝑗 

. (8)
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Fig. 5. Structuring AHP hierarchy for CH and LH selections. 
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It is good to mention that the summation of each column in A norm 

should be equal to 1. 

c) Checking for consistency: A matrix A is considered to be consis-

tent as long as 𝑎 𝑖𝑗 . 𝑎 𝑗𝑖 = 1 . Hence, to check the consistency of any

matrix, we should find the Consistency Ratio( CR ), which is ex-

pressed as 

𝐶 𝑅 = 

𝐶 𝐼 

𝑅𝐼 
, (9)

where, CI represents the consistency index, which is expressed as

shown in (10) , while RI refers to the random index which can

be selected from Table A.2 , shown in Appendix A , based on the

number of dimensions chosen. 

𝐶𝐼 = 

𝜆 − 𝑚 

𝑚 − 1 
, (10)

where, 𝜆 refers to the eigenvalue of the pairwise comparison ma-

trix and is computed as 

𝜆 = 

𝑚 ∑
𝑘 =1 

𝐶 𝑂 𝑘 

𝑚 

, (11)

where, CO represents the consistency vector and can be computed

as 

𝐶𝑂 = 𝑤 𝑠 ×
1 
𝑤 

, (12)

where, w s denotes for the weight sums vector and can be calcu-

lated as 

𝑤 𝑠 = 𝐴 × 𝑤. (13)

To this end, we can determine whether the comparison matrix is con-

istent or not based on the following constraint. If 0 ≤ CR < 0.1, then the

ocal weights will be consistent, otherwise, they will be not consistent.

f this constraint is not met, then a recalculation is required. In other

ords, the levels of importance among the three dimensions should be

econsidered to eventually meet this consistency check constraint. 

Step 3: Calculating the global-weight vector 

The global-weight vector is calculated for each cluster by finding the

forementioned three dimensions for each node in a cluster and then in-

luding them in a matrix where the number of its rows refers to the total
umber of cluster members. Thereafter, a normalized version of this ma-

rix is considered to be then multiplied by the local-weight vector, found

n step 2, which ultimately results in obtaining the global weight vector.

nterestingly, in our proposed protocol, the control message, sent by the

og node, has a massive information in which the nodes of each cluster

re ordered in a list in a descending order based on their global weights.

ctually, the top two nodes will serve as a CH and LH, respectively, for

hat cluster in the current batch (i.e., group of rounds) while the next

op two nodes will serve as a CH and LH, respectively, for that cluster in

he next batch and so forth. The batch duration is determined by the fog

ode which is assumed to be in a knowledge of all messages’ exchanges

etween all nodes in the network along with their costs. In addition

o aforementioned control message information, the round numbers at

hich the nodes alternate their heads are included. The criterion of al-

ernating among batches is as follows. Both heads selected will stay serv-

ng in their roles as long as their energy consumption, until the current

ound, equals or does not exceed an energy threshold, E Thrs . This crite-

ion helps in maintaining a balance in the energy consumption among

luster’s nodes. Literally, the global-weight list is subject to change as

oon as any of the heads ran out of energy. In other words, the infor-

ative control message, sent by the fog node, includes further the new

lobal-weight lists that should be considered by all clusters’ members

long their activation rounds. The main reason of making the whole

ask to be handled by the fog node is to reduce the control overhead

hich will be required, from sensor nodes, for achieving this purpose. 

.6. Genetic relay node selection algorithm 

The genetic algorithm is an adaptive heuristic search algorithm that

imics the genetic concepts of natural selection, mating, mutation, and

nheritance and is widely utilized in optimizing plenty of research prob-

ems [43] . The genetic algorithm starts with a set of randomly generated

robable solutions, known as the initial population. Each individual is

epresented through an array or a string of genes called a chromosome,

here the length of all chromosomes in the population should be equal.

very permissible gene should be evaluated via a fitness function to es-

imate its efficiency. Hence, the fitness function has to be formulated in
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Fig. 6. The procedure of forwarding the sensed data of IoT environment toward the fog node. 
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uch a way that a permissible gene provides a result around the optimum

olution. 

In the context of IoT sensors and for any cluster, if the distance be-

ween the CH and fog node exceeds the threshold distance, then the

mployment of relay nodes will become feasible, as shown in Fig. 6 .

herefore, all LHs or CLs in the network are considered initially as can-

idate relay nodes. Upon satisfying a criterion, those filtered heads will

urn out to be permissible relay nodes. This criterion involves three con-

itions where the first condition relates to that, for any cluster, the dis-

ance from the corresponding CH to a candidate relay node should not

ranscend the threshold distance. This can be justified due to making

ure that there is no need to consider any further relay in between. The

econd condition refers to that the distance from a candidate relay node

o the fog node should be less than the distance from the CH to the fog

ode. This condition is chosen to insure that the candidate relay node

hould be in the direction toward the fog node. The last one relates

o that the energy of the candidate relay node should be greater than

r equal to the average energy of all candidate relay nodes. As men-

ioned when discussing the AHP heads selection model, the fog node is

n charge of finding the relay node for every CH or CL in any round, as

hown in Fig. 4 . In other words, the control message, sent by the fog

ode, will keep all CHs or CLs informed of their optimal relay nodes in

very round. That is why the energy concern is included in the afore-

entioned criterion. However, for any cluster, there might be a number

f possible hops for forwarding its traffic toward the fog node ( RE num 

),

hich can be expressed as 

 𝐸 𝑛𝑢𝑚 = 𝑐𝑒𝑖𝑙 

⎛ ⎜ ⎜ ⎜ ⎝ 

((
𝑦 𝑓𝑜𝑔 − 𝑦 𝐶𝐻 

)2 + 

(
𝑥 𝑓𝑜𝑔 − 𝑥 𝐶𝐻 

)2 )
𝑑 𝑇ℎ𝑟𝑒𝑠 

0 . 5 ⎞ ⎟ ⎟ ⎟ ⎠ 
. (14)

After finding the permissible relay nodes for all clusters in the net-

ork, the initial population can be determined, which consists mainly

f many chromosomes. Indeed, each chromosome is made up of many

enes where each gene belongs to one cluster and, in this context, refers

o the permissible relay nodes. For instance, imagine there is a network

n which four clusters are formed. This implies having 4 genes where

ach gene has a number of permissible relay nodes. As a follow-up to

ur prior example, the 4 genes, in sequence, have 2, 4, 3, and 5 per-
issible relay nodes, respectively. At this case, the initial population

ncludes 5 chromosomes where the 5 permissible values, belong to the

ast gene, are spread out evenly among those chromosomes. In regards

o the other three clusters, the permissible values are distributed alter-

atively among the 5 chromosomes. At this stage, finding the fitness

alue of each gene in each chromosome is initiated. The fitness function

dopted in our algorithm ( FN ) is expressed as: 

 𝑁 = 𝛼 × 𝑓 1 + 𝛽 × 𝑓 2 + 𝛾 × 𝑓 3 , (15)

here, f 1 represents the ratio of the energy of the current permissible re-

ay node ( E res ( pe )) to the average energy of all permissible relay nodes

 𝐸 𝑎𝑣𝑔− 𝑟𝑒𝑠 ) . This reflects that the possibility of the current permissible re-

ay node to be the optimal relay node gets high as its energy level is

igh. Moreover, f 2 denotes for the ratio of the average distances from all

ermissible relay nodes to the fog node, to the distance between the cur-

ent permissible relay node and the fog node. As it gets closer to the fog

ode, the possibility of the current permissible relay node to be the opti-

al relay node increases. In addition, f 3 refers to the ratio of the average

umber of times that all permissible relay nodes have become optimal

elay nodes to the number of times the current permissible relay node

layed this role. In fact, this is an important concern. In different words,

o achieve an efficient load balancing, if the current permissible relay

ode is already served in the prior rounds as the optimal relay node,

hen its possibility to serve longer will decrease. Lastly, 𝛼, 𝛽 and 𝛾are the

tness function coefficients which are experimentally chosen and listed

n Table 2 . 

In light of the above discussion, f 1 is expressed by 

 1 = 

𝐸 𝑟𝑒𝑠 ( 𝑝𝑒 ) 
𝐸 𝑎𝑣𝑔− 𝑟𝑒𝑠 

, (16)

Furthermore, f 2 is given by 

 2 = 

𝑁 ∑
𝑖 =1 

( ( 𝑦 𝑓𝑜𝑔 − 𝑦 𝑖 ) 2 + ( 𝑥 𝑓𝑜𝑔 − 𝑥 𝑖 ) 2 ) 
0 . 5 

𝑁 

( ( 𝑦 𝑓𝑜𝑔 − 𝑦 𝑝𝑒 ) 2 + ( 𝑥 𝑓𝑜𝑔 − 𝑥 𝑝𝑒 ) 2 ) 
0 . 5 . (17)
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Fig. 7. Relay node selection using genetic algorithm. 
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At the end, f 3 is expressed by 

 3 = 

𝑁 ∑
𝑖 =1 

𝐶( 𝑖 ) 

𝑁 

𝐶( 𝑝𝑒 ) 
, (18)

here, C ( i ) refers to the number of times that a permissible relay node i

as become optimal relay node. 

N refers to the population size (i.e., the number of permissible relay

odes). 

At this point, the average of the fitness values of each chromosome is

etermined. If the average is beyond the boundaries (limits), then this

hromosome will be excluded from the initial population. Genuinely,

hese limits are set based on the minimum and maximum acceptable

alues of the aforementioned fitness function. As soon as this task gets

erformed, the process of crossover is started taking into account that

here are a lot of strategies available in the literature for this purpose out

f which 1-point, k-point, shuffle, reduced surrogates, blend, uniform,

euristic uniform, and discrete crossover where the latter is employed

n this work [43] , which results in having new children. At this instance,

hose children will be the new population. After conducting a crossover

rocess, there is a possible mutation outcome where there are many

utations approaches currently available such as bit flip, swap, scram-

le, and random resetting mutation, which is adopted in this research

44] . Attractively, after a mutation process, there might be a new gene

hich did not exist among the parents’ genes, which is quite realistic.

he process of conducting crossover operations and then mutations will

e repeated in all generated children till to get one child (chromosome)

hich represents the optimal solution, where the whole procedure is

emonstrated in Fig. 7 . In other words, it represents the optimal relay

ode for every CH or CL. A complete example to show the entire tech-

ique is provided in Appendix B . 
.7. Avoiding intra- and inter-cluster interferences algorithm 

The rapid proliferation of IoT technology leads to the emergence

f a massive number of wireless communication technologies, such as

FID, Telensa, SigFox, LoRaWAN and NB-IoT that could share the same

requency bands in numerous scenarios. Based on this, many signals

ill be carried through the same frequency band which may lead to the

ata loss, higher delays, intermittent network connections, and lower

etwork throughput due to signals’ interferences that are caused by

ntra- and inter-cluster communication [45] . To eliminate these inter-

erences, we utilize sensors which are embedded with multi-band an-

ennas in both transmitting and receiving circuits, thereby enabling the

se of different communication protocols. These protocols support the

requency-hopping Spread Spectrum (FHSS) technique in order to en-

ble the fog node to oblige all the sensors in the network area to utilize

ifferent frequencies and hence evade any possibility of communication

amming. To achieve these objectives, we employ the mechanism which

s explained below and shown in Fig. 8 . 

a) The inter-cluster interferences, that could happen at the end of

each round, is evaded by compelling each CH or CL to transmit

over different frequencies considering the following cases: 

• In the case of having homogeneous or heterogeneous CHs or

LHs operating over the same or various communication pro-

tocols with different frequencies, then there will be no possi-

bility for any interference. 

• If the CHs support different or identical communication pro-

tocols that operate over the same range of frequencies, then

the fog node will apply FHSS technique to let these heads

transmit over distinctive frequencies. 
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Fig. 8. Evading the interferences of intra- and inter-cluster communications in IoT network. 
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b) The signals’ interferences, which may be caused by the intra-

cluster communications among the members of a cluster, is pos-

sible to be avoided. In particular, after assigning specific frequen-

cies to all CHs in the network area, as mentioned in the first step,

the fog node will assign frequencies to cluster members bearing

in mind the following cases: 

• If the members of a cluster have different or the same com-

munication protocols and operate over the same range of

frequencies, then the fog node will force them to transmit

over distinctive frequencies excluding the frequency that is

reserved for their CH. 

• If the cluster’s sensors operate over distinctive or similar com-

munication protocols that support different frequencies, then

there will be no interference. 

c) Due to obeying a batch-based style, the fog node switches the CH

role among CHs in the network irregularly. In other words, not

all the CHs will serve the same number of rounds (i.e., the batch

length is different). Therefore, in our algorithm, the fog node,

when preparing the setup parameters, is aware of all frequen-

cies assigned to all nodes in the network in every round, hereby

avoiding any interference that may arise by intra- or inter-cluster

communications. However, Fig. 9 summarizes all algorithms con-

sidered in our proposed protocol. 

. Simulation results and discussion 

In this section, a massive number of simulations has been conducted

or evaluating and analyzing the performance of our proposed protocol.

n other words, we firstly introduce the simulation environment and pa-

ameters used. Secondly, we define the performance metrics that are

sed in showing to what extent the contributions of our proposed pro-
ocol are significant. Finally, the simulation results along with necessary

ecisions are provided. 

.1. Simulation environment 

The interest in enhancing different factors and parameters that affect

he performance of IoT environments by the researcher’s community is

apidly increasing. Accordingly, numerous experimental and simulation

latforms have been developed due to being almost impossible to pro-

eed in a real environment where many burdens, that face the setup

nd implementation in such environments like complexity, time, and

ost, may exist. We were eager to choose an environment that can be

quipped with different smart services for the reason of considering dif-

erent scenarios of smart city applications. Consequently, we choose an

nformative geographical territory, which is Birdsboro borough, where

ifferent smart sensing technologies can be deployed and managed eas-

ly, hence, improving the life quality of citizens and tourists. Actually,

ifferent IoT applications may be considered in this simulated region

uch as smart traffic management, smart structural health of buildings,

mart air quality management, smart parking, smart street lighting, etc.

n this research, we use four focal software applications, where various

ypes of sensors are deployed based on specific distributions that refer to

he sensor type and its transmission range, which include Google Earth

ro v7.3.2.5776, OpenStreetMap web application, Autodesk AutoCAD

M.107.0, as well as MATLAB R2015a v8.5.0.197613. In our simulation

xperiments, 100 IoT nodes are deployed using various distributions, as

ummarized in Table 1 , over an area of the size 60 m × 120 m. Fur-

hermore, the simulation parameters used are provided in Table 2 and

ainly considered as the default values unless otherwise mentioned in

he discussion. The procedure used to acquire the essential information

o conduct the simulations, such as buildings, parking lots and street

oordinates is illustrated as: 
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Fig. 9. Overview of the LiM-AHP-G-C protocola). 

Table 1 

IoT sensors and distributions in various network sizes. 

IoT sensors Distribution Communication 

Protocol(s) 

Number of sensors 

for (60 m × 120 

m) 

Number of sensors 

for (80m 

× 160m) 

Number of sensors 

for (100 m × 200 

m) 

Number of sensors 

for (160 m × 320 

m) 

1 Smart parking 

sensors 

Uniform 

distribution 

RFID 25 45 70 190 

2 Street light 

sensors 

Uniform 

distribution [46] 

Telensa 8 11 14 22 

3 Smart traffic 

light 

Roads 

Intersections 

NB-IoT 8 8 8 8 

4 Traffic congestion 

sensors 

Random 

deployment [47] 

Telensa 

LoRaWAN 

6 18 31 80 

5 Air quality 

sensors 

Gaussian 

distribution [48] 

Telensa 15 27 44 120 

6 Waste 

management 

sensors (smart 

bins) 

Random 

distribution 

Telensa 20 36 58 155 

7 Structural 

building 

Particle swarm 

optimization 

algorithm [49] 

SigFox 18 33 53 136 

Total number of sensors 100 178 278 711 

 

 

 

 

 

 

 

 

 

 

 

a) The designated area is specified and selected via Google Earth

Pro App, where Birdsboro borough is chosen to be the region of

interest, as shown in Fig. 10 . 

b) An OSM file is exported to identify the coordinates of all streets

and buildings of Birdsboro borough using OpenStreetMap, as de-

picted in Fig. 11 . 

c) The OSM file is then imported into AutoCAD App after being con-

verted into KMZ format. 
d) The coordinates of traffic lights, structural health building, park-

ing sensors, and all streets, as shown in Fig. 12 , which are dis-

seminated based on specific distributions, are then exported from

AutoCAD into XLS files. 

e) After importing all XLS files, generated from AutoCAD, into

MATLAB, the coordinates of all aforementioned sensors are now

known and accordingly, the simulation process begins as soon as

the step below is considered. 
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Table 2 

Simulation parameters. 

Parameter Value 

Network size 60 m × 120 m 

Cluster dimensions 

(height and width) 

15 m × 30 m 

Eq. (4 ) coefficients 𝛿= 4, 𝜎 = 8 
E Thrs 1mJ 

Fitness function coeffitients 𝛼 = 0.5, 𝛽= 0.4, 𝛾= 0.1 

Fog node location X = 30, Y = − 60 

Number of IoT nodes 100 nodes 

Data message size 6400 bits 

Control message Size 200 bits 

The initial energy of a node 0.5J 

𝜀 𝑓𝑟𝑒𝑒 − 𝑠𝑝𝑎𝑐𝑒 − 𝑎𝑚𝑝 10 PJ / bit / m 

2 

𝜀 𝑡𝑤𝑜 − 𝑟𝑎𝑦 − 𝑎𝑚𝑝 0.0013 pJ/bit/ m 

4 

E elec 50 nJ/bit 

E DA 5 nJ/bit 

d crossover 100 m 

Communication protocol name RFID [ 50 ] [ 51 ] Telensa [ 52 ] NB-IoT [ 53 ] LoRaWAN [ 54 ] SigFox [ 53 ] 

Communication protocol 

frequencies 

(125–134) kHz 

13.56 MHz 

(60–865) MHz 

(902–928) MHz 

60MHz 200MHz 

433MHz 470MHz 

868Mhz 915MHz 

850–900 Hz 

3.75 kHz 

15 kHz 

180–200 kHz 

100Hz 869MHz 

915 MHz 

200 kHz 

(868–869) MHz 

(902–928) MHz 

Communication protocol 

transmission ranges 

(1–10) cm 

(1–30) m 

3km 

20km 

1 km 

10 km 

(2–5) km 

15km 

(3–10) km 

(30–50) km 

Fig. 10. Google earth map of Birdsboro borough in Pennsylvania, United States. 
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f) The locations of the other sensors, which are of interest too and

include the street lights, traffic congestion, air quality, and waste

management, are determined directly through MATLAB based on

their transmission ranges and appropriate distributions, where all

considered sensors are detailed in Table 1 . 

.2. Performance metrics 

The efficiency and robustness of our proposed protocol have been

xamined thoroughly where a tremendous number of simulations were

onducted considering the following performance metrics: 

i. Network lifetime which has been assessed in three different perspec-

tives, namely, the First-Node-to-Die (FND), Half-Node-to-Die (HND),

as well as Last-Node-to-Die (LND) metrics. The FND denotes for the

time gauged (in rounds) from the initial IoT network deployment

until the first IoT sensor depletes its energy and subsequently dies.

The LND represents the total time (in rounds) till all sensors exhaust

completely their energy. Similarly, the HND refers to the number of

rounds where exactly half of the sensors deplete their energy. 
ii. Network utilization which primarily refers to the ratio of the energy

consumed for data transmissions to the energy consumed for both

data transmissions and control overhead. 

.3. Results and discussion 

To validate the scope of correctness of our proposed protocol, many

cenarios are considered. Firstly, we investigate the effect of enlarging

he network size on the IoT network lifetime of LiM-AHP-G-C proto-

ol and consequently declare the network size that maximizes the IoT

etwork lifetime to be then considered in the subsequent scenarios. Sec-

ndly, we check into thoroughly the number of alive nodes versus the

ound number. It is worth mentioning that, from this scenario to the rest,

e implement the directly connected protocols (i.e. COCA, UCR, EA-

RP) and accordingly incorporate their results to show how and to what

xtent our proposed protocol steps the literature. Thirdly, we examine

he FND against different network sizes. Fourthly, the LND is investi-

ated under the consideration of having various network sizes. Fifthly,

e explore the impact of employing different network sizes on the net-
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Fig. 11. Birdsboro borough buildings and streets by OpenStreetMap. 

Fig. 12. Distribution of different types of IoT sensors through AutoCAD. 
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p  
ork utilization considering all aforementioned protocols. Finally, we

xamine the effect of increasing the initial energy of the IoT smart de-

ices on the network lifetime of our protocol and other related protocols.

.3.1. Simulation scenario1: define the suitable network size 

In this scenario, we inspect how increasing the network size affects

he IoT network time of our proposed protocol. Therefore, various net-

ork sizes are considered, which include (60 m × 120 m), (80 m × 160

), (100 m × 200 m) and (160 m × 320 m). To keep the density of all
forementioned areas matches the network density, which is equal to

.014 node/m 

2 , the number of sensors considered, in these areas, are

00, 178, 278, and 711 IoT sensors, respectively, which are classified

ased on their types, as shown in Table 1 . Referring to Section 3.3 (di-

ision of network area algorithm), these areas are partitioned into 2, 3,

 and 6 layers, as indicated in Table 3 . 

From Fig. 13 , it can be clearly observed that the IoT network lifes-

an gets worse when the IoT network size increases which is to be ex-

ected since as the size of the IoT network increases more and more,
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Table 3 

The number of layers and clusters in various network areas. 

Number of layers VS number of clusters (60 m x 120) (80 m x 160 m) (100 m x 200 m) (160 m x 320 m) 

Number of layers 2 3 4 6 

Number of clusters in each layer 4 12 4 12 20 4 12 20 28 4 12 20 28 36 44 

Total number of clusters in the network 16 36 64 144 

Fig. 13. Network lifetime of LiM-AHP-G-C protocol versus different IoT network sizes. 
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he communication distances between nodes and their heads and fur-

her between heads and the fog node get longer and longer, causing a

apid network energy depletion. As it shows the best IoT network life-

ime, we choose the area, (60 m × 120 m), as a default network size in

he subsequent scenarios. 

.3.2. Simulation scenario 2: number of alive nodes versus round number 

In this scenario and as shown in Fig. 14 , the number of alive IoT

ensors is described in every round considering the LiM-AHP-G-C proto-

ol and its counterparts. An overarching common trend can be noticed

rom this figure, that is, the number of alive nodes decreases as the

umber of rounds increases in all protocols which is to be expected as

he number of rounds increases more and more, the amount of mes-

ages’ exchanges increases more and more which gives rise to getting

loser to the network termination. Interestingly, we can clearly notice,

rom this figure, that the proposed protocol surpasses all the other pro-

ocols in terms of the number of alive nodes per round in which the

etwork stays functioning for 1013 rounds while the networks in the

ther protocols, namely, COCA, UCR, and EA-CRP, remain alive for 231,

51 and 577 rounds, respectively, which result in having improvements

f 338.5 %, 188.6% and 75.6% over COCA, UCR, and EA-CRP proto-

ols, respectively. This superb enhancement is attributed to the contri-

utions of the following ideas that are incorporated into LiM-AHP-G-C

rotocol. Firstly, the procedure of partitioning the network area into a

ulti-layered architecture in which each layer differs among the oth-

rs in the number of equal-sized clusters wherein, as seen in Fig. 2 , has

bsolutely a favorable influence on preserving the overall IoT network
nergy as most of messages’ exchanges are kept under the use of Friis

ree space channel propagation model. Secondly, dissimilar to what is

sed in the directly connected protocols, the setup overhead is entirely

xcluded in all rounds but round one where the task is handled by the fog

ode which results in reducing the control overhead and consequently

rolonging the IoT network lifetime. Thirdly, the employment of AHP

lgorithm for choosing the CHs and LHs (or CLs) along with rotating

he heads’ roles among cluster members based on a batch-based time-

ivision approach lead to distributing the energy consumption evenly

mong sensor nodes. Finally, the usage of genetic algorithm for select-

ng relay nodes to forward the aggregated data from CHs, which are

istant more than the threshold distance away from the fog node, main-

ains the undergo of Friis free space channel propagation model. 

The EA-CRP performs better than COCA and UCR protocols which is

ttributed to employing a multilayered structure, where the sizes of lay-

rs decrease toward the fog node. As a consequence, the EA-CRP minifies

he long-distance communications, required for intra-cluster commu-

ications, and therefore, preserves the energy of those nodes, located

loser to the fog node, for the inter-cluster communications instead,

hereby achieving some kind of a balance in the energy consumption.

urthermore, in the EA-CRP, two heads are used (i.e., CH and LH) for

he reason of distributing the energy consumption among them when re-

eiving, aggregating and transmitting cluster messages. Additionally, a

ulti-hop routing technique is operated in which both the node residual

nergy and its distance toward the fog node are involved when choosing

he relay node, thereby mitigating the energy required for communicat-

ng with the fog node. 
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Fig. 14. Number of alive sensors against round number considering different protocols. 
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On the other hand, in the COCA protocol, the network area is par-

itioned into square units of equal sizes by dividing the length of the

etwork over its width (i.e., having just two units over the network

rea chosen). In addition, the number of clusters in each unit increases

s of getting closer to the fog node. In the COCA protocol, the impact of

tilizing long-distance communications is totally neglected while ad-

ressing the power consumption problem. Above all, the CHs in the

OCA protocol choose the relaying node randomly. In other words,

here is a possible case where the relay nodes selected will almost run

ut of energy, causing data loss and shorter IoT network lifetime. Also,

n the COCA protocol, the clusters are reconstructed in every round,

ereby increasing the control overhead. The aforementioned reasons

ake the COCA protocol exhibit remarkably the worst behavior among

he other protocols. Notably, the UCR protocol acts better than the

OCA protocol. Actually, in the UCR protocol, the broadcast range used

oes not change with round. The CHs are further chosen arbitrary. In

ther words, sensors with low energy are eligible to be CHs. More-

ver, the network is flooded with a tremendous number of control mes-

ages every round such as COMPETE_HEAD-MSG, FINAL_HEAD_MSG ,

nd QUIT_ELECTION_MSG , letting the nodes to exhausted their energy

o early. It is good to stress on the point that the relay nodes are selected

n a way that the CH may need to communicate directly with the fog

ode as long as its energy exceeds that in the relay node, causing a rapid

ode’s death. 

.3.3. Simulation scenario 3: FND against network size 

Fig. 15 depicts the FND against the network sizes of (60 m × 120

), (80 m × 160 m), (100 m × 200 m), and (160 m × 320 m) consid-

ring the LiM-AHP-G-C protocol and its counterparts. Although it occurs

oo early in the other protocols, the FND, in the LiM-AHP-G-C protocol,

akes the network function at least three times what is achieved in the

ther protocols. In specific, the FND achieved in the LiM-AHP-G-C pro-

ocol is at round 607 while in the other protocols, namely, COCA, UCR,

nd EA-CRP, its values are at 210, 223 and 218 rounds, respectively con-
idering, of course, the network size 60 m × 120 m. This is owing to

he energy-aware algorithms that are employed in our protocol, which

re illustrated and highlighted extensively in the previous scenarios. 

.3.4. Simulation scenario 4: LND in opposition to network size 

This scenario examines the LND in opposition to the network size

onsidering LiM-AHP-G-C, COCA, UCR, and EA-CRP protocols where

ts results are plotted in Fig. 16 . The network sizes considered are the

ame as those discussed in the prior scenarios. The contributions of the

iM-AHP-G-C protocol are significant and undeniable. In particular, the

ND, for the network size of 60 m × 120 m, is at 1013 rounds while

n COCA, UCR, and EA-CRP protocols, it is at 231, 351 and 577 rounds,

espectively. Similarly, for the network size of 160 m × 320 m, the FND

s at 607, 210, 223, and 218 rounds for the LiM-AHP-G-C, COCA, UCR,

nd EA-CRP protocols, respectively. 

.3.5. Simulation scenario 5: network energy utilization against network 

ize 

To this end, it is of interest to know the impact of the control over-

ead encountered in our proposed on the overall network energy uti-

ization. In other words, what is the quota of the energy consumed for

he control overhead with respect to the overall energy consumption.

o address this concern, Fig. 17 depicts the network utilization in con-

rast with the network size considering all aforementioned protocols.

he network utilization( NU )is defined as the proportion of the energy

onsumed in data transmission ( E D ) to the total IoT network energy ( E T ),

hich is expressed as: 

𝑈 = 

𝐸 𝐷 

𝐸 𝑇 

. (19)

Among all protocols, our proposed protocol has the best network

nergy utilization. For instance and considering the network size of 60

 × 120 m, the network utilization in the LiM-AHP-G-C protocol ap-

roaches 98% while in the other protocols, that are, COCA, UCR, and
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Fig. 15. FND against sensor field size considering different protocols. 

Fig. 16. LND in opposition to sensor field size considering various protocols. 
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Fig. 17. Network energy utilization against sensor field size considering various protocols 

Fig. 18. LND opposite to initial energy con- 

sidering various protocols. 
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A-CRP, it approaches 33.5 %, 38.4%, and 49.5%, respectively. In a

imilar manner and considering the network size of 160 m × 320 m,

t approaches 97%, 24%, 31.25% and 32.09% for LiM-AHP-G-C, COCA,

CR, and EA-CRP protocols, respectively. From these results, we can

onclude that the control overhead in our proposed protocol is mini-

al. Furthermore, the scalability is achieved as the network utilization,
 t  
n our proposed protocol, is much less sensitive to any change in the

etwork size than others. 

.3.6. Simulation scenario 6: network lifetime opposite to initial energy 

In this scenario and as shown in Fig. 18 , the network lifespan, in

erms of LND, opposite to the initial energy is examined considering our
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Table A.1 

A pairwise comparison scale [41] . 

Scale of a ij Interpretation 

1 Equally important. 

3 Moderately important. 

5 Strongly more important. 

7 Very Strongly more important. 

9 Extremely important. 

Table A.2 

RI based on the number of dimen- 

sions [41] . 

Number of dimensions (m) RI 

2 0 

3 0.58 

4 0.9 

5 1.12 

6 1.24 

7 1.32 

8 1.41 

9 1.45 

10 1.51 
roposed protocol and its counterparts, that are, COCA, UCR, and EA-

RP. The values of initial energy are 0.5, 1, 1.5, 2, 2.5, and 3J. It can be

learly noticed from this figure that the proposed protocol surpasses the

ther protocols for all initial energy values considered. In addition, as

he initial energy increases, the performance of all protocols gets better

hich is to be expected as the increase in the initial energy reflects posi-

ively on the IoT network lifetime. Unlike its counterparts, the behavior

f our proposed protocol has a superliner trend as the initial energy in-

reases. In fact, the ideas or algorithms incorporated in our proposed

rotocol make it novel and extremely attractive. 

. Conclusions and future works 

The IoT devices that are utilized in smart city applications are usu-

lly integrated with non-rechargeable and restricted batteries, making

he IoT networks susceptible to a rapid energy depletion. Correspond-

ngly, one of the most critical issues that have been drawing the attention

f IoT researchers is how to conserve the energy of IoT network for the

urpose of improving its lifetime and making it last for a long period. In

his work, an energy-aware clustering and routing protocol, called LiM-

HP-G-C, is proposed which basically aims at mitigating the hindrances

hat may face the communication process of heterogeneous smart de-

ices. The major findings of our proposed protocol can be briefed as fol-

ows. To begin with, it considers the configurations of a real IoT network

here heterogeneous IoT sensors are deployed over Birdsboro borough.

n addition, the network area chosen is divided into fixed-sized layers

hich further is split into equal-sized clusters. The number of layers and

lusters in a layer are expressed experimentally in a way that the mes-

ages’ exchanges are kept under the use of the Friis free space channel

ropagation model. On top of that, the heads are selected based on an

HP algorithm that is parameterized by node’s residual energy, its dis-

ance to the fog node, and its average distance among cluster members.

t does not end at this extent, but the heads’ roles are rotated among

luster members based on a batch-based time-division approach which

ertainly account for making the nodes’ deaths late as much as possible.

ast but not least, an efficient genetic algorithm is employed to select

otential nodes that are capable of relaying clusters’ traffic to the fog

ode with addressing the major constraint of that the long-distance com-

unications are to be kept minimum. It is worth mentioning that all of

he above algorithms are performed once in a centralized and proactive

ashion by the fog node. In other words, the rounds in LiM-AHP-G-C

rotocol are setup overhead free. The validity and effectiveness of our

roposed protocol are exhibited via different simulated scenarios from

he perspectives of IoT network lifetime and network energy utiliza-

ion. In summary, the contributions of the LiM-AHP-G-C protocol are

xtremely magnificent where its performance significantly outperforms

irectly existing protocols (i.e., EA-CRP, COCA, UCR). As future direc-

ions to this work, adapting and examining multiple software define

etwork controllers will be a valuable addition. Moreover, investigating

he impact of energy heterogeneity of IoT sensors on the IoT network

ifetime will be a good research issue. At the end, incorporating the mo-

ility option will be a tremendous dilemma and a case study for many

oT researchers. 

eclaration of Competing of Interest 

None. 

ppendix A 

.1. AHP model assumptions and values 

In this appendix, all assumptions and values belong to our AHP

odel are detailed. In particular, the matrix A , which is discussed in

5) and represents pairwise comparisons between the three dimensions
i.e., the levels of importance among the dimensions) chosen, is as-

umed, when referring to Table A.1 , as 

 = 

⎛ ⎜ ⎜ ⎝ 
1 3 5 

0 . 333 1 3 
0 . 2 0 . 333 1 

⎞ ⎟ ⎟ ⎠ . (A.1)

Utilizing (8) , the A norm 

can be written as 

 𝑛𝑜𝑟𝑚 = 

⎛ ⎜ ⎜ ⎝ 
0 . 6523 0 . 6923 0 . 5556 
0 . 2174 0 . 2308 0 . 3333 
0 . 1304 0 . 0769 0 . 1111 

⎞ ⎟ ⎟ ⎠ . (A.2)

Utilizing (A.2) on (7) yields the local-weight vector (6) as 

 = 

⎛ ⎜ ⎜ ⎝ 
0 . 6334 
0 . 2605 
0 . 1061 

⎞ ⎟ ⎟ ⎠ . (A.3)

Multiplying (A.1) by (A.3) results in obtaining the weight sum

ector, w s , as 

 𝑠 = 

⎛ ⎜ ⎜ ⎝ 
1 . 9454 
0 . 7897 
0 . 3195 

⎞ ⎟ ⎟ ⎠ . (A.4)

Substituting (A.3) and (A.4) into (12) , we obtain 

𝑂 = 

⎛ ⎜ ⎜ ⎝ 
3 . 0714 
3 . 0315 
3 . 0113 

⎞ ⎟ ⎟ ⎠ . (A.5)

Substituting (A.5) into (11) yields 

= 3 . 0381 . (A.6)

Substituting (A.6) into (10) provides 

𝐼 = 0 . 01904 . (A.7)

Consequently, substituting (A.7) into (9) and getting the RI from

able A.2 , we obtain 

𝑅 = 

0 . 01904 
0 . 58 

= 0 . 0328 . (A.8)

Referring to the consistency check constraint, illustrated previously,

he one just obtained is within the proposed range. Therefore, our as-

umptions concerning the levels of importance among dimensions cho-

en are valid. 

To find how the global-weight vector is obtained, let us assume that

here is a cluster that consists of eight nodes where their IDs, residual en-
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Table A.3 

Cluster members’ energy and distances. 

Node ID Residual energy 

(J) 

Distance to the fog 

node (m) 

Average distance 

among cluster 

members (m) 

3 0.65 2.895 2.0234 

5 0.559 1.956 1.0525 

15 0.7 0.658 3.0652 

8 0.61 0.9881 3.2081 

53 0.5 1.0351 1.7110 

91 0.57 3.0037 2.8198 

96 0.79 2.9750 3.0022 

100 0.68 1.0058 2.5581 
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rgy, distance to the fog node, and average distance among other cluster

embers are all given in Table A.3 . 

With reference to the third step of Section 3.5 and the values of the

hree dimensions of all cluster members, which are shown in Table A.3 ,

he normalized version of the generated matrix B (i.e., B norm 

) can be ob-

ained as 

 𝑛𝑜𝑟𝑚 = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

0 . 65 2 . 895 2 . 0234 
0 . 559 1 . 965 1 . 0525 
0 . 7 0 . 658 3 . 0652 
0 . 61 0 . 9881 3 . 2081 
0 . 5 1 . 0351 1 . 711 
0 . 57 3 . 0037 2 . 8198 
0 . 79 2 . 9750 3 . 0022 
0 . 68 1 . 0058 2 . 5581 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

= 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

0 . 128484 0 . 199302 0 . 104083 
0 . 110496 0 . 135277 0 . 05414 
0 . 138367 0 . 045299 0 . 157672 
0 . 120577 0 . 068024 0 . 165023 
0 . 098834 0 . 07126 0 . 088013 
0 . 11267 0 . 206785 0 . 145049 
0 . 156157 0 . 204809 0 . 154432 
0 . 134414 0 . 069243 0 . 131587 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

. (A.9) 
Table A.4 

Control packet portion belongs to eight nodes cluster. 

Node ID 3 5 15 8 

Global weights 0.14434 0.11097 0.11617 0.11

Node order 2 7 5 6 

Fig. B.1. Initial p
Multiplying (A.9) by the local-weight vector, expressed in (A.3), re-

ults in having the following global-weight 

 = 

⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

0 . 14434 
0 . 11097 
0 . 11617 
0 . 11160 
0 . 09050 
0 . 14062 
0 . 16864 
0 . 11713 

⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

. (A.10)

It is noteworthy to mention that the control packet received from the

og node includes primarily all clusters’ members sorted in descending

rders with reference to their AHP global weights. Based on this and

eferring to the global-weight vector of a cluster consists of eight nodes,

s shown in (A.10), Table A.4 shows the portion of the control packet

elongs to this cluster. Consequently, each cluster member will be aware

f the heads in each batch. For example, nodes 96 and 3 will serve as

H and LH, respectively, in the current batch, while nodes 91 and 100

ill serve as CH and LH, respectively, for the next batch and so forth. 

ppendix B 

.1. Selecting optimal relaying nodes 

To comprehend the operation of the genetic algorithm adopted in

his paper, let us assume that we have a number of CHs (i.e., CH1, CH4,

H6, CH11, CH25, CH29, CH31), which require to transmit their data

ia optimal relay nodes to the fog node. Referring to this discussion of

ur genetic algorithm, the following steps are considered: 

1) Each gene in the chromosome represents a CH along with its per-

missible relay node, as shown in Fig. B.1 . 

2) Selects the fittest chromosomes from the initial population (i.e.,

selects the chromosomes where the averages of their genes’ fit-

ness values stick within the boundaries). Fig. B.2 shows the case

where just four chromosomes are selected. 

3) Conducts a crossover function, based on the discrete technique,

between the fittest parents where, for example, the pattern of

vector V [0 1 1 0 101] is chosen. Simply, the genes of the new

children will be taken from the first and second parents if the val-
53 91 96 100 

160 0.09050 0.14062 0.16864 0.11713 

8 3 1 4 

opulation. 
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Fig. B.2. Fittest chromosomes. 

Fig. B.3. New children after performing a crossover among parents. 

Fig. B.4. New children after performing a mutation among children. 

Fig. B.5. New child after conducting the second crossover. 

Fig. B.6. Optimal relay nodes for CHs or CLs. 
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[  
ues of the corresponding vector’s index are 0 and 1, respectively,

as shown in Fig. B.3 . 

4) Performs a mutation function, utilizing the random resetting mu-

tation method, among the children where, for example, the 4 th 

gene of each new child (chromosome) is mutated based on the list

{LH8, LH25, LH27, LH9} taking into consideration the selection

of one entry at a time in order, as shown in Fig. B.4 . 

5) Conducts another crossover function between the parents which

is similar to the that performed earlier, as shown in Fig. B.5 . 

6) Obtains the optimal relay node for each CH after performing

genes’ mutation, similar to that performed in step 4, as shown

in Fig. B.6 . 
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