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Abstract—The emergence of smart grid technology is offering a
unique opportunity to improve power management in intelligent
buildings through the integration and optimization of distributed
energy resources and loads. In this paper, the interactions of
multiple intelligent buildings in the context of energy market,
as well as distributed energy generation and storage facilities,
is considered. Within a time horizon divided into multiple peri-
ods in which generations and loads are forecasted, each building
in a certain period may experience power surplus or deficit.
While any deficit can be obtained from the market, buildings
may consider selling their unused power back to the market.
A dynamic pricing model based on differential game theory is
set up in order to study the interactions of these players and
how they maximize their profit. We also propose algorithms to
implement and operate the system over the time horizon consid-
ered. Furthermore, numerical studies are performed to validate
the model and algorithms.

Index Terms—Distributed energy resources (DER), energy
market, game theory, intelligent buildings, smart grid.

NOMENCLATURE
a, B Cost coefficients in player’s utility function.
y Price adjustment coefficient in buyer market.
€ Storage capacity loss coefficient.
n Storage charge/discharge efficiency.
npv Solar conversion efficiency.
(1) Instantaneous price of seller market, $/kW.
Iy, o Initial prices, $/kW.

I1, Price of buyer market in the interval n, $/kW.

a, k, A Price trajectory coefficients in seller market.
h, hmax Actual and maximum stepsizes.
i,j Indices of buildings/players.
Index of time steps or intervals.
r Discount rate in player’s utility function.
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Instantaneous time.

Sequence of time steps.

Wind speed at building i, m/s.

Cut-in, cut-out, and rated wind speeds for wind
turbine, m/s.

Area of photovoltaic (PV) cells, m2.

Initial capacity of storage device, kWh.

Capacity of storage device of building
i, KWh.

Generation and load energy forecasts of build-
ing i, kWh.

Available energy for trading of building
i, kWh.

Instantaneous storage energy of building i,
kWh.

Solar irradiance at building i, KW/m?.
Theoretical and discrete-time total profits, $.
Accumulated utility function of building i, $.
Number of buildings in the cluster.

Number of buildings with power surplus.
Generator output power of building i, kW.
Load consumption power of building i, kW.
Instantaneous market-traded power of building
i, kKW.

Optimal strategy for building i, kW.

Joint strategies of buildings other than i.
Effective storage charge/discharge power of
building i, kW.

Actual storage charge/discharge power of build-
ing i, kW.

Maximum charge rate of storage device, kW.
Maximum  discharge rate of  storage
device, kW.

Rated wind turbine power, kW.

Forecasts of generator and load power of build-
ing i, kW.

Available power for trading of building i over
the interval, kKW.

Average output power of storage device of
building i over the interval, kW.

Common effective power constraint, kW.

Total power demand in buyer market for inter-
val n, kW.

Duration of intervals, minutes.

Outside air temperature, °C.

Differential game’s value function.
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I. INTRODUCTION

UILDINGS, as an integral part of modern human soci-
ety, is one major energy consumer. For instance, 31% of
Singapore’s electricity generation in 2005 [1] and about 35%
of USA electricity consumption in 2010 [2] were attributed
to nonresidential or commercial buildings. The figures are
expected to rise given the current rate of world popula-
tion growth and urbanization. In order to better manage the
energy demand and increase the building energy efficiency,
an intelligent building often employs a building automation
system (BAS) to monitor and optimally control various build-
ing loads such as lighting and heating, ventilating, and air
conditioning (HVAC) systems.
The recent development of smart grid technology offers
a unique opportunity for intelligent buildings to actively
manage their power. First, modern information and communi-
cations technology allows two-way communications between
electricity suppliers and consumers, and facilitates demand
response (DR). Another major benefit is the incorporation
of distributed energy resources (DERs), including distributed
generation (DG) and distributed storage (DS). DG units, usu-
ally small-scale on-site energy generators, bring the point
of generation closer to loads, hence reducing transmission
loss and enhancing the voltage profile [3]. Due to increas-
ing fuel cost and growing environmental concern, renewable
energy sources, such as PV panels and wind turbines, are
quickly becoming popular alternatives to traditional fossil-fuel
generators. As renewable energy is, however, fluctuating and
intermittent in nature, DS devices can be deployed to smoothen
the variations. In addition, they can discharge and augment the
generation when the load peaks, or store any unused energy.
Several forms of DS are common, ranging from batteries,
supercapacitors to flywheels [4]. Fig. 1 shows the aforemen-
tioned components in one intelligent building, which in turn
is part of a building cluster interconnected by smart grid. This
allows the buildings to actively interact with each other as well
as the utility companies in the energy market.

A. Related Works

In the literature, several works have addressed the integra-
tion and operation of DERs in smart grid. In order to match
the power generation and demand in an islanded microgrid,
Marzband et al. [5] used single side auction mechanism to
determine the market clearing price. The use of distribution
locational marginal price as the pricing signal to control a
power distribution system with DG and DS is described in [6].
In the EcoGrid EU real-time market [7], the system opera-
tor settles the price in a huge optimization problem requiring
vast information such as device capacities and consumers’ and
DERs’ responses. Nguyen and Le [8] proposed a stochastic
program to control the generation, storage and energy schedul-
ing and bidding in response to the market price, in order to
maximize the expected benefit of community-scale microgrid.
Ding et al. [9] formulated a single wind turbine profit maxi-
mization problem where wind energy either serves associated
loads or is sold on a green energy market. However, they do
not consider energy storage or interaction between multiple
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systems. Damiano et al. [10] studied scheduling and real-time
control of energy storage system in order to maximize renew-
able energy usage. Despite a similar setting to ours, multiple
units and selling of energy are not considered. Lee et al. [11]
discussed the macroeconomic benefits of enabling direct trad-
ing between small-scale energy suppliers and end users by
forming one grand coalition and determining the direct-trading
price and revenue distribution. This paper, however, does not
address the benefit for individual players.

Addressing the operation of an intelligent building facili-
tated by smart grid, Guan et al. [12] solved the scheduling
problem of energy source and load in order to minimize total
energy cost. In a scenario where the building owner provides
energy to tenants at variable price, energy consumption is
managed via incentive pricing in [13]. A mathematical frame-
work for DR for commercial building with generation and
storage elements is presented in [27]. In [28], an optimiza-
tion framework is presented to handle DR and manage DER
such that a community of smart homes can benefit by low-
ering the overall energy consumption. Lee et al. [29] studied
the joint scheduling problem of energy supply and demand for
homes and buildings to minimize the energy cost under some
known tariffs. Optimizing the energy management in a single
DER-equipped building is considered in [30], where uncer-
tainties in load demand and renewable energy generation are
captured via chance constrained two-stage stochastic program-
ming. GreenCharge [31] is proposed to manage renewable
energy generation, storage, and grid energy in a building in
order to minimized the cost for buying electricity from the
grid. Most of the aforementioned works, however, are from
the perspective of a single building. In the smart grid literature
(see [14] and references therein), research works for multiple
buildings within a cluster in an energy market context are still
relatively few.

B. Our Contributions

To address the lack of works on intelligent buildings facili-
tated by smart grid, in this paper, we build upon our previous
work’s model [15] while considering the operation of DERs
in intelligent buildings, and how a building manages its power
flow so as to maximize its own benefit, in the presence of other
buildings’ simultaneous actions which may cause conflict of
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interest. While a building is serving its own loads, any energy
surplus can be either stored or sold to the market; at the same
time, any deficit can be sourced from the market.

In [15], the pricing mechanism uses energy as a unit good
to be priced and traded. It is noticed that by nature, energy is
some quantity spanning a period of time, thereby rendering it
unsuitable for a dynamic pricing model where the commodity
is traded and price-adjusted continuously over time. Instead,
we price power dynamically, which is appropriate as power is
itself the rate of energy flow. Furthermore, the consideration
of power allows us to address the storage device constraints.

The main contributions of this paper are threefold as
follows.

1) Assuming real-time power pricing, we develop a generic
model for intelligent buildings with the basic compo-
nents of generator, storage, and loads. While addressing
their inherent constraints, the model also allows two-way
energy trading via a broker.

2) For the seller market formulated as an oligopoly dif-
ferential game, we give the theoretical solution to the
dynamic price and players’ optimal strategies at equi-
librium.

3) We present an implementation algorithm that invokes a
discrete-time price and strategy update scheme, which
approximates the ideal theoretical results. The conver-
gence condition of this scheme is fully characterized.

II. SYSTEM MODEL

We aim to manage power usage of intelligent buildings in
a cluster over a given time horizon. For clarity, we assume
each building has one aggregate generator, storage, and load.
There are M such buildings in the cluster. Next, we describe
a generic model for the ith building.

A. Generic Model of Buildings

The BAS in each building coordinates its generator, storage
and load, as illustrated in Fig. 1, and interfaces with the energy
market. The M buildings interact with each other as well as the
market and are considered players in a game-theoretic model.

1) Generator: We denote the instantaneous output power
of the building i’s generator as P (f), where Pf(#) > 0. In this
paper, we consider renewable energy generation from solar PV
cells or wind turbines.

In the case of solar PV generation,
Chen et al. [35], P{() is calculated from:

PE(1) = npvApyIpy,i(1) (1 — 0.005(Tyir — 25)) (h

where npy is the solar conversion efficiency of PV cells; Apy

is the area of PV cells (mz); T,ir is the outside air temperature

(°C); and Ipy ;(2) is the solar irradiance (kW/mz) at building .
In the case of wind turbines, based on [35], we have

following

vi(t) — v
PWT% vi(t) € [Vin, Vi)
r — Vin
Pf,(t) =1 Pwr vi(t) € [vr, vout] @
0 otherwise

where v;(#) (m/s) is the current wind speed at building i;
Vin, Vout, Vr (m/s) are the cut-in, cut-out, and rated wind

speeds, respectively; and Pwt (kW) is the rated wind turbine
power.

2) Load: Building i’s local load has an instantaneous power
consumption given by Pf(t) > 0. Following similar assump-
tions of [9] and [16], we only specify that it is a piecewise
constant function. Typical load profiles of residential and office
buildings with electrical appliances such as air conditioners
and lighting follow this characteristic [16].

3) Storage: Following [16], we also assume that there is
energy conversion loss during the storage charge/discharge
process. Let building i’s effective storage charge/discharge
power (i.e., as seen at the system’s bus) be denoted by P} (¢).
We distinguish P} (#) from PfT (t), the actual storage charge/
discharge power seen at the battery. A constant conversion
efficiency coefficient 0 < n < I is assumed for both charging
and discharging [16]. Hence, P;(¢) is related to P‘;T (1) by

Pty = P () 3)

where s;(f) denotes the state of player i’s storage device over
time, which is 1 when charging and —1 when discharging.

For P;(#), we also adopt the following convention.

1) P{(t) > 0 when charging.

2) P}(t) <0 when discharging.

Meanwhile, Pf-Jf () is bounded by the storage device’s maxi-
mum charge and discharge rate, i.e., men < PfT (t) < P} We
further assume —P; . = Pj ... Furthermore, PfT (¢) is related
to the current stored electrical energy Ej(f) by dEj(t)/dt =
PfT (1). Clearly, E{(¢) is bounded by the storage capacity C; (1),
ie., 0 < Ej() < Ci(n).

Here, C(¢) is defined as a function of time in order to
take into account the effect of storage device aging. The aging
model follows that of [16], that is:

Ci(t) = Co — AC(D) (4)

where Cy is the initial capacity at + = 0 (assuming identical

among the storage devices of all buildings); and AC?(¢) is the

accumulated capacity loss at time ¢ and is defined such that

dAC () | —ePT @) it P <0 .
a |0 Otherwise

where € > 0 is a battery-type-dependent constant. It is implied

that capacity is lost only during battery discharging.

B. Energy Market

A building can either sell its excessive power to the mar-
ket in case of surplus, or buy more power from the market
when in shortage. The said energy market can be thought of
as a common platform implemented at a centralized controller,
who also provides brokering functionality (see Fig. 2). The
broker executes several necessary market operations, such as
player coordination, price announcement, and price update. As
Fig. 2 suggests, the basic market interactions are that a build-
ing requests a desired amount of power at the broker, who in
turn offers that at a certain price. For building i, P/'(¢) denotes
the amount of traded power, with the following convention.

1) P’(t) > 0 when selling to market.

2) P! (1) < 0 when buying from market.
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Fig. 2. Energy market model with multiple buildings and a centralized broker.

The mechanism for determining the price IT in the buyer mar-
ket and 7 in the seller market will be discussed in detail in
Sections III and IV, respectively.

C. Balance Equations and Related Assumptions

For each building, its generator, load, and effective storage
powers, as well as power traded with the market are always
balanced. That is, at time ¢, the following balance equation
holds:

Pi(1) = Pi() + Pl(r) + PI(x). (6)

1) Assumption: Due to the intermittent nature of renew-
able energy sources, energy generation forecast has to be done
within short timeframes to achieve reasonable accuracy [17].
Hence, we divide the horizon into periods of T time units each.
For example, PV power output and load can be assumed con-
stant and predictable in each 30-min period [18]. On the other
hand, for wind turbines, a shorter interval of 5 min [9] may be
applied due to greater fluctuation. We will therefore assume
that forecast for the renewable generation building i during
[0, T'] are known in terms of the solar irradiance or wind speed.
That is, for building i with PV generation, we can assume
that Ipy ;(t) = Z; and for wind turbine generation, v;(f) = j}
during 1 € [0, T]. Equivalently, we can write P‘lg (n = Pf,
where Pf’ is a known forecast of building i’s generation
during ¢ € [0, TT.

Similarly, the load consumption forecast is also known
aNhead of the period. Thus, Pf(t) = Pf for t € [0, T], where
Pﬁ is a constant.

2) Available Power for Trading: At t = 0, building i
determines its available power for trading and take subse-
quent actions. We hence define a new variable P} as the
average power output if the storage unit is to fully dis-
charge at a constant rate over the whole period [0, T]. If, at
time 1 = 0, the available electrical energy in the storage
is E{(0), then P§ £ —nE!(0)/T. Based on the power bal-
ance equation (6) and the above assumptions, we obtain the
following:

~

Pl =P =P =P ™
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where 13:’71 represents the current amount of available power
for trading from building i at + = 0. Two scenarios can occur
as follows.

1) If P/ > 0, building i has a maximum power surplus of
P7" which can be sold to the market. The actual power
sold thus satisfies 0 < P["(r) < P}".

2) If P!* <0, building i has a power deficit. The amount
lacking will be purchased from the market.

Alternatively, (7) can be re-expressed into

E!' = Ef + E}(0) — E|

where Ef, Ell are the known forecasts of energy generation
and load consumption over [0, 7], and E;(0) is the avail-
able energy in the storage device at + = 0. When player i
is in surplus, Ei" is the maximum amount of energy player
i can trade to the market during [O, ]:l Thus, P:.” gives an
upper bound on P (r). If P"(t) > P}, it may occur that
fOT P'(tydt > I’D?T = E!" which is not allowable since the
total energy sold is upper-bounded by E}". A rationale for
using P{" is that, while theoretically P{"(r) > P}" might be
possible during some fraction of the time, one would like to
avoid undesirable effects to the battery such as lifetime reduc-
tion which can be caused by discharging the battery at high
power.

During the market participation, the actual amount P} (z)
at time ¢ varies dynamically; and so do P;(r) and Pf-T (1) in

response to P}"(#), while at any time its own constraint P§ . <

PfT (t) < P} .x should also be satisfied. Thus, one can derive
Pi(t) as
~ ~ A\
Jid Jid
PP = PPl PP, PP e [Py, )
Pls-(t) = { Phax ’ Pf,id . P ®)
n » n
77anin’ Pls', < r’anin
where Pf-’id is the ideal effective charging/discharging power

under no constraint. When its boundary capacity is reached,
this ideal power is not attained and some power has been lost.!

D. Market Approach in Case of Power Surplus and Deficit

Without loss of generality, we assume that during the period,
there are N (< M) buildings in surplus, while the rest are in
deficit. For the M — N players with power deficit, they sim-
ply purchase the required amount of power in the market for
buyers. In Section III, we address the pricing issues in the
buyer market. Next, the N players with power surplus enter
a market for sellers (assumed separated from the aforemen-
tioned buyer market) and compete among each other as the
N oligopolists (i.e., sellers in a market dominated by a small
number of firms). Then, similar to [15], we can use a differen-
tial game framework to establish a dynamic pricing model and
then analyze the players’ optimal strategies, as well as the price
dynamics and the steady-state equilibrium outcomes. The dif-
ferential game is played over this period [0, 7']. In Section 1V,
an analysis of the game will be presented.

lSubsequently, (6) can be modified to represent this loss by replacing P} (7)
by PS(1) + Li, where L; = 0 if PS(r) = P,
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At t = T, for player i, a certain amount of energy will
have been charged into or discharged from the storage devices,
given by AE}(T) = fOT P;T(r)dr. Thus, the starting energy
amount in the system’s storage for the next period E3(T) is

E}(T) = min{C}(T), E{(0) + AE}(T)}. ©)

That is, any energy surplus that happens to exceed the capacity
of the storage will be considered lost.

III. PRICING IN THE BUYER MARKET

In the buyer market, buildings with power deficit must buy
the exact amount from the backbone grid to replenish their
stock; and the broker can handle these transactions. Here, we
draw a comparison with the Singapore energy market, where
the broker plays the role of a retailer who has previously pur-
chased energy in bulk from the utility company and sells to
the “contestable consumers” (the buildings in our case) at its
own price [19]. Thus, effectively this market is a monopoly
and price is set by the broker.

We propose a dynamic pricing scheme that enables the bro-
ker to adjust its price according to the demands of the players.
Consider building i with a deficit P/ < 0, i.e.,, —P/" is its
demand. The total market demand is Q = — Z[¢ N 13:'71 As
the system cycles through multiple intervals of duration 7', let
1, be the price in the nth interval. We propose that IT, be
constant during the interval and only change at the start of the
next one. The new price I1,4; is

Qn+l - Qn

My = Hn<1 + V—> (10)

On

where O, O,+1 are the total demands in the corresponding
intervals; and y is an adjustment coefficient. Also, initial price
[Ty equals the current macro-level market price. Our scheme
implies that price change is directly proportional to the pro-
portion of demand change AQ/Q = (Qn+1 — On)/0Oy. In
fact, (1/y) = (AQ/Q)/(ATI/IT) (where AIT/IT = (Tl 41 —
I1,)/T1,) is by definition the price elasticity of demand,
an economic measure of the sensitivity of demand to the
movement of price. Hence, its inverse y represents the respon-
siveness of price due to changing demand. When AQ/Q > 0
and y > 0, more demands implies a market growth and thus
leads to price increase. One rationale for the broker to increase
the price here is that due to it prepurchasing energy in bulk,
a higher total deficit Q increases the chance of exhausting the
broker’s quota. When this happens, the broker may have to
buy from the real-time market, usually at a higher price, giv-
ing it an incentive to charge more to cover its cost. On the
contrary, price will decrease when the market is in decline.

IV. SELLER MARKET AS DYNAMIC OLIGOPOLY
A. Game Formulation

We formulate the oligopoly game for the N sellers. Denote
N the set of N buildings in surplus during t € [0, T].
Each player i € N’s action is to dynamically determine
P'(1), the power sold (or output) to the market. We denote
w(t) € R the power price. Note that negative price can

be allowed [20]. Similar to various prior studies of electric-
ity market [25], [26], [36], [37], we adopt for our model a
standard inverse demand function of Cournot oligopoly as

Y

where 7(f) is called the desirable price level, i.e., price
that meets the current total supplies given by Zf\;l PI(1).
Coefficients a, A > 0 are the intercept and slope of the
inverse demand curve, respectively. Additionally, we assume
that A < 2N so as to ensure market stability, as will be shown
later. They are set by the market to control price movement
in response to the supplied va: 1 PI(@).

Hence, the dynamics of the market price is such that 7 (¢)
reacts to the difference between itself and the desirable price
level A (t) = 7 () — 7 (¢) according to 7 (t) = dn(t)/dt =
G(Am(t)). Following [15], we let G(.) be a linear function
in An (1), i.e., G(An(t)) = kAn(t). As such, the price 7 (¢)
evolves under the dynamic

) =a— 1Y N, P

N
() = k|:a — 1Y Py — n(z)}, 7(0) =m. (12)
i=1

Equation (12) is a differential equation in m(¢), also called
the price trajectory. Here, 7 (0) is the initial price at t = 0.
Player i then adapts its strategy P}"(¢) according to the current
7 (t) in order to maximize its payoff in the whole period. This
objective is represented by the following utility function [15]:

T
= [ erfprone -arro - perora. a3
0

Here, P"; denotes the joint strategies of player i’s oppo-
nents, e~ " is a standard discount factor and r > O the dis-
count rate. P}" ()7 (¢) gives the instantaneous revenue (money)
gained from selling P/*(¢) units of power. P} (¢) accounts for
miscellaneous cost, including a commission fee to the broker
proportional to the amount of power sold; while g [P;”(t)]2
is a second-order penalty to prevent the player from selling
too much power, resulting in excessive battery discharging
and reduced storage lifetime. «, B > 0 are cost coefficients.
The oligopoly differential game can therefore be stated as the
following optimization, for each player i:

max Ji(r, P}", PZ;)
. N

o= ar DL P, 2 0)=m 0
0 <P"(t) < PI" Vt.

The formulated game can be categorized as a linear
quadratic differential game, an important class within differ-
ential game theory as well as optimal control theory [21].
Applications of linear-quadratic models have been studied for
electricity market (see [25], [26]). We also remark that in (12),
it is implied that the buildings are price-makers while broker
is price-taker. In doing so, we can focus more on the build-
ings as the key players in the system while the broker assumes
the role of a facilitator. Similar assumption can also be found
in the literature. For instance, a price-maker model to opti-
mize a wind power producers profit is presented and studied
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in [32]. Moreover, price-taking buyers which is an underly-
ing principle of Cournot oligopoly are justified provided that
the traded goods from any seller are homogeneous such that
the buyers have no incentives to differentiate among individ-
ual sellers. Here the broker usually has uniform preference for
power sold by all individual buildings and hence it behaves as
price-taker.

B. Solution of the General Oligopoly

Before characterizing the game’s solution, we first remark
that if the time needed for the price and players’ strategies
to converge to steady-state values is relatively smaller than
the duration 7', an infinite horizon 7 — 00 can be assumed.
This assumption will be numerically verified in a subsequent
section. As a result, we look for the feedback Nash equilib-
rium (NE) where each player employs its stationary Markov
strategies. These concepts are defined as follows [21], [22].

Definition 1: The strategy function P of player i can be
classified as stationary Markov if P = P! (z (1)), which is
solely a function of the current state 7 ().

Definition 2: Consider the game (14) with T — oo, where
all players’ strategies are of the stationary Markov type. Then,
P, Pg’*, ..., P{*) is a stationary feedback Markov NE if for
any player i, any 7 (f) at any time ¢

Ji(r, P, P = g (e PP WP £ PR (15)

Using known results from differential game theory, the feed-
back Markov NE for the game can be characterized by solving
the Hamilton—Jacobi—Bellman (HJB) equations [22].

Theorem 1: The differential game (14) with T — oo admits
a stationary Markov strategy profile (P}, P}*, ..., Py"),
P = P"™ ()% as a stationary Markov feedback NE if for
any player i, there exists a continuously differentiable function
Vi() : R +— R that satisfies

27 . dVi(m)
rVi(m) = rr}?nx {[n Pl —aP! — (P ] + al—n
Ha =P =3 P = ]
(16)

Equation (16) are N partial differential equations (PDE),
whose solutions are the N functions Vi(xw), i = 1,..., N,
commonly known as the value functions. As the maximand
in (16) is quadratic in P}", one can carry out the maximization
by taking the (partial) derivative of the maximand with respect
to P:.”. We denote this derivative by ®;, where

av;
b =71 —a—2BP" — kh—r1.
am

A7)

Due to the power constraint 0 < le < 13:’-71, the solution
to ®;(P{") = 0 will be the optimal strategy P{"* only when
this constraint is satisfied; otherwise the optimal point should
occur at the boundaries, i.e., either at O or P;", conditioned on
the sign of ®;. In general, at equilibrium, if there are K < N

2When dealing with the HJB equation and subsequent analysis, 7 is treated
as a variable while the results should hold for all ¢#; so m, le () and V;(r)
can be used instead of 7 (7), P;”(rr(t)), and V;(m (1)).
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players whose optimal strategies are either O or PN;-”, then for
the remaining players, the problem becomes an unconstrained
(N — K)-player linear-quadratic differential game model [21],
in which the corresponding value function of a player i, if
exists, takes the quadratic form V; = (1/2)X,'T[2 —Yir + 7.
Thus, P/™ can be obtained by substituting (3V;/dm) = X;m —
Y; in (17) and solving ®;(P}") = 0. In summary

1
ﬁ[(l — kXD + (kA —a)] ;=0

mk
P =

0 (I)l' <0 (18)
ﬁ’? q)l' > 0.

Here, X;, Y;, and Z; are constant and depend on N, r, k, «, B3,
and L. However, determining the conditions for their existence
and finding their closed forms are generally a mathematically
intractable problem as one will need to solve N simultaneous
nonlinear PDEs. Moreover, due to the three separate condi-
tions for each player, a complete analysis of the equilibrium
may need to exhaustively include up to 3V different market
scenarios.

Nevertheless, some remarks can be said on the general
behaviors for a particular player i.

1) ®; < 0 implies 7 < o« + 2BP + kA(dV;/0m). The
market price w can be seen as the marginal revenue
(MR), i.e., earnings from selling one extra unit of power.
On the other hand, the right-hand side is the marginal
cost (MC). As MR < MG, player i has no incentives to
sell power.

2) Similarly, ®; > 0 implies that MR > MC. That is, there
are enough profits in the market for player i to output
at maximum power.

3) &; = 0 implies that MR = MC, i.e., player i faces
perfect competition and will have to select an output
power that maximizes his profits. The optimal solution
corresponds to the Markov NE strategy, which appears
to be a linear feedback function of price .

C. Solution in Oligopoly With Similar Constraints

In this section, we investigate a special case, i.e., a similar-
constraint game where a complete characterization of the
Markov feedback NE is obtainable. We assume that all players
have similar constraints, i.e., Pg” = f’T", Vi, Vi. As a result, the
game becomes symmetric and players’ NE strategies are also
symmetric with P/ = P!" and V; = V, Vi. The symmetry also
reduces the game to three distinct market regions, depending
on the value of 7 (¢).

1) Region 1—True Oligopoly: If the price 7 (f) is such that
the constraint 0 < sz < P is fulfilled, then all players max-
imize their profits by choosing the optimal strategy as the
solution to ®;(P/") = 0, where @/ is the first order derivative
of the maximand in (16) with respect to P;". This scenario is
therefore seen as the true-oligopoly case. Solution is obtained
by applying Theorem 1 and solve the resulting PDEs.

Proposition 1: In region 1, the value function and its
derivative have the following forms:

av(r)
ar

1
Xn—Y, V()= Ean —Yrn +Z (19a)
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where

_ QB+NIk+ Br—/(2B+N)k+Br)2 —(2N—1)k2A

(2N —1)k2A
(19b)
2BkaX + kNaX — o
= (19¢)
(2N — MI2AX — 28 + N)k — 2Br
2 4 2N — Mk*AY? — 2NkYo — 4BkaY
gt ) o — 4pka¥. (19d)

48r
The optimal strategy taken by each player is given by
P (1) = 5511

— kX)) + (kLAY —a)]. (20)

The exact price trajectory m(¢) is given by

N(1—krX)

—k| 1+ t
() =T+ Ce [ 2B ], C =const (21)

where I" is the steady-state price in region 1, which equals

_ 2Ba + N(a — kAY)
2B+ N( —krX)

(22)

Proof: Proof follows similar procedures as in [23]. |

In (21), C is found from initial condition 7 (0) [e.g., 7(0) =
1o gives C = mg—I']. Moreover, A < 2N and (19b) imply that
X < (1/k)) (details omitted). Consequently, the exponential
term of (21) — 0 and m(f) — stead-state price [' as t —
oo, provided that I' lies within region 1. I' is thus called the
market equilibrium, the point of supply-demand balance. The
boundaries for region 1 are prices where violations of 0 <
Pl < P™ start to occur. It can be shown that region 1 spans
m € [m, m], where my = (0 —kAY)/(1 —kAX) and mp =
(@ — kLAY 4+ 28Pp) /(1 — kA X).

2) Region 2—No Participation: In region 2, the optimal
strategy occurs at the boundary P™* = 0 for all players as the
point where CD;(P;”) = 0 lies left of the interval [0, f%], corre-
spondingly 7 < . In this region, players do not participate
in the market due to inadequately low price which does not
give them profits.

Proposition 2: Inregion 2, the players’ equilibrium strategy
is P = 0 for all ¥ < 1. The steady-state price of this region
is m = a, following a price trajectory:

n(t)=a+Ce ™ C=const (23)
The value function V(;r) in this region is given by
Vi) = v @ (24)
(a—m)/k
where V| = (1/2)Xn} — Y| + Z.

Proof: Proof follows similar procedures as in [23]. |

Initial condition 7 (0) = 7 gives C = mp — a.

3) Region 3—Output Saturation: In region 3, as opposed
to region 2, equilibrium strategy occurs at the upper boundary,
ie., P"™ = P forall w > my. It is seen that as price level goes
above the upper threshold value, all players will maximize
their profits by outputting the maximum amount of power,
i.e., their outputs become saturated.

Proposition 3: In region 3, the players’ equilibrium strategy
is P = pPm for all n_> mp. The steady-state price of this
region is w = a — ANP™, following a price trajectory:

() =a—ANP"4+Ce™M, €= const. (25)

The value function V() in this region is given by

(a = ANPT — 3)"/*

V(r) —
(a—ANP" — 7

=Rr +S+ (Vo —Rmy —5)

)r/k
(26)

where V) = (1/2)X7r22 —Ym +Z, R= (ﬁ”/r—i—k), and S =
(1/1)[kPpy(a — ANP™) /(r + k) — aP — BP%]
Proof: Proof follows similar procedures as in [23]. |
Initial condition 7 (0) = mg gives C =y —a + ANP™,
In summary, the overall Markov NE strategy is

%[(1—10\)()71 + (kLY —)]
Pm*: 0

pm T > 7).

T =T ST
(27)

T < T

In summary, propositions 1-3 give a complete solution to
the oligopoly competition in the seller market. We note in
passing that the above analytical solution occurs in an ideal
setting, where the buildings are able to control their strategies
and price trajectory in continuous time via a feedback loop.
In real systems, this is not feasible and the price movement
should be approximated by discrete-time dynamics wherein
price and traded power are constant during each time step. In
the next section, we present our algorithm to implement this
in practice and analyze convergence of the proposed method.

V. IMPLEMENTATION ALGORITHM

We describe our model for intelligent buildings in Section II,
and the buyer and seller markets in Sections IIT and IV, respec-
tively. This section puts everything together by introducing the
implementation algorithm, shown in Algorithm 1. For each
building as well as the broker who participate in the market, it
also defines a protocol for interactions among the participants.

There are three major stages: 1) initialization (Stage I);
2) current period actions (Stage II); and 3) next period prepa-
ration (Stage III). During Stage I, each player estimates 1ts
current power stock (i.e., calculates P’” from Pg P and PS 7).
Based on that value, it initiates to join an approprlate market
by updating the broker of P}’. In order to permit an oligopoly
with similar constralnts of Pm the broker decides an effec-
tive constraint P and 1nf0rms all players with power surplus
(i € NV) of this. Here, we let pn A min;¢ N{P }. In our simula-
tion, we will justify this assumption. In Stage II, the N players
with power surplus then play the game (14) to determine opti-
mal P/™* to maximize profits. Players obtain the game solution
as discussed in Section IV. The remaining M — N players go
to the buyer market and purchase their desired power via the
broker. The broker adjusts the buyer market’s price accord-
ing to Section III. Once the current period ends, the algorithm
enters Stage III where each player should update the remain-
ing energy in its storage devices. The next period then begins
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Algorithm 1 Detailed Implementation Steps

1: 1. INITIALIZATION:

22N <0

3: for player i =1 — M do

4 Esti{nate P;ﬁ”, Pf, P‘; and then P;”

5 if P" > 0 then > Power surplus
6: Initiate to join the seller market, N < A U {i}

7 else > Power deficit
8 Initiate to join the buyer market

9 end if

10: end for

11: for broker do

12: Set initial prices I, 7rq e

13: Inform all players i € A of the effective constraint P

14: end for

15: II. CURRENT PERIOD:

16: for player i € N do

17: Solve the game (14) according to Section IV
18: Follow Alg. 2 for NE convergence
19: Maintain f’;(z) according to eq. (8)
20: end for

21: for player i ¢ N do _

22: Buy the amount P! from the broker
23: end for

24: for broker do

25: Adjust 7 according to Alg. 2

26: Adjust IT according to eq. (10)

27: end for

28: III. NEXT PERIOD:

29: for player i=1— M do

30: Update E; (T) according to eq. (9)
31: end for

32: my <« current steady-state price

33: Repeat from Stage I

> Seller market

> See Alg. 2

> Buyer market

Algorithm 2 Discrete-Time Price Adjustment Method

Require: 7y = 0, stepsize h
1: n <0, m[ty] < mp

> Initial price

2: repeat
3: n<n+1,tyy) < th+h > Next time step
4: Broker to update the price m[#,4] according to

Tltyy1] < wltn] + h x k(a — x[ty] — A Z;"Zl P[1a]). (28)
5 for player i € N do

6: P!"tyy1] < P (r[t,41]) according to (27)

7 end for

8: until 1, > T

similarly to the previous one, i.e., starting from Stage I, with
the initial market price set to the previous steady-state value.

At lines 18 and 25 of Algorithm 1, players and broker exe-
cute another algorithm to converge to the NE. This method,
Algorithm 2, is introduced because theoretically, players and
broker must update power and price instantaneously in a feed-
back loop which may not be feasible in practice. Algorithm 2
hence allows them to adjust power and price in a feasible
discrete-time basis, i.e., periodic updates at a predetermined
short interval of a stepsize h. At each time step, the broker
updates the price m[f,41] based on its previous value m[f,]
and the previous supplied power P}'[t,], following (28). For
each player, P"[,1] is updated according to (27) which gives
the optimal strategy. The method continues until the current
period has elapsed, i.e., t, > T.

Convergence of Algorithm 2 hinges upon the stepsize h. It
can be proven that the algorithm will converge as long as &
does not exceed a maximum amount and stated as follows.
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TABLE I
PARAMETER SETTINGS

Parameters Values
Number of players, M 8
Interval, T' (PV system) 30 min
Interval, T' (wind turbine system) 5 min
Solar conversion efficiency, npy 0.157
Area of PV cells, Apy 80 m?
Outside air temperature, 7y 30 °C
Rated wind turbine power, Py 50 kW
Rated wind turbine wind speed, v, 12 m/s
Cut-in wind turbine wind speed, v;y, 3 m/s
Cut-out wind turbine wind speed, vout 30 m/s

Storage charge/discharge efficiency, n 0.9

Initial storage capacity, Cp 2 kWh
Initial stored energy, E?(0) 1 kWh
Storage capacity loss coefficient, e 3x10~%
Maximum charging rate, PJ .. 5 kW
Initial prices, ITp and 7o 9 $/kW
Parameters specific to market:

a 17 $/kW
A 1 $/(kW)?
k 0.5

r 0.1

o 1.5 $/kW
B 0.5 $/(kW)?
¥ 10/7

Proposition 4: Algorithm 2 will converge as long as a
stepsize h is chosen such that
2
AN(1 — krX
k[l + ANG = KX) )]
2p

h < hmax =

(29)

Proof: Omitted for brevity. |

VI. SIMULATION RESULTS

Extensive computer simulations on various aspects of the
proposed model are carried out using MATLAB. We select
the key parameters according to Table I. Systems using either
PV or wind turbine generation can be considered. An inter-
val of T = 30 (min) is assumed for PV generation [18],
whereas 7 = 5 (min) for wind generation [9]. Note that
for convenience, we simulated the two cases separately but
a hybrid system can easily be implemented using 7 = 5
(min) as the interval. The solar efficiency value npy follows
that of [35]. The parameters pertaining to the storage devices
(Co, P§.xs 1 €, and so on) are adapted from Li-ion batteries
used in actual microgrids [5], [35]. In addition, in (10), we set
y = 10/7 which corresponds to a price elasticity of demand
1/y = 0.7. This value agrees with a recent empirical study
of the Singapore energy market [33], which reported a price
elasticity in the range from 0.35 to 1.07. Although the set-
tings may not represent perfectly an actual energy market, the
examples could be useful to illustrate the model’s behaviors.

A. Convergence of the Oligopoly

We first verify our analysis of the oligopoly game for the
seller market with a numerical example for a single period
among a few buildings with PV generation. We also assume
that in this example, there are N = 4 sellers; solar irradiance
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Fig. 4. Convergence of the discrete-time method with (a) PV generation and (b) wind generation.

forecast is I;//,,' = 1 kW/m?2; and Pf = 9 kW, Vi. Equation (7)
thus leads to a power surplus of 1371 = 4.046 kW available
for trading. Fig. 3 plots the results for (a) the price trajectory
and (b) the players’ optimal power output as well as (c) the
storage device’s real-time SoC. Clearly, the price 7 (f) and the
strategy P?" quickly approaches steady-state values. For illus-
tration, Fig. 3(a) and (b) only displays up to t = 4 min when
NE convergence has already occurred. Thus, the total interval
T = 30 min is sufficiently large to justify our infinite hori-
zon assumption. Moreover, while three different initial prices
(0.4, 3.5, and 9) are examined, the equilibrium price is unique
and independent of mg, since the trajectory equation is linear
in 7 which allows the system to admit a unique steady-state
price I' = 5.21 in region 1. Here, the regions are defined
at m; = 1.91 and 7, = 6.44. Different values of g result in
different starting regions as seen in Fig. 3(b). Along the trajec-
tory, when m (¢) reaches 1 or my, a transition from one region
to another occurs, evident in the shapes of P}" at t = 0.19 and
t = 0.75. The transition mechanism is discussed in [23] and
not repeated here.

In this context, we define SoC in Fig. 3(c) as the percent-
age of current stored energy Ej(f) over maximum capacity
Ci(1). Note that the value of SoC directly depends on the
behavior of Pj(f) whose shape, following (8), mirrors that
of P in Fig. 3(b). Take the case of my = 0.4 for exam-
ple. Fig. 3(c) shows that the SoC first experiences a nonlinear
increase, then starts to decrease and its slope is asymptotically

constant toward the steady state. Here, the original increase in
SoC is due to the starting value of Pj(0) which is computed
to be 2.25 kW, i.e., battery charging. Then, after r = 0.19,
P['(1) starts to increase nonlinearly as seen in Fig. 3(b) and
hence, Pi(f) = Pf - Pf — P*(t) decreases correspondingly. At
some point before ¢ = 0.82, Pj(¢) should cross 0 and become
negative, which means the battery starts to discharge and SoC
decreases. Eventually, as P'(f) converges to its steady-state
value, so does P;(#) to a value of about —0.702 kW. This cor-
responds to the slope of the SoC at the steady state as shown
in Fig. 3(c). Similar observations can be seen for the other
mo. We note also that different values of g slightly affect the
final SoC values at the end of the interval, as smaller 7 leads
to less power traded and more remaining in the battery, hence
a higher SoC.

This example is given for a system with PV generation.
However, the results equally apply to the case of wind energy.

B. Evaluation of the Discrete-Time Algorithm

Next, we validate Algorithm 2. Using the previous set-
tings as well as mp = 9, the discrete-time price and traded
power obtained under Algorithm 2 are shown in Fig. 4(a),
together with their theoretical counterparts from ¢ = 0 to
t = 4 min. The maximum stepsize according to Proposition 4
iS hmax =~ 0.8739 (min). The chosen stepsize is & = 0.2 hpax.-
As predicted, a properly chosen & ensures Algorithm 2 timely
convergence within 4 min. This corresponds to the case of
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Fig. 5. Profit deviation from ideal value versus stepsize.

PV generation. We are also interested in the convergence
for wind generation under a shorter interval of 7 = 5 min.
Consequently, we adopted a different unit of 10 s for the
time variable ¢ and applied the algorithm accordingly. In the
simulation for wind generation, we have assumed similar set-
tings as in Table I except for 7 = 30 x 10 s or 5 min,
E}(0) = 0.25 kWh, and wind speed v; = 5.5 m/s. Convergence
plots are then obtained as in Fig. 4(b), which shows a similar
behavior. The corresponding maximum stepsize is computed
to be hmax & 7.1919 s and we select 4 = 2 s. The algorithm
then converges within 30 s.

Discrepancy between the discrete and theoretical solutions,
especially in the transient state can affect the player’s aggre-
gate profit. We study such impacts under varying stepsizes.
Fig. 5 plots the percentage of profit deviation, AJ = (J* —
Ja)/J* x 100% where J; and J* respectively are the discrete-
time and theoretical profits from (13), against the ratio //hmax.
Both PV and wind generation are considered; however, there
is not any significant difference between them when # < hpax.
As predicted, when h/hmax > 1, AJ diverges drastically
which further confirms our analysis. The divergence — oo
as T — oo. Meanwhile, AJ grows (nonlinearly but the slope
can be linearly approximated) as & increases within its feasi-
ble range, as larger / leads to slower convergence and bigger
deviation. Notice AJ < 0, VA, since any trajectories other than
the theoretically maximum profit J* will result in lower profit.
The profit loss is within 10% of J*. There is an accuracy and
computation tradeoff, as a smaller & gives slightly more profit
but with more computations.

C. Impacts of the Number of Oligopolists

The impacts of the number of players N in the dynamic
oligopoly on the market behaviors, especially the steady-state
values, are also investigated. Also based on the previous set-
tings, we obtain various steady-state values of the game for
various N and plot the results in Fig. 6. It can be observed that
in this example, except for N = 2, where the game ends in
region 3, for any other N, the game ends in region 1. Thus, the
steady state values of 7 (f) and P/** are I" and P"*(T"), respec-
tively. Both are seen to drop as N grows larger. Economically,
it can be explained that more competitors increase the aggre-
gate supplies which brings down the equilibrium price. Also,
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Fig. 7. Comparison of the proposed scheme and power offloading scheme
for (a) accumulated profit and (b) price.

each player gets a smaller share of the market; hence, their
traded powers also drop.’

D. Comparison of Accumulated Profit

For a better assessment of the proposed scheme, we com-
pare it to other schemes in terms of the aggregate profit up to
time ¢. This comparison metric is J;(t) = fot e P (D) (T)—
aP!"(t)—pB [Pl’.”(r)]z}dt. Two alternative schemes are consid-
ered: 1) half-full and 2) power-offloading.

The first scheme considered here is a deterministic strategy:
a building with myopic knowledge sells part of the available
power while maintaining the rest for some flexibility, often
at half capacity, i.e., “half-full.” This method has been con-
sidered as a reference point in [15] and [34]. In this scheme,
we assume no dynamic pricing and competition takes place
and price is set at its region ls value of 7 corresponding to
P! = P /2 using (20).

3Mathematically, one can prove that as N — oo, I' — «, and P (T") — 0
(assuming final equilibrium in region 1).



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LA et al.: POWER MANAGEMENT OF INTELLIGENT BUILDINGS FACILITATED BY SMART GRID: A MARKET APPROACH 11
~ TABLE II 11 [T LRI s P
VALUES OF PJ' AND STEADY-STATE OUTPUT POWER IN KW R
100 o T T ;((‘t))
[ [ Period 1 [ Period 2 | Period 3 | Period 4 | . !
Player 1 6.025 -3.047 4.915 4.822 i :
Player 2 5.616 5.745 6.678 -4.631 s o i i
Player 3 6.617 7.382 -3.388 -7.035 é e
Player 4 -4.793 -6.865 -6.888 -7.300 g -
Player 5 -3.790 5.108 -4.572 5.805 &
Player 6 -4.194 5.142 -4.714 4.119
Player 7 7.263 -3.853 -5.728 3.464 6
Player 8 -6.432 4.509 5.742 -5.943
5k
[ P (kW) [ 2.948 [ 2.497 [ 3.571 [ 2.948 ]
4 ‘ ‘ ‘ j
. I 0 30 60 90 120
The second scheme, power-offloading, is when buildings do t (min)
not utilize storage devices and sell all of their surplus power.
For a fair comparison, power-offloading also follows the same ~ Fig- 8. Movement of market prices over multiple periods.

pricing dynamic (12) as the proposed method. Without storage,
the quadratic cost in J;(#) which accounts for battery penalty
is removed, i.e., B = 0 for power-offloading.

Using the previous settings, Fig. 7 plots J;(¢) and the price
7w (t) over one interval [0, T] for the three schemes. We see
that against the deterministic half-full scheme, our proposed
method, which employs dynamic pricing to allow players to
adjust to toward their optimal power levels, is consistently gen-
erating better profit. For power-offloading, it initially delivers
higher profit at the beginning, since it is helped by the high
starting price 7o and the absence of the second-order cost term.
However, in the long run when price stabilizes, the proposed
scheme maximizes profit while power-offloading sees a profit
decline. As players always sell maximum power, more sup-
ply leads to decreasing steady-state price (0.816 $/kW, which
is region 3 s steady state). This price cannot cover the cost
rate @ = 1.5 $/kW; as such, player incurs a negative marginal
profit and J;(f) decreases.

E. System Behaviors Over Multiple Intervals

In the next study, we examine the system’s operations
over multiple periods, using parameters in Table 1. Again,
we simulated a system with PV generation but the method
can be applied to wind generation without loss of gener-
ality. For simulation purposes, at the start of each inter-
val, a player has a 50:50 chance of either in surplus or
deficit. For power surplus, we assume players experience
solar irradiance of Z ~ Unif(0.9, 1.0) kW/m?2; while their
loads follow Pf ~ Unif(8, 9) kW. For power deficit, I ~
Unif(0.45, 0.65) kW/m?; and P! ~ Unif(12, 14) kW. These
values have been matched to real-time data [24] of the practical
loads and generated power from renewable sources. Table 11
displays for all players their power stock P}" for 4 consecu-
tive periods. Those with negative P} buy this amount from
the market, while others play the oligopoly game. The com-
mon constraint P is decided (boldface, Table II). The last row
gives the steady-state strategy Py ,;. Take period 1 for exam-
ple. The 4 players with power surplus (1, 2, 3, and 7) have
P!" =6.025, 5.616, 6.617, and 7.263 kW, respectively. Since
these values are closely spread, we could reasonably select
P —5.616 kW as a common constraint. Furthermore, at the
steady state;f’;'t‘d = P"™(I") = 2.948 kW which is not at maxi-
mum level P, From (20) and (22), we know that P"*(I") does

not depend on P In the other periods, the A\ialues of PNf’ are
also closed enough (except period 2 where P! varies remark-
ably but Py =2.497 kW Et\ill lies in region 1 and independent
of P™). Thus, our use of P" is partly justified here.

Lastly, Fig. 8 shows both the seller market price 7 (f) and
the buyer market price I1(z) over four simulated periods. In
all periods, 7 () shortly reaches steady states. Note also that
these steady-states (at I') vary inversely with the number of
players N. For instance, N = 4 and I' = 5.21 $/kW in period 1.
In period 2, N = 5 and I" drops to 4.51 $/kW, and so on. This
observation on N and steady-state price is similar to those
in [15] and [23]. On the other hand, IT varies independently
from 7 but reflects the buyer market trend across periods,
according to (10). Specifically, from periods 1 to 2, the market
sees a decline as the net demand Q; = 19.209 kW decreases to
0r = 13.765 kW. As such, the price also drops from IT; =9
to [T, = 7.72 $/kW. Similar trends are seen in other periods.

VII. CONCLUSION

In this paper, we develop a model to account for the opera-
tion of generator, storage, and load for an intelligent building,
as well as for multiple buildings in a cluster. An energy market
enables buildings to buy power when in deficit, and sell power
via a broker when in surplus. Subsequently, we devise dynamic
pricing schemes for both buyer market and especially seller
market, where an oligopoly differential game is set up. The
mathematical analysis for this game is presented. We also pro-
pose a practical price and strategy update scheme that works
in real time. Simulation studies are carried out to verify our
model and analysis. The proposed game optimizes the profits
accumulated over time, compared to other power management
schemes.
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