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CoAP provides a highly efficient end-to-end mechanism that relies on the User
Datagram Protocol for transport, and it is characterized by both low throughput
and low latency. Because Internet firewalls typically filter User Datagram Proto-
col traffic as it traverses from gateways to servers, the use of Transmission Control
Protocol (TCP) encapsulation becomes a viable alternative. This solution, how-
ever, is negatively affected by network packet loss that, due to TCP inherent
retransmissions, severely degrades latency, reducing system responsibility. In
this paper, we analyze the effect of TCP-encapsulated CoAP and propose a
mechanism that overcomes these limitations without having to change network
topologies or modifying protocol functionality.

1 | INTRODUCTION

The standardization of the Constrained Application Protocol (CoAP) via Request for Comments (RFC)' has enabled an
efficient representational state transfer Application Program Interface (API)-based interaction between applications and
sensors. In this context, the transmission relies on connectionless User Datagram Protocol (UDP) transport that is highly
efficient at delivering frames by minimizing the overall end-to-end latency. Restrictive access networks like the public
Internet, however, use firewalls that block this type of traffic and only allow the traversal of web-friendly Transmission
Control Protocol (TCP) transported frames. Therefore, an alternative to accomplishing a successful transmission of sensor
data in an environment where datagrams are dropped is by means of tunneling.

Tunneling relies on encapsulating complete sensor data packets, including network layers, on top of a, typically TCP
or stream based, firewall-friendly transport that requires no network topology changes. Although it is possible to alterna-
tively use UDP-based encapsulation either by masking UDP as TCP? or by using well-known Domain Name Server UDP
ports,® recently developed improvements in Deep Packet Inspection implemented at firewalls render these mechanisms
useless.

As shown in Figure 1, access side traffic is generated by sensors and transmitted on top of CoAP at layer 5 (L5).
CoAP is, in turn, transported on top of UDP at layer 4 (L4) and then packetized into IPv6 datagrams that are com-
pressed and fragmented by means of low-power wireless personal area networks (6LOWPAN) at layer 3 (L3). This provides
adaptation for transmission over a low-rate wireless IEEE 802.15.4 infrastructure at layers 1 and 2 (L1/2). Access traffic
eventually reaches a gateway or cluster head that provides core connectivity to the public Internet. In order to pro-
vide firewall traversal capabilities, sensor packets become encapsulated as inner traffic that is streamed at L5 on top
of the outer TCP at L4 over IPv6 at L3. These 2 layers, L3 and L4, are removed when the packets arrive at the tunnel
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FIGURE1 Sensor data encapsulation. CoAP, Constrained Application Protocol; IoT, Internet of Things; IPv6/6LoWPAN, IPv6 datagrams
compressed and fragmented by low-power wireless personal area networks; L1/2, Layers 1 and 2; L3, Layer 3; L4, Layer 4; L5, Layer 5; TCP,
Transmission Control Protocol; UDP, User Datagram Protocol

server that decapsulates the original L3 and L4 layers and provides routing to the CoAP application that consumes the
sensor data.

Transporting sensor data over a stream, being TCP a protocol that relies on an Automatic Repeat reQuest (ARQ)
mechanism, causes extra latency that is introduced by retransmissions that occur when frames are lost. Since these
retransmissions are related to the round-trip time moving average calculated by taking sample estimates, the nature of
the latency is random but typically large enough to disrupt functionality. Specifically, in a real-time IoT (RTI0T) envi-
ronment, servers rely on application-layer jitter buffers that drop any packet that arrives too late to be of significance in
the decision-making process. Moreover, the effect of latency is not the same for all applications; an application where
unmanned aerial vehicles have their flightpath dynamically computed based on sensed hyperspectral images* has differ-
ent latency requirements than an urban agriculture application® where excess water is dynamically drained based on rain
levels. In this paper, we focus on critical applications where the allowable latency is 150 milliseconds at most. In this sce-
nario, if the TCP-induced latency is above the aforementioned threshold, datagrams are dropped by the application layer,
and decision making can be compromised, leading to potential physical loss.

In order to better understand the problem, we first introduce a mathematical model of TCP-encapsulated CoAP traffic
to estimate the overall application-layer packet loss measured at the output of the jitter buffer. We then propose and
mathematically model a solution that relies on dynamic encapsulation over multiple streams to minimize latency. The
performance and efficiency of the proposed mechanism is then evaluated through an experimental framework. Note that
the novel analytical model provides closed-form expressions that can be used to dynamically estimate the quality affecting
the application.

The remainder of this paper is organized as follows. A review of relevant related works as well as a description of the
motivation behind this paper are presented in Section 2. Details of the analytical model and a description of the proposed
mechanism are introduced in Section 3. In Section 4, a description of the evaluation framework as well as comparative
results obtained by applying network impairments and computing quality scores are detailed. Conclusions and future
work are provided in Section 5.

2 | RELATED WORK AND MOTIVATION

The performance of CoAP has been studied from both the experimental and theoretical perspectives. Specifically in the
work of Thombre et al,® the authors measure latency and loss in a CoAP-based wireless sensor network where multihop
routing is taken into account. In the work of Collina et al,” the authors compare the congestion control mechanisms
introduced by CoAP as well as other Internet of Things (I0T) protocols like Message Queueing Telemetry Transport (MQTT)
and measure latency and loss and throughput for different network conditions. In the work of Chen and Kunz,? latency,
loss, and throughput are measured in a highly degraded wireless network where both CoAP and MQTT performances are
compared. In the work of Slabicki and Grochla,’ CoAP is compared against other main stream data management protocols
like the Simple Network Management Protocol to experimentally measure their latencies by means of histograms.
Encapsulation of IoT traffic is a fairly recent topic that has been addressed in the work of Esaki and Nakamura,'* where
an overall analysis of tunneling in the context of IoT is presented. In addition, details of encapsulation of COAP and MQTT
connected health sensor data are analyzed in the work of Karamitsios and Orphanoudakis." In general, RTIoT has similar
quality demands as those of real-time communications (RTC); hence, an understanding of encapsulation in the context
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of RTC is also relevant. The use of TCP for RTC has been addressed mostly by the proposal of proprietary methods that
provide framing to media over TCP. Packetization of speech under TCP for several traffic types is evaluated in the work
of Sanchez-Iborra et al.'? In the work of Brosh et al,"* the authors model latency as a function of network loss, and they
validate the model through experimental analysis. In the work of Hwang et al,'* both TCP and UDP transport of different
traffic types. The effects of TCP transport for real-time media are experimentally analyzed in the work of Cocker et al*®
with a special focus on buffer sizes. In the work of Satoda et al,'® the authors propose an experimental method, that relying
on multiplexing packets over several TCP connections, improves traffic performance. This mechanism is simulated for
multiple traffic conditions such that values of packet loss and latency are obtained.

The material introduced in this paper extends the analysis of encapsulation in the context of IoT by presenting a novel
mathematical model that can be used to analyze the effect of the number of streams on the application-layer quality of
service (QoS). Specifically, by measuring the network-layer packet loss, it is possible to estimate the more complex behavior
of encapsulation at the application layer in order to dynamically adjust the configuration of the tunnel and guarantee QoS
goals. Indeed, the main motivation for this approach is to define a mechanism that minimizes both application packet
loss and latency of encapsulated traffic and, therefore, improves the reliability of sensor and actuation data transmission
over low-power low-rate IoT networks.

3 | THEORETICAL FRAMEWORK

One of the characteristics of wireless RTIoT networks is that they are affected by dynamic multipath fading that is typically
modeled by means of a 2-state Markov process.!”* Essentially, the channel is either in a low loss (L) or in a high loss (H)
state, as shown in Figure 2. As expected, when comparing packet loss in both states, that in the low-loss state is much
lower than that in the high-loss state.

Four parameters characterize the Markov process, specifically: (1) p, the transition probability from the low-loss to the
high-loss state; (2) @, the probability that the channel remains in the high-loss state; (3) 8, the packet loss probability when
the channel is in the low-loss state; and (4) y, the packet loss probability when the channel is in the high-loss state.

3.1 | CoAP encapsulation

In this paper, we focus on traditional nonconfirmable CoAP traffic that, not relying on individual frame acknowledgments,
is more efficient in real-time scenarios. When encapsulated, CoAP frame transmission over TCP relies on making sure
that the TCP window is negotiated to guarantee that each packet is transported on top of a single TCP frame. In this case,
retransmissions typically result, as shown in Figure 3, from loss introduced by network impairments.

Since the minimum TCP retransmission timeout, as indicated in the work of Psaras and Tsaoussidis,”* is about
A = 300ms, retransmissions are responsible for the application-layer packet. Figure 4 shows an example where a
sensor produces 7 periodic CoAP frames that are encapsulated in order to traverse a firewall. Specifically, network
packet loss causes frames #2 and #3 to be dropped while the transmission of frame #1 is still in progress. The resulting
application-layer packet loss is therefore % or about 28%.

hlgh state low state
1—-p

FIGURE 2 Two-state Markov model
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FIGURE 3 Encapsulated Constrained Application Protocol (CoAP) frame transmission
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FIGURE 4 Encapsulated Constrained Application Protocol traffic

In this paper, we apply an intuitive approach that consists in multiplexing encapsulated traffic over multiple streams.
By parallelizing traffic, as shown in Figures 5 and 6 for multiplexing and demultiplexing, respectively, it is possible to min-
imize the effect of the delay introduced by network-layer loss. Specifically, the Figures show 9 CoAP frames encapsulated
over 3 streams where multiplexing occurs at the transmitter and demultiplexing at the receiver for a given direction.

A single-stream transport can be modeled as an ARQ mechanism where sent frames are acknowledged on an individual
basis and retransmissions occur at a fixed period of time whenever a previous transaction fails due to loss, as shown in
Figure 3. In general, the probability of a successful transaction results from combining a successful transmission with a
successful acknowledgment. Specifically, this probability is defined as P,k trans and given by

P, ack,trans = P ackltrans,low Piransiiow Plow + P ackltrans,high P translhigh P, high> (1)

where Packitranslow aNd Packitranshigh are the conditional probabilities of successful acknowledgment given a successful
transmission for a channel in the low-loss and high-loss states, respectively; Piansiow and Pyansinigh are the conditional
probabilities of successful transmission for a channel in the low-loss and high-loss states, respectively; and Pjoy and Phjgn
indicate the state probabilities of the channel.
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FIGURE 6 Multistream decapsulation. CoAP, Constrained Application Protocol

Assuming behavioral symmetry and independence on both directions, ie, the probability of successful acknowledgment
equal to the probability of successful transmission for a given channel state, the conditional probabilities of successful
acknowledgment given a successful transmission are as follows:

P ackltrans,low = Piransiow Plow—low + P, translhigh P, low—high (2)
and
Packltrans,high = Ptransllow Phigh—»low + Ptranslhigh Phigh—»high7 (3)

where Plow—lows Plow—highs Phigh—lows and Phigh—nigh are all possible transition probabilities of the channel switching from
one loss state to another.
From the Markov process, Pyansiiow = 1 — 8, Ptranslhigh =1-7%,Powslow =1—p, Plow—»high =D, Phigh—>10W =1-a,and

Phigh—nigh = @, and the steady-state probabilities* are given by P,y = 1::'@ and Phigh = —
When replacing all these expressions in Equation 1, we then have
1-—
Pk trans = 1—“ (1= A IA - AL - p)+ 1= Ppll+ —— [ = = a+ (1 - HA-D)]]. 4
—a+p l—-a+p

In general, retransmissions occur until frames are successfully transmitted and acknowledged such that the overall
probability of success after R = k retransmissions of a single frame follows a geometric distribution with a probability mass
function given by

Py (R = k) = Pack,trans(1 - Pack,trans)k. (5)
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Similarly, the expected number of retransmissions per single frame results from calculating the expectation of the
geometric distribution by means of

- P ack,trans

o0
BR) = Y kPacR =k =
k=0 ack,trans
Figure 4 shows how CoAP frames, sensed at a rate of 1 every T seconds, are transmitted. If a frame is sent while the
retransmission of a previous one is still in progress, the frame is dropped. This means that if the average time between
retransmissions is A, the number of lost frames due to the retransmission of a frame is E(R)%.
Now, if the loss probability of a single frame is given by Pgame(loss), then, when retransmissions are put into consid-
eration, the overall application-layer packet loss probability for transport over a single tunnel defined as Pepcap(loss) and
measured at the output of the jitter buffer is given by

Pencap(108s) < min (Pframe(loss) [1 + E(R)%] , 1) , (6)

where the upper bound results from the fact that losses occurring during retransmissions may overlap with single-frame
losses. Note that the unidirectional single-frame probability of loss, Pfame(l0ss), can also be obtained out of the model and
results as

Pframe(loss) =1- [Ptransllowplow + Ptranslhigh Phigh] > (7)

which, when replacing with the corresponding quantities obtained from the Markov model, is further simplified as
l-a 14
Prame(loss) =1 = (1 = f)——— — (1 — y) ———, 8
frame (10SS) ( ﬁ)l—a+p ( 7)1_a+p €]
where for the extreme case of no network impairments such that p = 0 and f = 0, then P (l0ss) = 0 and Py, (loss) = 0.

3.2 | Multiple CoAP encapsulation

The main problem with single-stream transport is that CoAP frames are dropped if a previous frame transmission is
still in progress. The multiplexing scheme shown in Figure 5 attempts to solve this problem by relying on simultaneous
transmission over multiple streams. For example, Figure 7 shows 3 connections (N = 3), such that frames #1, #4, and
#7, frames #2 and #5, and frames #3 and #6 are sent over the first, second, and third streams, respectively. As in the
single-stream case shown in Figure 4, frame #1 fails to be acknowledged right away due to network-layer impairments, but
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FIGURE 7 Multistream encapsulated Constrained Application Protocol traffic
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FIGURE 8 Multistream encapsulated Constrained Application Protocol traffic (single stream)

in this scenario, this delay has no effect on frames #2 and #3 that successfully arrive at the destination. Consequently and
when relying on multiple-stream encapsulation, network conditions that would otherwise cause application-layer loss
have no impact on quality. Specifically, as opposed to the single-stream case, no application-layer packet loss is experienced
under this scheme.

Figure 8 shows the transmission over the first stream alone, where it can be seen that CoAP frames are effectively trans-
mitted every NT seconds. Because the effect of relying on N streams for multiplexed transport is analogous to increasing
the interframe periodicity from T to NT, Equation (6) can be modified accordingly. Specifically, the application packet
loss defined as Prencap 1S given by

Pryencap(10ss) < min (Pframe(loss) [1 + E(R)J%] , 1) 9)

when multiple streams are used for transport.
The Markov model can be further simplified by assuming that all packets are dropped at the high-loss state and no
packets are dropped at the low-loss state. In this case, f = 0 and y = 1, and therefore, Equation (8) becomes

)4

Pframe(loss) = m,

(10)

and consequently, Equation (9) results as

. p 2p—ap A
Pmencap(loss) < min <m [1 + (mm)] 5 1> . (11)

Note that creating an infinite number of streams (N — o) is equivalent to creating a stream per frame to be transmitted,
and therefore, the probability Prencap(10ss) is given by

Prencap(loss) < A}im min <Pframe(loss) [1 + E(R)%] ,1) < min (Perame(1088), 1) = Prame(108S), (12)

implying that stream transport can have loss probability that is as low as the loss probability of datagram transport as
long as the number of streams is sufficiently large. Specifically, for a CoAP frame size of T = 20 ms, Figure 9 shows the
application packet loss as a function of the number of streams N and the network loss probability parameters p and a.
These plots assume A = 300 ms, a value that complies with the minimum TCP RTO.*
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4 | EXPERIMENTAL FRAMEWORK

Figure 10 shows the experimental framework that is used to evaluate the performance of CoAP encapsulation that relies
on transport by means of multiple streams. Specifically, 20 independent temperature sensors (K = 20) transmit tempera-
ture readouts at a rate of 50 per second. The sensors are initialized with a 1-millisecond delay difference that guarantees
that not all sensors transmit simultaneously in a busty fashion. The mechanism relies on the Internet Engineering Task
Force RFC 7641 “Observing Resources in the Constrained Application Protocol,”* which allows CoAP to support uni-
directional sensor observation. Each experiment is executed for 300 seconds, and packet loss computation is performed
at the output of the jitter buffer on the application. The protocol stacks for access and core networks are as shown in
Figure 1. All network elements in the framework (sensors, gateway, and application) are emulated by means of Visual
ProtoStack.** This emulator is also used to introduce controlled network packet loss on the core network in accordance
with the channel model presented in Section 3. For quick reference, Table 1 shows a description of each of the variable
parameters involved in this experimental framework.

Application-layer packet losses, experimentally obtained at the output of the dynamic jitter buffer as well as theoretical
ones, are shown in Figures 11 and 12 for low (¢ = 0.3) and high (a« = 0.9) network bursty packet losses, respectively. The
plots show results for single-stream (N = 1) and multiple-stream encapsulation (N = 3,10) when the CoAP interpacket
transmission period is 20 milliseconds long. Note that in all cases, as the number of streams increases, packet loss as seen
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FIGURE 10 Experimental framework. CoAP, Constrained Application Protocol; IoT, Internet of Things
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TABLE 1 Summary of parameters

Parameter Description
a Network packet loss burstiness
p Network packet loss probability
K Number of sensors
N Number of encapsulation streams

T T T
N=1 theoretical
—— N=1 experimental
1r N=3 theoretical
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FIGURE 11 Application loss probability (« = 0.3)
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FIGURE 12 Application loss probability (« = 0.9)

by the application lowers accordingly as now there are multiple paths for packets to traverse. Moreover, this improvement
is present regardless of the burstiness of the packet loss experienced at the network layer.

Similarly, Figures 13 and 14 show the experimental mean latency for low (« = 0.3) and high (a = 0.9) network bursty
packet losses, respectively. Again, each plot shows the delay for regular (N = 1) as well as multiple-stream encapsulation
(N = 3,10). When more streams are used for a single session, fewer packets are sent on every single stream, leading to
less congestion and, therefore, lower latency.

When considering different sensor loads, Table 2 shows the average application packet loss when encapsulating traf-
fic over 10 streams (N = 10) for low bursty network packet loss. Two parameters are taken into account, ie, the sensor
population K, now ranging between 5 and 100 sensors, and the transmission rate fixed at 50 samples per second (sps) or
10 sps. For different sensor populations, different transmission rates are selected on a proportion given by the ratio
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FIGURE 14 Experimental latency (a« = 0.9)

TABLE 2 Experimental application packet loss vs sensor load

K Transmission Rate Distribution
[50 sps][10 sps]
[11fo] [2/31(1/3] [1/21[1/2] [1/31[2/3] [0l[1]
5 13.81% 13.76% 13.71% 13.70% 13.59%
20 14.72% 14.51% 14.51% 14.27% 13.78%
50 32.88% 22.17% 22.85% 16.51% 14.16%
100 85.69% 65.18% 40.53% 38.87% 15.10%

between one rate or the other. The limiting factor in all cases is the IEEE 802.15.4 contention that translates into higher
application packet loss as population and transmission rates increase. For small sensor populations (K < 20) and
regardless of the sensor readout sample rate, application packet loss is fairly uniform.

Table 3 shows the average absolute error obtained when comparing experimental against theoretical, obtained from
the model in Section 3, application-layer packet loss. The error is presented for single- and multiple-stream encapsulated
CoAP traffic as well as for low and high network-layer packet losses. It can be seen that in all cases, the estimation error
introduced by the model is below 10%. This model, therefore, can be used to estimate the impact of wireless network-layer
packet loss at the application layer. The idea is to find the « and p parameters of the Markov process and then predict the
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TABLE 3 Application packet loss estimation error

Stream Count Network Loss
Low High
1 4.71% 3.14%
3 7.91% 3.61%
10 8.42% 7.57%

TABLE 4 Experimental application packet loss and

latency reduction
Stream Count Network Loss Latency
Low High Low High
3 23.23% 7.23% 72.64% 86.79%
10 33.09% 17.14% 59.22% 87.59%

application-layer loss to determine QoS and assess the number of streams under which encapsulation must be performed
in order to reach QoS goals.

Table 4 shows the experimental relative application packet loss and latency reduction that results from introducing
multiple-stream encapsulation. For both low and high network-layer packet losses, the reduction is about 10% higher
when using 10 streams as opposed to 3. Similarly, for latency, its reduction is between 13% and 25% depending on the
case. In general and in order to improve the application-layer performance, as indicated in the previous paragraph, the
mathematical model can be used to estimate the minimum number of streams needed to reach a specific QoS goal.

5 | CONCLUSION AND FUTURE WORK

CoAP traffic relies on UDP-based transport that minimizes latency, but it is typically blocked by firewalls. In this paper, we
have proposed a mechanism that overcomes this problem through TCP encapsulation. This, however, degrades latency as
network packet loss results in transport layer retransmissions that delay packet delivery. In order to mitigate this effect, we
have extended CoAP encapsulation to perform it over multiple TCP streams. Experimental results show that this mecha-
nism reduces application-layer packet loss by an amount between 7% and 33% depending on network conditions and the
number of streams under consideration. This lower application-layer packet loss is tied to lower latency as packets arriv-
ing faster tend to survive the delay restrictions imposed by playout buffers. This is particularly important since streams
are TCP based and TCP natively converts network packet loss into transport delay due to retransmissions. In addition,
the efficiency of this approach is mathematically modeled and can be used, in turn, to assess the application-layer quality.
Moreover, based on this model, an application can dynamically select the minimum number of encapsulation streams,
and therefore overhead, that would guarantee a given QoS goal. Note that under this approach, however, the analytical
model fails to provide a closed-form expression of packet latency that can be used to better understand the effects of net-
work impairments on the application layer. Another limitation of the mathematical model presented in this paper is that
it assumes no contention at media access.

As an area of future work, the mathematical model presented in this paper can be further extended to quantify
application QoS through a Quality Score that provides to IoT applications what a Mean Opinion Score provides to RTC
applications. This involves, among other considerations, closed-form expressions for the estimation of latency.
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