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Abstract—Currently, there are many challenges in the 
transportation scope that researchers are attempting to 
resolve, and one of them is transportation planning. The 
main contribution of this paper is the design and imple-
mentation of an ITS (Intelligent Transportation Systems) 
smart sensor prototype that incorporates and combines 
the Internet of Things (IoT) approaches using the Server-
less and Microservice Architecture, to help the transpor-
tation planning for Bus Rapid Transit (BRT) systems. The 
ITS smart sensor prototype can detect several Bluetooth 
signals of several devices (e.g., from mobile phones) that 
people use while travelling by the BRT system (e.g., in 
Bogota city). From that information, the ITS smart-sensor 
prototype can create an O/D (origin/destiny) matrix for 
several BRT routes, and this information can be used by 
the Administrator Authorities (AA) to produce a suitable 
transportation planning for the BRT systems. In addition, 
this information can be used by the center of traffic man-
agement and the AA from ITS cloud services using the 
Serverless and Microservice architecture.

I. Introduction

I
ntelligent transportation system (ITS)-based solutions 
strongly affect the traffic and transportation in cities 
or countries. Thus, governments and public authori-
ties invest resources in several initiatives to promote 

and organize the ITS infrastructure [2]. As a result, pub-
lic policy makers, transport planners, traffic engineers, 
research institutes and the private sector tend to develop 
or use new technology approaches that support several 
ITS services to lessen the energy consumption, conges-
tion, and money required to build new transportat ion 
infrastructure [9].

A significant area in the transportation sector is mobil-
ity. For example, urban areas are facing important chal-
lenges in terms of diagnosis, planning and control. Thus, 
the availability of traffic information plays a key role in 
different processes such as preventing or handling traffic 
jams or calculating the average travel time, fuel consump-
tion or air pollution. In addition, considering the miniatur-
ization of electronics, a notably large quantity of hardware 
devices that can be used for traffic monitoring has been 
produced, such as inductive loops, video cameras, and ul-
trasonic sensors. However, most existing devices are ex-
pensive and sometimes larger in terms of hardware, so 
their installation and maintenance tend to be limited [3]. 
Nonetheless, the technology evolution from recent years 
has driven to introduce innovating solutions such as em-
bedded and cheaper technologies, which revolutionize the 
telecommunications, computing systems and obviously 
transportation sector [2]. The embedded technologies pro-
vide benefits, such as reduction in cost, power consump-
tion and size, flexibility and ease of installation. These 
benefits contribute to place devices and deploy systems on 

a large scale throughout the infrastructure of traffic sys-
tems to provide ubiquitous coverage.

These technologies are increasingly being combined 
into an Internet of Things (IoT). The IoT approach re-
gards an infrastructure of interconnected objects, people, 
systems and information resources with intelligent ser-
vices to enable them to process information of the physi-
cal and virtual worlds and react [22]. The IoT creates an 
intelligent and invisible network with several facilities 
such as monitoring several phenomena and controlling 
several devices and program tasks using IoT-enabled 
products based on embedded technology approaches. The 
IoT-enabled products generate a scenario where one can 
directly or indirectly communicate among them or with 
the Internet [23].

Above all, the ITS and technology are constantly evolv-
ing in recent times. Conventional technology-driven ITSs 
have been morphing into data-driven ITSs [12], which can 
offer new types of services using the vast amounts of avail-
able data [10], [13]–[15]. Furthermore, there is a global ITS 
working group of ISO TC 204 (International technical com-
mittee for ITS), which regulates and specifies the use of dif-
ferent applications and databases to exchange data among 
different systems [6], [11]. Simultaneously, a technical com-
mittee that supports the IoT development is JTC1, which 
focuses on information technology.

A previous study [1] designed and implemented a sys-
tem that automatically construct the Origin/Destination 
matrix; however, to achieve that goal, we used several ITS 
sensors from several enterprises to gather the information. 
These ITS sensors were not based on IoT platforms and did 
not use cloud approaches to produce ITS services. After 
this study, we focused our efforts in improve our last ap-
proach [6], [36] by incorporating a new serverless and mi-
croservice architecture. It is worth noting that this paper 
continues to focus on the transportation planning for BRT 
(bus rapid transit) systems from the automatic construc-
tion of the O/D matrix using Bluetooth signals in the BRT 
stations. The novelty of this paper is based on the improve-
ments of the serverless and microservice architecture to 
produce ITS cheap cloud services, where IoT approaches 
are used by the planning transportation authorities of the 
cities that deploy BRT systems.

The remainder of this paper is organized as follows. Sec-
tion II illustrates the context of the proposed device. Sec-
tion III describes the new proposal, where the IoT approach 
can be used in the serverless and microservice architec-
ture; here, the paper describes each development level of 
the sensor and the platform architecture. Sections IV and V 
focus on the applications, deployments, related implemen-
tations and experimentation, and a case study with several 
tests based on the automatic generation of the O/D matrix 
is presented. Finally, Section VI describes the conclusions, 
and Section VII lists the acknowledgments.
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II. Contextualization and  
Related Work
Currently, big cities such as Bogota 
in Colombia face major challenges 
in the field of transportation and 
mobility, such as traffic planning 
and management, which are nota-
bly important for the sustainable 
development of public transport in a 
country. In this area, the ITS is involved and offers several 
technological approaches.

There are various solutions for public transporta-
tion, but this study focuses on traffic planning for bus 
rapid transit systems (BRTs). In fact, many cities are cur-
rently developing their BRT system, such as Santa Mar-
ta, Valledupar, and Sincelejo. Each BRT implementation 
should be developed as an integrated system with key 
attributes [20], which highlight the importance of good 
transportation planning.

In mass transportation systems, a highly important 
topic is the origin/destination (O/D) trip matrix, which 
represents the number of users with similar travel charac-
teristics who move between zone pairs of the transporta-
tion network; the reference period is a fundamental input 
for most transportation planning and design problems [38]. 
Currently, in Bogota, these types of matrices are manually 
generated, i.e., people are deployed in the transportation 
network and must take data to build it. However, this fact 
causes many errors. Other countries (Spain, France, Italy, 
Chile, USA, Australia, etc.) have used several technologies 
such as Bluetooth [39], [40], [42]–[45] and a global standard 
protocol to wirelessly exchange information to support a 
matrix O/D construction. However, the Bluetooth tech-
nology in the O/D matrix construction context is used to 
simultaneously determine how a car moves through the 
transportation network and how people move through the 
public transportation network to build an O/D matrix. To 
do that, we focused on mobile phones that are equipped 
with Bluetooth technology. Because many people in Co-
lombia have one of these phones, the O/D matrix can be 
built to improve the organization and planning for public 
transportation systems in Colombia.

Today, several developments focus on transportation 
planning; in fact, the Origin/Destination matrix tool is a 
widely used procedure for traffic planning. Thus, there is 
a solution for its automatic generation [20] based on the 
Bluetooth technology and the Service Oriented Archi-
tecture (SOA) paradigm, which implements a web ser-
vice platform. Based on this solution, we incorporate the 
NoSQL approach to handle vast amounts of data produced 
by Bluetooth sensors [6].

In recent years, new approaches have emerged with a 
significant effect on ITSs. One of these approaches is the 
IoT. In accordance with ISO/JTC1, the IoT deployment and 

its capabilities focus on several sectors such as healthcare, 
information and communication technologies (ICT), man-
ufacturing and heavy industry, finance and banking, food 
and farming, transportation, domestic, water, education, 
energy, entertainment and sports, public safety and mili-
tary, retail and hospitality, and government [22]. In fact, 
several projects that aim to solve transportation affairs use 
the IoT approach, such as monitoring highways [23].

With the increase in complexity of any IoT system, new 
architectural styles have arisen, such as microservices, 
which improve the scalability, fault isolation, flexibility, 
etc. Each microservice can be independently deployed of 
one another, and the microservices are loosely coupled 
[30]. Serverless computing generates a new method to pro-
vide new computing resources in the frame of a higher 
layer of abstraction in cloud computing, where a piece of 
business function can be defined and executed on demand; 
the compute resources to execute it are properly allocated 
by the cloud provider [31].

Thus, there are many new technologies and advanced 
approaches that can be used to deliver ITS services, which 
can produce solutions for the planning transportation in 
BRT systems.

III. Proposal

A. Description
We propose approaches to generate the O/D matrix in previ-
ous studies and combine them for use based on a new Cloud 
and IoT architecture. Our system has versatility, low cost 
and fast deployment, which implies a single cheap device.

Because our system uses Bluetooth technology, it can 
fulfill four main tasks: gather Bluetooth signals, filter them, 
store data, and make the data accessible throughout stan-
dard interfaces to other devices and components. Our smart 
ITS sensor gathers data to generate the O/D matrix from 
the signals of Bluetooth-equipped devices that people have 
in the BRT systems. With our purpose, we can provide a 
reduced-cost, highly scalable, reliable and fast-deployment 
platform, which is a great solution for the traffic organiza-
tion and planning in massive transportation systems.

In our proposal, we use IoT devices to design and imple-
ment a new ITS sensor, which focuses on gathering and 
processing data to generate the O/D matrix, using Blue-
tooth technology. As mentioned, this proposal builds on a 

There are various solutions for public transportation, but this 
study focuses on traffic planning for bus rapid transit 
systems (BRTs).
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previous study [20] and uses its business logic (see figure 3) 
but replaces all components to use IoT-enabled devices. We 
create a cloud system that can generate the O/D matrix, 
and we propose a new architecture for the system based on 
micro-services and serverless functions. Then, the system 
operation is described.

The system has several devices that capture Bluetooth sig-
nals, use algorithms to filter these signals, and store the data 
in an embedded database. At a customizable interval, the 
data are sent to a cloud-based web service, which processes 
and stores the data into a NoSQL database also based on a 
cloud provider (see figure 1). Then, the data are accessible 
to the clients, application servers, and external components 
through standard interfaces such as web services. Finally, 
the serverless function uses the data provided by the sensors 
to automatically generate the O/D matrix.

B. System Architecture
The new design is component based, which provides a 
loose coupling among the components and high consis-
tency. This improved system is made up of four parts as 
described in [20]: uptake signal, device classification and 
acceptance, device comparison and O/D matrix construc-
tion (see Figure 2).

As mentioned, the designed system has four subsys-
tems. The first subsystem focuses on capturing Bluetooth 
signals. The second subsystem analyzes the captured filter 

data and decides which ones are accepted to be processed. 
The third eliminates duplicate records in a time range, and 
the last subsystem provides the results of an O/D matrix 
from a specific date and time. This system implements a 
web service platform and is component based.

Thus, this paper redesigns this architecture. It merges the 
capture, classification, acceptance, and subsystems into a 
unique subsystem that runs over an IoT-enabled device, and 
it even provides a local storage. Hence, the platform is com-
posed of two subsystems and the system clients (Figure 3). The 
first subsystem, which is the sensor subsystem, is respon-
sible of capturing, analyzing, filtering and storing Bluetooth 
signals and records; it also provides interfaces of configuration 
and administration. The second subsystem is composed of 
several components as follows:

 ■ Firebase: Collects and stores the information prevenient 
from the first system.

 ■ Backend Apps: Runs analysis and generation tasks for 
the O/D Matrix; provides standard application inter-
faces to enable the system clients to connect and re-
trieve data.

 ■ Device Management Services: Set of micro services to 
administer and monitor the deployed devices.
In the process, two cloud providers are selected: Google 

Cloud Platform (GCP) [24] punctually Firebase and Am-
azon Web Services (AWS) [25], the latter to implement 
micro-services and server-less functions. Moreover, this 

Public Massive Transit System

ITS Cloud Platform and Services

Cloud Based Microservices

Microservices
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Function
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FIg 1 IoT system integration.
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architecture is easily replicable, at least in the major cloud 
providers such as Microsoft Azure [26] or even their IoT 
solution suites[27], [28].

C. Micro-Services and Serverless Function Implementation
Micro services are implemented using current technolo-
gies to simplify this job, i.e., Linux containers [32] provided 
by Docker [33]. For the Device Management Services (Fig-
ure 3), six micro services are developed and distributed in 
two containers (Figure 4). One container focuses on micro 
services for device management, and the other focuses on 
Microservices for Monitoring.

Then, the function to calculate the O/D matrix is placed 
on the AWS lambda service [34]. This service makes the 
calculations in response to events. In this case, the event that 
triggers the O/D matrix calculation is an HTTP request, i.e., 
when any client invokes the REST web service configured for 
this job. The AWS API gateway is put in front of the server-less 

function (Figure 5). After the calculations are performed, the 
results are stored in the database.

Both implementations tend to be notably similar (Fig-
ures 4 and 5), and the key difference lies in the computing 
resource provisioning. The micro-service model is a pre-
provisioned and well-defined strategy for scaling when the 
workload peaks. The server-less function model is based 
on a per-execution basis, which implies that new resources 
are allocated for each execution. If the workload increases, 
the cloud provider clones the function and executes it in a 
notably new environment.

As mentioned, the proposal follows the SOA paradigm; 
therefore, the system platform uses Web services technol-
ogy to integrate subsystems. Thus, the implementation 
follows the REST (Representational State Transfer) ar-
chitectural principles to provide simple and intuitive in-
terfaces to access the resources in the sensor and connect 
with the system clients. The implementation uses the IoT 

Subsystem: Uptake Signal Subsystem: Device
Classification and Acceptance

Subsystem: 00 Matrix Construction

Subsystem: Device Comparison

Service Layer Service Layer

Device Comparison
Service

Device Insertion
Service

Application Layer

Application Layer

Service LayerWeb Browser

Service Web Browser

Service Layer
Comp: Curation

Service

Device
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Service
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Service

Data Packing
Service
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Service

Communication Channel

Operating System

Operating System

Hardware

Hardware

Operating System

Hardware
Operating System

Communication Channel

Travel Time Evaluation Web Service
Provider

Calculate Travels Go Matrix
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device Raspberry Pi [21] to imple-
ment the sensor module. This prod-
uct provides sufficient performance 
and characteristics for the imple-
mentation, and it is cheap and small 
(see figure 6).

D. Capture Device
The development of an IoT capture 
device is the major novelty in our pro-
posal. It is composed of several tech-
nologic bricks, which supports the 
functionalities of the mentioned sensor 
subsystem. This device integrates an 
embedded web server, database and 
Bluetooth signal sniffer.

1. Hardware
The hardware mainly consists of 
two components: a single-board IoT 
device (Raspberry Pi) and a Bluetooth 
signal sniffer.

Table 1 describes the main speci-
fications for the first generation of 
the raspberry pi, (currently on the 
3rd generation), which was used in 
this project.

Several IoT-enabled devices are avail-
able in the market; thus, a comparison 
was performed before selecting the Rasp-
berry Pi. In this case, several features 
were measured and compared: perfor-
mance, amount of memory, community 
support, cost, etc. We synthesize those 
values in the following table.

2. Device Architecture
We designed and implemented an 
architecture to achieve the proposed 

functionalities for the capture IoT devices (see Figure 3). The 
IoT device architecture has different layers as follows (See 
Figure 7). In the top layer are web service interfaces to ac-
cess the sensor functionalities; this interface also provides 
management options to set up the sensor. Lower, we develop 
different scripts, which interact with the interfaces provided 
by the operative system to access Bluetooth resources; those 
interfaces manage the Bluetooth adapter, perform Bluetooth 
inquiry and retrieve the captured signals, etc. (hcid). These 
scripts are event-driven; i.e., after the data are captured by 
the Bluetooth interface, the scripts perform the actions to au-
tomatically store that data in the local (Sqlite) database. Then, 
every 5 minutes, the same set of scripts collect the stored data 
and perform the routine to submit it to Firebase in the ITS 
Cloud Platform.

Capturing IoT Devices System Clients

The Internet

Firebase Device
Management
ServicesGoogle

Cloud

1 2 3 4 n

Amazon Web Services

API Gateway

O/D Matrix
Generation
Function

Secondary
Services

FIg 3 Proposed architecture.
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IV. Applications
To achieve our goal, two applications were developed. The 
first one is a web-based application (Figure 8) that offers a 
user interface for the traffic center or administrators and 
enables one to retrieve the current configuration of each 
sensor device and edit them. It also enables one to save its 
characteristics and location in the map.

Another functionality of this web application is the scan 
for Bluetooth devices in the range of the device, given a 
set of parameters such as the inquiry time or decision of 
whether to save on database (Figure 9).

The second one is a mobile appli  cation for the Android 
platform (Figure 10). This application enables the users 
from the transit authority to consult the O/D matrix for 
two points in a range of time. It also proves the correctness 
of the Backend Apps and its API end points (See Figure 3).

V. Case Study
The case study (Figure 11) contemplates three stages: 
the capture of Bluetooth signals by the IoT sensor; with 
the information processed and stored in said device, the 
intensive query of the data using the exposed web services; 
finally, the performance of load tests on the functionality that 
generates the O/D matrix when the data gathered from the 
devices are sent to the cloud platform. In the third stage, 
we test the use of serverless functions and the traditional 
web application approach.

1. Signal Gathering Test
In this stage, the proposed architecture for the IoT device 
is tested using a Raspberry Pi with a connected Bluetooth 
sensor. This test simulates that the IoT device is located in 
a station of a BRT system, where passengers carrying Blue-
tooth-equipped devices are circulating.

After a device enters the reading range of the Bluetooth 
sensor, the captured signal is processed and stored by the 
described applications. To achieve this test, the daily used 
devices of the people are used, as shown in the following 
table  (Table 3).

2. Load Testing Iot Device
After all signals of the Bluetooth-
equipped devices were captured and 
stored, we measured the response time 
of the web services in the Raspberry 
Pi (Figure 12). The web service was 
consulted many times using the Apache 
JMeter Tool [29], which simulates many 
clients; this service retrieves all stored 
records in the database in the Rasp-
berry Pi.

With this test, we observe that the 
proposed capturing device can han-
dle over a thousand requests with a 

Characteristic Value

CPU Quad-core 64-bit ARM Cortex A53 clocked at 1.2 GHz

GPU 400 MHz VideoCore IV multimedia

Memory 1GB LPDDR2-900 SDRAM (i.e., 900 MHz)

USB ports 4

Video outputs HDMI, composite video (PAL and NTSC) via 3.5 mm jack

Network 10/100 Mbps Ethernet and 802.11n Wireless LAN

Peripherals 17 GPIO plus specific functions, and HAT ID bus

Bluetooth Version 4.1

Power source 5 V via MicroUSB or GPIO header

Size 85.60 mm × 56.5 mm

Weight 45 g (1.6 oz)

OS Linux (raspbian, yoctolinux, ubuntu, CentOS, etc.), 
Windows 10 Microsoft, Android, Firefox OS 

Price 36 US

Table 1. Raspberry Pi specs.

IoT Device

Web Services

Python/Shell/C++ Script

Bluetooth Host Controller Interface

Bluetooth Core

Bluetooth Drivers SQLite

Database
Driver

hcid

Raspbian OS Kernel

FIg 7 Capture device architecture.

FIg 8 Web application sensor set up.
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considerable (50 and 100) level of concurrency without a 
decrease in performance. Furthermore, in this test, the 
proposed device handled 100% of the requests and the av-
erage time was 60 ms approximately.

3. Load Testing Proposed Architecture
In this case study, the proposed cloud schema and its re-
sponse to thousands of IoT devices concurrently sending 
their data to the cloud were tested. The behavior of the server-
less function was also compared to a traditional model (us-
ing a web server).

In the first test, the Apache JMeter Tool [29] was used. To 
simulate many devices that make requests to the system, 100 
virtual server instances, each with 100 server threads, were 
launched, as shown in the next Figure (Figure 13).

The tested web service is in charge of saving the records 
in the NoSQL database. Figure 14 
shows that the response time tends 
to increase to 700 ms and subsequent-
ly stabilizes, which is attributed to the 
cloud self-scaling in response to the 
high resour ce demand.

The second test was also perform-
ed using JMeter, but this time, we ran 
several requests against the service 
that calculates the O/D matrix. A 
server-less function must specify the 
memory to allocate per execution; 
256 MB was set. In contrast, for the 
classic web service deployment us-
ing a web server, an AWS t2.micro 
[35] instance was used, whose specs 

Device
Price 
(USD)

CPU 
(MHz)

RAM 
(MB)

Max Storage
(GB)

Raspberry Pi 35 1200 1024 64

Beagle Board 55 1024 512 4

PandaBoard 174 1024 2014 32

Intel Galileo 70 400 256 32

Table 2. IoT device comparison.

Device Class Local Name MAC Address

Laptop User-hp E0:2A:82:97:44:85

Smartphone Nokia Lumia 800 0C:C6:6A:54:C4:D7

PC/PDA My iPad 84:29:99:63:08:5E

Smartphone HTC evo 18:87:96:C2:D5:5A

Smartphone GT-S5830 D4:87:D8:38:5F:00

Wearable headset 222 Plantronics 00:19:7F:CB:AD:07

PC Julian-PC 00:02:72:DA:2C:AD

Table 3. Devices equipped with Bluetooth.

Device

Device

Device

Device

Bluetooth
Signals

ITS Sensor

Web Services

Filter and Process

Local DB

HTTP Rest

PC
Running Jmeter

FIg 11 Case Study Test Overview.

FIg 9 Web application Bluetooth scan.

FIg 10 Mobile application.
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are 1 vCPU and 1 GB RAM. This instance is scaled in 1 unit 
if the response time exceeds 400 ms in a 5-min thresh-
old (Figure 15).

There is a noticeable difference in average response 
time: the server-less function begins with a high response 
time, but it rapidly decreases with the increase in the num-
ber of requests per second. The classic web server deploy-
ment begins with a low response time and increases until 
~600 ms of stabilization (Figure 16).

The first plot can be explained by the fact that each 
function invocation is run in a new environment; the first 
executions take more time; when the runtime is created, 
the actual function is loaded (the code), and computation 
resources are provisioned. In comparison, the server ap-
proach shows better response time in the first executions 
because the computational resources are previously provi-
sioned and ready to be used. As a result of the process, the 
OD matrix is generated which can be observed in Table 4 
and Figure 17. This matrix indicates the behavior of users 
of the BRT system in a measurement range, in a table the 
names of the sensors and the number of routes calculated 
between each pair. Additionally, a map of the city with the 
route of the users is generated.

120

100

80

60

40

20

0

R
eq

ue
st

 (
s)

700

600
500
400
300
200
100

0

R
es

po
ns

e 
T

im
e

Request/s Versus Response Time
Web Server Based API

FIg 16 Web server load test.

120

100

80

60

40

20

0

R
eq

ue
st

 (
s)

1,400

1,200
1,000

800
600
400
200

0

R
es

po
ns

e 
T

im
e

Request/s Versus Response Time
Server-Less Function

FIg 15 Serverless function load test.

Test
Instances (100)
Running Jmeter

HTTP AWS
Lambda

Web
Server NoSQL

DatabaseWeb Service

Publisher

FIg 13 Serverless function test setup.

800

700

R
es

po
ns

e 
T

im
e 

(m
s)

600

500

400

300

200

100

0
100 1,000 2,000 5,000 10,000

Concurrent Devices

Max Min
Average

FIg 14 Cloud schema load test.

Name of Sensors (O/D) Alpha Beta Gamma Delta

Alpha – 300 100 50

Beta 0 – 0 150

Gamma 50 60 – 30

Delta 200 70 100 –

Table 4. OD Matrix example.
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VI. Conclusions
This paper proposes a cheap and versatile serverless and 
microservice architecture approach that focuses on the 
Internet of Things for the transportation planning in BRT 
systems. The proposed model follows the SOA, which is 
a successful paradigm to integrate systems that imple-
ment the NoSQL approach. The NoSQL approach helps 
to handle vast amounts of data and integrate them into 
IoT-enabled devices, which are a revolutionary trend in 
the intelligent transportation field. The cloud providers 
Amazon web services and Google Cloud are used to pro-
duce the serverless and microservice architecture. Thus, 
this architecture reduces the operative charge in creat-
ing and deploying new functionalities and provides new 
provision for the resource for the same ones. In fact, the 
engineers in the surveillance and maintenance process 
can improve the daily IT processes for this system.

The proposed devices offer benefits compared to the 
previous innovating system because a single cheap device 
can accomplish the tasks that were meant to be performed 
by several devices such as computers, servers and sensors. 
Moreover, the proposed device assists the fast deploy of ITS 
solutions, reduces the cost, and increases the reliability 

because of the versatility, flexibility and easy access of the 
internet-of-things approach.

Future studies will design and implement message 
channels in the architecture or message brokers to com-
municate the microservices with several IT applications or 
legacy systems.
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