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Abstract A power distribution system operates most effi-
ciently with voltage deviations along a feeder kept to a
minimum and must ensure all voltages remain within spec-
ified limits. Recently with the increased integration of
photovoltaics, the variable power output has led to increased
voltage fluctuations and violation of operating limits. This
paper proposes an optimization model based on a recently
developed heuristic search method, grey wolf optimization,
to coordinate the various distribution controllers. Several
different case studies on IEEE 33 and 69 bus test systems
modified by including tap changing transformers, capaci-
tors and photovoltaic solar panels are performed. Simulation
results are compared to two other heuristic-based optimiza-
tionmethods: harmony search and differential evolution. The
simulation results show the effectiveness of the method and
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indicate the usage of reactive power outputs of PVs facilitates
better voltage magnitude profile.
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1 Introduction

Power systems are facing dramatic changes. Interest in
renewables is rapidly increasing with global new investment
in renewable energy of 285.9 billion in 2015, more than 6
times the investment in 2004 [1]. In the past, investment in
renewables was seen as expensive and mostly undertaken by
developed countries; however, investment from developing
countries has been more than the developed countries since
2015 [1]. This can place great economic stress on utilities for
a number of reasons, and so it will be critical to take advan-
tage of traditional existing control devices and limiting new
infrastructure investment.

Among renewables, solar photovoltaic (PVs) panels are
quickly becoming popular. PVs may be classified into three
subcategories according to their sizes: utility-scale PVs of 1–
10MW,medium-scale PVs of 10–1000 kW, and small-scaled
PVs of up to 10 kW [2]. Traditionally, power distribution sys-
tems are designed as radial systems, and the classical “install
and forget” philosophy of the power distribution systems
must change with high levels of PVs. Among the additional
challenges is the significant variations inPVoutputs.Accord-
ingly, the operation and control of the distribution system
needs to be more active. Classical approach to control volt-
age deviations in distribution systems is to use tap changer
transformers and switched bank capacitors either by timers
or open loop controls [3]. Frequent tap changes and switch-
ing create additional wear on traditional devices. With recent
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technological developments, the lifetime of voltage regu-
lated transformers is increasing [4]. The new technology uses
mechanical switch during steady state, and a semiconductor
switch during tap change to reduce aging [5]. This brings
additional flexibility for optimal operation where such capa-
bilities are available. Another method to control voltage is to
use the reactive power supply from PV power electronics-
based inverters. As known, currently the participation of
rooftop PVs in optimal operation of distribution system is
not much since their power factors are generally set to one;
however, with new regulations such as California Rule 21 [6]
they will be used more and more in a flexible way.

As an extension to our previous works [7,8], this paper
optimizes the voltage profile in power distribution sys-
tems. Optimization problems may be solved by using the
classical methods of differential calculus, iterative numeri-
cal techniques or various modern methods of optimization
[9]. Generally, iterative numerical optimization methods are
based on derivatives. Many modern methods of optimization
employ derivative-free techniques. Among the derivative-
free methods, population-based methods have gained pop-
ularity. These include the well-known genetic algorithm
inspired by the evolution process in the nature [10], differ-
ential evolution [11], harmony search [12], particle swarm
optimization [13] . The population methods generally create
an initial solution candidate vectors, and by using opera-
tors, such as, crossover, mutation, new and better solution
candidate vectors are formed. A recently developed method
is inspired by the hunting process of the grey wolves [14],
where numerical results of several optimization benchmark
functions composed of unimodal, multimodal, fixed dimen-
sion multimodal, composite ones and classical engineering
optimization problems such as tension/compression spring
design, welded beam design, pressure vessel design are com-
pared to other heuristic methods. From the numerical results,
this recently developedmethod performs better than the other
heuristics such as particle swarm optimization, genetic algo-
rithms differential evolution in most of the classical methods
and is competitive to all of them. The method gives bet-
ter objective function values for all classical optimization
methods. Application of the method to a real-world problem:
optical buffer design problem states that the method has the
ability to solve real engineering problems. A binary version
of the grey wolf optimization algorithm (GWO) is proposed
for feature selection problems [15]. A detailed review of
derivative-free methods may be found in [16].

In the existing literature, there are several derivative
optimization-based methods [17–21] used for optimal oper-
ation of power distribution systems. Generally, these approa-
ches are either based on nonlinear programming or on using
sensitivity coefficients of the system and solving optimiza-
tion problem. Applications of population-based methods to
distribution systems are too numerous [22] to review here.

GWO method has been successfully applied to maximum
power point tracking model for PV systems in [23]. Optimal
sizing of storage device in a microgrid aiming to minimize
operation costs was also performed [24]. Some well-known
power systems problems such as economic dispatch problem
[25], reactive power dispatch problem [26] were also solved
by a GWO algorithm.

In this paper, we

– develop a 15min interval daily voltage optimization
model using GWO;

– evaluate solutions on IEEE 33 and 69 bus test systems
simulating several test cases in order to see the effects of
voltage control devices, specifically:

– Case 1: only tap changers of voltage regulators,
– Case 2: both tap changers of voltage regulators and
bank capacitors,

– Case 3: tap changers of voltage regulators, bank
capacitors and inverter-based PVs;

– compare results with a differential evolution [11] and a
harmony search [12] method.

2 Optimization model

The objective function aims to minimize voltage deviations
from the nominal rating. Voltage regulation is initially per-
formed by using only tap changers of the voltage regulators.
Capacitors are included in the voltage regulation process in
the next step. Finally, inverter-based PVs are also used to
improve the voltage profile.

2.1 Optimization using regulators only

This case considers only tap changers in the voltage reg-
ulation process. The mathematical representation of the
optimization model is as follows:

minimize
X

N∑

i=1
||Vi − 1||

subject to 0.95 ≤ Vi ≤ 1.05
Tmin ≤ Ti ≤ Tmax

(1)

where Vi represents the voltage magnitude of bus i , Ti rep-
resents the tap position of the regulator, Tmin represents the
minimum position and Tmax represents the maximum posi-
tion. Note that in Eq. (1), 1may be easily replaced by nominal
voltage.

2.2 Optimization using regulators and capacitors

This case considers both tap changers and capacitors in the
voltage regulation process. Mathematical representation of
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the optimization model is shown below.

minimize
X

N∑

i=1
||Vi − 1||

subject to 0.95 ≤ Vi ≤ 1.05
Tmin ≤ Ti ≤ Tmax

0 < Ci < Cmax

(2)

where Ci represents capacitor setting. Like Ti , Ci is non-
continuous. Cmax is the maximum output of the bank
capacitor.

2.3 Optimization using regulators, capacitors and PVs

This case considers tap changers, capacitors and reactive
power output of the inverter-based PVs. The optimization
model is given below.

minimize
X

N∑

i=1
||Vi − 1||

subject to 0.95 ≤ Vi ≤ 1.05
Tmin ≤ Ti ≤ Tmax

0 < Ci < Cmax

−QPV
lim ≤ QPV ≤ QPV

lim

QPV
lim = ∓√

(SPVmax)2 − (PPV)2

(3)

where PPV and QPV represent the active and reactive power
outputs of the PV, respectively, SPVmax represents the max-
imum apparent power of the PV and QPV

lim shows the
minimum and maximum limit values of the reactive power
that PV can support.

3 GWO algorithm

The GWO [14] mimics the behavior of grey wolves. The
algorithm relies on both their social hierarchy and the hunt-
ing process. Socially, grey wolves live as a group composed
of 5–12 wolves. They have a social hierarchy between each
other, and the highest ranked society members (leaders) are
the alphas (α), who decide on hunting, sleeping location and
so on. In the hierarchy, betas (β) are in the second level. They
are candidates to become alphas when alphas die, or become
very old. Betas help alphas in their decisions and give orders
to lower-level wolves. The third level in the social hierarchy
is the deltas (δ). They are sentinels, elders, caretakers and
hunters. The lowest level in the social hierarchy is omegas (ω)
[14]. The algorithm finds the best solutions and labels them
α, β and ω appropriately at each iteration. Then the solution
search process consists of encircling, hunting, attacking and
searching.

The first step is the encircling of the prey. This is repre-
sented by equations [14]:

−→
D = |−→C −→

X p(t) − −→
X (t)| (4)

−→
X (t + 1) = −→

X p(t) − −→
A

−→
D (5)

where t represents the current iteration,
−→
A

−→
C are coefficient

vectors,
−→
X p and

−→
X indicate the position vectors of the prey

and the greywolf, respectively, and D is the distance between
the prey and the grey wolf. The coefficient vectors

−→
A and−→

C can be calculated from [14]:

−→
A = 2−→a −→r 1 − −→a (6)
−→
C = 2−→r 2 (7)

where r1 and r2 are random vectors taking values between 0
and 1, and numerical values of −→a linearly decrease from 2
to 0 over the iterations.

The second step is hunting. In each iteration, the position
of the prey is predicted by using the information of the dis-
tance of α, β, and δ to the prey. Then positions of the other
elements are updated according to the 3 best positions. This
is represented as follows [14]:

Dα = |C1Xα − X |,
Dβ = |C2Xβ − X |,
Dδ = |C3Xδ − X | (8)

X1 = Xα − A1Dα,

X2 = Xβ − A2Dβ, X3 = Xδ − A3Dδ (9)

Xt+1 = X1 + X2 + X3

3
(10)

The next step is the attacking the prey, where −→a is
reduced; hence, the range of

−→
A also decreases. When the

range of
−→
A is between −1 and 1, the wolves are attacking.

The search agent’s next position will be between its current
position and the prey’s position. For global search purposes
(exploration), the range of

−→
A is utilized with random values

greater than 1 and less than −1.
The overall flowchart of algorithm is given in Fig. 1.

4 Application to voltage deviation minimization

4.1 Initialization

This step sets the population size, maximum number of iter-
ations, initializes the parameters a, A, and C using Eqs. (6),
(7), and initializes the wolf population elements for taps,
capacitors and inverters depending on the problem. After ini-
tialization, a sample individual is:

Individuali = [T1, . . . ,Tn,C1, . . . ,Cm, Qpv1, . . . , Qpvk]
(11)
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Fig. 1 Flowchart of GWO
algorithm Randomly initialize wolf population using specified

upper and lower bounds, and initialize a, A, and C

Calculate the objective function
for each wolf in the population

Find the best 3 performing
wolves and name them α, β and

Update the positions of the rest of the population

Update a, A and C

Is
stopping
criteria
met?

Stop

yes

no

δ

where n,m, and k represent the number of voltage regulators,
the number of bank capacitors, and the number of PVs in
the system, respectively. Note that the initialization of tap
positions is integer numbers limited between −16 and 16,
capacitor positions integer numbers limited between 10 and
0. The limits of the reactive power outputs are determined by
the inverter rating.

4.2 Calculation of objective function values

This step runs a load flow for each individual by using
the design variables set in the previous step and computes

the objective function of each individual. Note that the
objective function is the sum of the absolute values of the
deviation from desired voltage for all. From these objec-
tive function values, the best 3 solutions are selected. These
individuals are specified as alpha α, beta β, and delta δ,
respectively.

4.3 Position update by hunting

This step updates the positions using Eqs. (8)–(10). Then the
values of the vectors a, A, and C are updated.
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Fig. 2 Randomly obtained daily load profiles for buses in modified IEEE 33 and IEEE 69 bus test systems with 15min intervals
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Fig. 3 Daily changes of total feeder loads compared to base case load profile

5 Test data

This study uses load data from [27] and PVpower output data
fromNREL [28] to create a useful test dataset. The following
describes the data manipulations to create the dataset.

5.1 Load data

Load profiles are created by applying the following proce-
dure:

– Hourly data for one year are drawn from [27].
– Linear interpolation is used to create 15min interval load
data.

– Daily load data for each bus are selected randomly from
yearly load data. In otherwords, n distinct integer random

numbers are randomly selected from1 to y, where n is the
number of buses of the test system, and y is the number
of days in a year.

Some example daily load profiles from [27] are shown
in Fig. 2 for IEEE 33 and 69 bus test systems, where each
individual line represents loads on individual buses.

We showactive and reactive power loadprofiles of the both
test feeders compared to the base cases for both systems in
Fig. 3.

5.2 PV data

It is assumed that IEEE 33 bus system has 3 buses with PVs,
and the IEEE 69 system has 6 buses with PVs. Each PV
location has 10 PVs installed, each with amaximum capacity
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Fig. 4 Power outputs of PVs in modified IEEE 33 bus test system with 15min intervals
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Fig. 5 Power outputs of PVs in modified IEEE 69 bus test system with 15min intervals

of 120 kW. The simulation model assumes that daily PV
outputs are forecasted. These power outputs are shown in
Figs. 4 and 5. The output data were obtained randomly from
several PV station irradiance output data in [28], and then
these irradiance values were scaled as appropriate for the
installed capacity.

6 Case studies

Proposed daily optimization model was tested on modified
IEEE 33 [29] and IEEE 69 [30] bus test systems. We wrote
a power flow code based on ladder iterative technique [31].
Details of the modifications on the systems, properties of the
added tap changer transformers, bank capacitors and PVs are

given together with the simulation results in the following
subsections.

6.1 IEEE 33 bus test system simulations

The modified IEEE 33 Bus System is shown in Fig. 6. The
total substation loads for the base configuration are 5084.26
kW and 2547.32 kVAR [29]. Two voltage regulators with
tap changers between buses 5 and 6, and between buses 27
and 28 are added to the system. Two bank capacitors with
maximum reactive power capability of 300 kVAR are added
to buses 8 and 26. There are 3 PV stations each of them with
10 PVs with a maximum power of 120 kW located at buses
15, 17, and 33, respectively. Daily PV output data for these
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Fig. 6 Modified IEEE 33 bus test system
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Fig. 7 Daily bus voltage magnitudes of IEEE 33 bus test system with no controls

buses were obtained from [32,33], and [34] for 20May 2016,
20 May 2013 and 20 May 2011, respectively.

Initial simulations are performed to see the behavior of
the system when there is no voltage control. For this aim,
the tap and capacitor bank positions are set to zero, and it
is assumed that PVs are not connected to the system. The
simulation results are shown in Fig. 7. Note that each separate
line in the figure represents the voltage magnitudes for each
time interval. It is seen from the figure that there are both
undervoltage and overvoltage problems at various times of
the day.

Simulations are now performed considering various con-
trol devices.Note that taps of regulators are allowed to change
in the range of −16 to 16, each with 0.015625 pu steps, and
capacitors are allowed to change in the range of 0 to 10 each
with 30 kVAR steps. Themaximumpower that a solar PV can
generate is set to 120 kVA, and reactive power it can inject to
the system is determined according to the power generated by
thePVas follows: QPV

lim = ∓√
(SPVmax)2 − (PPV)2.Here,

PPV and QPV represent the active and reactive power out-
puts of the PV, respectively, SPVmax represents themaximum
apparent power of the PV and QPV

lim shows the minimum
and maximum limit values of the reactive power that PV can
support.

The graphical representations of the voltage deviations
in modified IEEE 33 bus system are shown in Fig. 8. The
best voltage profile is obtainedwhen tap changing regulators,
capacitors, and reactive power outputs are all used for control.
There is not much voltage improvement allowed by the shunt
capacitors, since the installed capacitors are not close to PV
panels.

The daily tap changes for the different cases are given in
Fig. 9, where dashed and solid lines represent the tap changes
for the tap changer transformers of branch 5–6 and branch
27–28, respectively. The number of tap changes for the first
one is 32, 30 and 41 for Cases I, II and III, respectively. For
the second transformer, these values are obtained as 35, 42,
and 40 for Cases I, II and III, respectively. The number of tap
operations do not change dramatically for these cases; how-
ever, the range of tap changing is reduced as more controllers
are available.

Switched bank capacitor operations are given in Fig. 10,
where dashed and solid lines represent the daily capacitor
operations for switched capacitors installed on buses 8 and
26, respectively. The number of operations of capacitors is
45 and 19 for Case II. This number decreases to 14 and 10
when the inverters are controlled.
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Fig. 8 Daily bus voltage magnitudes of IEEE 33 bus test system with different control devices
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Fig. 9 Daily tap changes for 2 regulators

In Fig. 11, reactive power outputs of each PV on each PV
installed bus in IEEE 33 bus system are illustrated. It can be
seen that as the real power output from the PVs increases the
reactive power support from the PVs decreases. Other PVs
may start to absorb reactive power from the system when the
PV active power outputs are close to maximum values.

6.2 IEEE 69 bus test system simulations

Figure 12 shows the modified IEEE 69 bus system. Detailed
information on bus loads for this system is given above. Base
case active load is 3802.19 kW, and reactive power load is
2694.60 kVAR [30]. The modified IEEE 69 Bus Test System
includes three voltage regulators with tap changers between
buses 5 and 6, between buses 13 and 14 and between buses

53 and 54. Four bank capacitors eachwithmaximum reactive
power capability of 300 kVAR and 10 tap changer positions
are added to buses 20, 30, 40 and 60. The system includes 6
PV stations each of themwith 10PVswith amaximumpower
of 120 kW, on buses 15, 18, 27, 35, 46 and 65, respectively.
Daily PV output data for these buses were obtained from
[32–37] for 20 May 2016, 20 May 2013 and 20 May 2011,
20 May 2010, 20 May 2014 and 20 May 2012, respectively.

Similar to the tests performed for modified IEEE 33 Bus
System, initial step for this case is running the daily load flow
simulation when tap regulator and switched capacitor bank
positions are set to zero, and PVs are not connected to the
system. Simulation results that show bus voltage magnitudes
with respect to 15min time intervals are illustrated in Fig. 13.
Note again, that each separate line in the figure represents the
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Fig. 10 Daily capacitor operations on IEEE 33 bus test system for 2 capacitors
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Fig. 11 Reactive power outputs of PVs on IEEE 33 bus test system

Fig. 12 Modified IEEE 69 bus test system
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Fig. 13 Daily bus voltage magnitudes of IEEE 69 bus test system with no controls
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Fig. 14 Daily bus voltage magnitudes of IEEE 69 bus test system

voltage magnitudes for each time interval similar to 33 Bus
Case. Voltage deviations in the figure show that this case
has overvoltage and undervoltage profile problems. Hence,
voltage profile must be adjusted by using taps, capacitors
and/or PVs.

The simulation results for all cases are given in Fig. 14.
The best voltage profile is obtainedwhen all control types are
used. It should be noted that even just using tap changes it
is possible to bring the voltage profiles within the allowable
range.

Daily tap changes of the regulators are shown in Fig. 15 for
the different cases, where solid, dash-dotted and dashed lines
represent the tap changes of the tap changer transformers of
branch 5–6, 13–14, and 53–54, respectively. As expected, tap

changer operations are performed over a wider range during
the times that PVs produce more power and the load levels
in the system are high.

There are four capacitors in the modified IEEE 69 bus
system. Daily switched bank capacitor changes are shown
in Fig. 16. Note that switched capacitor operations for the
capacitors installed on buses 20 and 30 are represented in Fig-
ure. The number of capacitor switching operations actually
increases when inverters are controlled as well. Our simula-
tions with IEEE 69 Bus Test System use more PVs compared
to IEEE 33 Bus Test System. As the fluctuations in loads
and/or power outputs increase, the number of control actions
taken also increase. Since the bank capacitors and voltage
regulators are mechanical devices, it is not recommended to
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Fig. 15 Daily tap changes for 3 voltage regulators
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Fig. 16 Daily capacitor operations on IEEE 69 bus test system for 4 capacitors

frequently use them in modern distribution systems in order
not to decrease their lifetimes.

Daily reactive power outputs of each of the PV in 6 buses
are illustrated in Fig. 17. Here, similar to the previous case,
reactive power support from the PVs decreases and starts
to absorb reactive power as the PV active power outputs
approaches theirmaximumvalue and the system load is close
to its peak.

Solution quality and computational time efficiency of the
simulation results by using GWO are compared to the dif-
ferential evolution (DE) [11] and the harmony search (HS)
[12] methods. The number of search agents and maximum
number of iterations are selected as 30 and 1000 for GWO-
based model both for simulations in IEEE 33 and 69 bus
test systems. Harmony memory consideration rate (HMCR),

pitch adjusting rate (PAR), harmonymemory size (HMS) and
maximum number of iterations are selected as 0.9, 0.30, 30,
and 30000, respectively for the HS-based model in all sim-
ulations. Population size (Np), crossover rate (CR), scaling
factor (F) and maximum number of iterations are selected
as 30, 0.9 and 0.8, and 1000, respectively, for the DE-
based model both for all simulations. Note that to be fair in
the comparisons, the stopping conditions, populations sizes,
maximumnumber of iterations are selected to be equal except
since there is only one new function evaluation in HS the
number of maximum iterations for this method is different
than the othermethods. Still the total number of function eval-
uations are enforced to be the same for all these 3 methods.
The following tables and figures summarize these compar-
isons.
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Fig. 17 Reactive power outputs of PVs on IEEE 69 bus test system

Table 1 Mean voltage magnitudes and standard deviations for IEEE
33 bus test system

Case I Std. Case II Std. Case III Std.

GWO 0.9960 0.0107 0.9964 0.0102 0.9969 0.0055

HS 0.9960 0.0107 0.9963 0.0099 0.9967 0.0061

DE 0.9960 0.0107 0.9964 0.0101 0.9968 0.0057

Table 2 Mean voltage magnitudes and standard deviations for IEEE
69 bus test system

Case I Std. Case II Std. Case III Std.

GWO 1.0002 0.0085 1.0009 0.0081 1.0001 0.0051

HS 1.0003 0.0085 1.0006 0.0081 1.0003 0.0059

DE 1.0004 0.0085 1.0009 0.0081 1.0001 0.0053

The mean voltage magnitudes and standard deviations of
all simulations for the modified IEEE 33 bus test system is
given in Table 1. Note that in both Tables 1 and 2 Std. rep-
resents standard deviation of the voltage magnitudes of the
daily voltage magnitudes for Cases I, II and III. The GWO
approach gives a slightly better numerical result in both aver-
age voltage profile and standard deviation, although all three
methods give acceptable results.

Table 2 gives the numerical values that show the mean
voltage magnitudes and standard deviations of all simula-
tions for all case studies in the modified IEEE 69 bus test
system. Again, the GWO solutions are slightly better since
the standard deviation is somewhat lower.

Figure 18 shows the computational time on the modified
IEEE 33 bus system. Each 15min time interval simulation’s
computational time is found by dividing the total computa-
tional time by the number of time intervals in a simulated day.

The DE-based model gives the worst computational time per
15min interval. The computational times for GWO and HS
are close to with GWO slightly faster for this test system.

Figure 19 illustrates the computational time results for
the modified IEEE 69 bus distribution test system using the
GWO, HS and DE models. Again, the DE approach gives
the worst computational time. The computational times for
GWO and HS are very close. HS is slightly better for this
test system.

As stated in no free lunch theorem [38], one can not claim
that there is a unique search algorithm that outperforms all
the others for all cost functions. After the numerical tests
for voltage deviation optimization problem in IEEE 33 and
69 test systems, we observed that GWO-based optimization
approach solves the problem and might be an alternative to
other methods.

7 Conclusion

This paper proposes a daily optimization model for power
distribution systems using the GWO method. Different opti-
mization models using tap changing regulators alone, tap
changing regulators and switched capacitors together and
tap changing regulators, switched capacitors and reactive
power outputs of PV together are evaluated onmodified IEEE
33 and IEEE 69 bus test systems. Detailed analysis from
these simulations shows that the GWO adequately solves the
optimization model. The best solution is obtained when tap
changing regulators, switched capacitors and reactive power
outputs of PVs are all taken into consideration. Comparing
the GWO method with HS and DE in terms of numerical
accuracy and simulation time, it is observed that the proposed
GWO-based model gives accurate results and the simulation
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Fig. 18 Computational time results for three cases in IEEE 33 bus distribution systems
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Fig. 19 Computational time results for three cases in IEEE 33 bus distribution systems

time of the model is faster than DE-based model and has
minor differences with the HS-based model.
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