
Fragmentation-Aware Routing and
Spectrum Allocation Scheme Based on
Distribution of Traffic Bandwidth in

Elastic Optical Networks
Xin Chen, Juhao Li, Paikun Zhu, Ruizhi Tang, Zhangyuan Chen, and Yongqi He

Abstract—Empowered by multirate transmission and
bandwidth-variable switching technology, elastic optical
networks (EONs) enhance spectrum utilization efficiency
and increase network capacity to satisfy the rapid growth
of Internet traffic. Routing and spectrum allocation (RSA)
is one of the key elements in realizing EONs. However, pre-
vious RSA schemes with superior performance have had
the drawback of high computational complexity. In this
work, we focus on achieving superior RSA performance
with reduced computational complexity. We first propose
a dynamic network resource evaluation method that takes
into account both the distribution of traffic bandwidth and
the spectrum blocks’ carrying capability. Based on this,
we introduce traffic-based fragmentation-aware concepts
into the RSA steps. In the routing step, we propose a low-
complexity fragmentation-aware load-balanced shortest
path routing scheme and a modified fragmentation-aware
load-balanced k-shortest-path routing scheme. In the spec-
trum allocation step, we propose an efficient traffic-based
fragmentation-aware spectrumallocation scheme. Simulation
results prove that the proposed RSA schemes can reduce the
computational complexity significantly and provide network
accommodation that is comparable to and traffic blocking
probability that is similar to existing dynamic RSA schemes.

Index Terms—Elastic optical network; Routing and
spectrum allocation.

I. INTRODUCTION

D ue to emerging services such as high-definition video
distribution, cloud computing services, mobile appli-

cations, and data centers, the IP traffic volume is continu-
ally increasing by around 40% per year [1]. It will be a
continuous challenge for optical transport networks to
serve this huge and heterogeneous volume of traffic in a
cost-effective and scalable way [2]. To cater to this explosive
growth of capacity requirements, wavelength division mul-
tiplexing (WDM) systems [3] have been fully studied and
deployed in backbone networks. With advanced modula-
tion formats and digital equalization technologies, WDM

networks are able to provide 40 Gb∕s, 100 Gb∕s, and even
higher rates per channel with improved transmission
distance.

However, WDM networks strictly follow the rigid
International Telecommunication Union (ITU-T) grids
(typically 50 or 100 GHz) [4] and operate at the same
granularity level, resulting in underutilization of spectrum
resources and severe granularity mismatch. Specifically, a
wavelength channel may be assigned to a traffic demand
smaller than the capacity of a whole wavelength even if
traffic grooming is performed. As a result, the fixed-grid
spectrum allocation of WDM networks with coarse spec-
trum granularity lowers spectrum utilization efficiency
and must be changed to improve network throughput.

To reduce spectrum wastage, optical orthogonal fre-
quency division multiplexing (O-OFDM) [5–7] and Nyquist
WDM [8,9] have been introduced. These technologies
utilize multicarrier transmission and provide much finer
granularity (e.g., 12.5 GHz) than the ITU-T WDM grid
(50 or 100 GHz). Empowered by these technologies, elastic
optical networks (EONs) [10,11] provide an efficient
way to support variable traffic demands from the subwave-
length level to the superwavelength level by allocating an
arbitrary number of finer granularity carriers to traffic
demands. Flexible network resource allocation enables
EONs to accommodate heterogeneous traffic demands in
a much more spectrum-efficient [12] way than WDM
networks.

Such a technological advance for EONs introduces chal-
lenges to resource allocation at the networking level. For an
incoming traffic demand, the control plane of the EON
needs to find a routing path and allocate enough consecu-
tive spectrum slots on all the fiber links along the path
to establish an end-to-end lightpath. This problem is called
the routing and spectrum allocation (RSA) problem
[13–15]. As an upgrade of the traditional routing and wave-
length allocation (RWA) [16,17] problem in WDM net-
works, the RSA problem brings new constraints: 1) the
same spectrum portion along the routing path between
the source node and the destination node should be occu-
pied, and 2) the entire bandwidth of the connection must be
contiguously allocated. These two constraints are called
the spectrum continuity constraint and the spectrumhttp://dx.doi.org/10.1364/JOCN.7.001064
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contiguity constraint. Due to these constraints, conven-
tional RWA solutions cannot be applied directly in EONs.
Furthermore, bit-error-rate (BER)-adaptive modulation-
level selection schemes [18] should be considered to in-
crease the spectrum efficiency and extend the RSA problem
into a routing, modulation-level, and spectrum-allocation
(RMSA) [19] problem. However, these schemes cannot be
employed at the incipient stage due to the increased cost
and complexity, so we consider only the RSA problem in
this paper. Meanwhile, our proposed RSA schemes can
be easily upgraded to RMSA schemes.

We focus on the heuristic schemes for a dynamic scenario
of the RSA problem, in which traffic demands arrive at and
depart from the EONs dynamically in a random manner.
Because of the flexible bandwidth allocation for nonuni-
form traffic demands, the dynamic set-up and tear-down of
links will fragment the available spectrum resources and
induce the spectrum fragmentation problem [14]. Without
all-optical spectrum convertors, the spectrum fragmenta-
tion leads to spectrum underutilization and seriously
increases the traffic blocking probability. Therefore, dy-
namic RSA schemes should aim to find a sufficient contigu-
ous spectrum to accommodate the traffic demands, while
reducing the spectrum fragmentation to increase the prob-
ability of accommodating as many potential future traffic
demands as possible.

In this paper, we propose several RSA schemes for
different network scenarios, which require different com-
putational complexity and blocking performance. First,
we propose an evaluation method to assess the accommo-
dation capability of spectrum resources for incoming traffic
demands. This evaluation method is based on the relation-
ship between the spectrum blocks’ carrying capability
and the traffic bandwidth’s distribution. By utilizing this
evaluation, corresponding algorithms are introduced in
both the routing step and the spectrum-allocation step to
increase RSA efficiency and the accommodation capability
of the EONs.

The rest of this paper is organized as follows. Related
works and the core idea of our work are introduced in
Section II. We explain the considered EON model and
the RSA problem in Section III. The evaluation method
of the spectrum block’s carrying capacity based on the spec-
trum fragmentation is proposed as the basis of our RSA
scheme in Section IV. Based on this evaluation method,
our routing schemes and spectrum allocation scheme are
proposed in Section V and Section VI, respectively.
Simulation results of proposed RSA schemes are presented
in Section VII. Section VIII concludes the paper.

II. RELATED WORKS AND OUR CONTRIBUTIONS

As one of the most important problems for EONs, the
RSA problem has been widely investigated. To efficiently
solve the dynamic RSA problem, we decompose the prob-
lem into two subproblems: routing and spectrum alloca-
tion. For each subproblem, we review previous schemes
and present our opinions.

A. Routing Subproblem

The routing subproblem is about how to find a routing
path from the source node to the destination node. The
routing schemes collect the network resource information
and select routing paths with available spectrum resour-
ces. To solve this problem efficiently, several aspects have
to be taken into consideration.

1) Minimizing the optical loss of the routing path: The
routing schemes should minimize the routing paths’ hop
number and length to achieve better BER performance
and reduce the cost of the optical amplifier. This is called
shortest-path routing (SPR), by which the RSA schemes al-
locate the routing paths with the least routing hop/length
for traffic demands.

2) Load balancing: In optical transport networks with
mesh topologies, some links may be used more frequently,
so these links will bear much higher load than other links.
Network resources can be allocated more effectively if the
routing schemes take the load situation into consideration
and avoid links with high loads.

3) Maximizing the available spectrum resources on rout-
ing path: The available spectrum resources on the routing
path highly depend on the link load and the distribution of
spectrum resources. The routing schemes aim to find a
routing path that has the maximum possibility of accom-
modating the traffic requests.

In previous works, different routing schemes have been
proposed for different scenarios. SPR schemes were used in
[20] and precalculated k-shortest-path routing (KSPR)
schemes were used in [20–25]. The modified shortest-path
(MSP) [15] scheme and the spectrum-constraint path vec-
tor searching (SPV) [26] scheme were proposed to find the
routing paths with more spectrum resources. These two
schemes improved SPR schemes with extra constraints.
Entire path searching (EPS) [27] and polynomial-time dis-
crete spectrum scan routing (DSSR) [28] were proposed
as greedy schemes with high computational complexity.
The routing scales have been sequentially increased to en-
hance the spectrum utilization efficiency, while the compu-
tational complexity has also been increased. As far as we
know, the DSSR scheme provides the best performance
among all previous works. However, this scheme has a high
computational complexity of O�m × n2� (m is the spectrum
slot number and n is the node number), and it is not
suitable for centralized large-scale EONs.

B. Spectrum Allocation Subproblem

The spectrum allocation subproblem is about how to se-
lect a spectrum pattern (i.e., consecutive fraction of avail-
able spectrum slots). Among all the available spectrum
resources on the routing path(s), the spectrum allocation
schemes select a preferable one while maximizing the pos-
sibility for the rest of the resources to satisfy future incom-
ing traffic. For EONs, the spectrum allocation schemes
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should consider several factors to wisely select a spectrum
pattern.

1) Minimizing the spectrum slots’ sequence number:
Spectrum fragmentation has great influence on network
blocking performance in EONs. A simple way to reduce
spectrum fragmentation is to allocate the spectrum slots
with the smallest possible sequence numbers to the traffic
requests. This method will concentrate the traffic demands
on one side of the spectrum axis so that the traffic will pref-
erentially occupy the fragmented spectrum. An example is
that the first-fit (FF) RSA scheme performs much better
than the random-fit RSA scheme in EONs.

2) Minimizing spectrum fragmentation and maximizing
network capability: The selection among different avail-
able spectrum blocks will influence the spectrum fragmen-
tation and the ability of the remaining spectrum blocks to
accommodate future incoming traffic. Therefore, the RSA
scheme should make full use of fragmented spectra and
try to avoid separating spectrum blocks if possible.

In previous works, different schemes have been proposed
to improve the performance of spectrum allocation. The FF
[20–24] scheme with low computational complexity and
time delay has been used in most works. Fragmentation-
aware RSA schemes [29,30] have been proposed to improve
the performance of the spectrum allocation scheme. In
these works, parameters are defined to quantify spectrum
fragmentation (e.g., link fragmentation ratio [29], possible
accommodation states [25]). Based on these parameters,
weighted resource selective schemes [25] were then pro-
posed to improve blocking performance.

C. Our Contributions

In summary, some previous works have focused on the
dynamic RSA in EONs. However, the distribution of traffic
bandwidth (DoTB) and the incoming traffic bandwidth
have not been considered in the routing step. Also, the frag-
mentation-aware algorithms are not adjustable for differ-
ent DoTBs in the spectrum allocation step. In this work,
we separate the RSA process into 3 steps: network resource
evaluation, routing, and spectrum allocation. For each step,
the major contributions of our work are the following.

1) Network resource evaluation step: We separate this
step from the RSA process individually to dynamically
evaluate the network resource. For the first time, to the best
of our knowledge, we introduce the DoTB into the evalu-
ation. The DoTB, which is variable in different scenarios,
significantly influences the spectrum fragmentation.
Therefore, the DoTB needs to be considered for a more effi-
cient routing scheme. We propose a fragmentation-based
network resource evaluation method based on the DoTB
to probabilistically qualify resource capabilities. The cen-
tralized controller periodically monitors the DoTB informa-
tion collected by IP routers, and adjusts the resource
evaluation step for the network accordingly. The simulation
results show that the proposed scheme is more stable with a
better blocking performance.

2) Routing step: This step highly influences the RSA’s
performance and its computational complexity. We propose
two modified routing schemes based on conventional
dynamic SPR and KSPR schemes to achieve low computa-
tional complexity. Meanwhile, the proposed routing algo-
rithms have efficiencies similar to previous high-complexity
schemes owing to our proposed evaluation method.

3) Spectrum allocation step: We take into consideration
both the sequence number of spectrum slots and the
accommodation capability of spectrum blocks, i.e., traffic
concentration and spectrum fragmentation. An optimized
weighted spectrum allocation algorithm is proposed based
on the trade-off between minimizing the spectrum slot
sequence number and maximizing the anticipated network
capability.

The simulation results show that all the proposed meth-
ods can improve network blocking performance. The pro-
posed RSA schemes achieve similar RSA performance as
that of the DSSR algorithm (i.e., the best performing RSA
scheme we know of), while keeping the computational
complexity similar to k-path routing, which is especially
beneficial for centralized EONs.

III. MODEL OF EONS AND THE RSA PROBLEM

In this section, we briefly present themodel of EONs and
the RSA problem. First, we introduce the parameters used
in this EON model. In this paper, G�N;E� represents the
network topology, in which N denotes the set of nodes
and E denotes the set of fiber links. The length of each fiber
link is De, e ∈ E. All the fiber links have the same spectral
window with the spectrum slot numberm per fiber, i.e., the
set of spectrum slots is M � f1; 2; 3;…;mg. The spectrum
slot occupied status is f Link�e; j�, where e ∈ E and j ∈ M.
f Link�e; j� � 1 means the spectrum slot is occupied while
f Link�e; j� � 0 means the spectrum slot is available. EONs
support multi-line-rate traffic demands, whose spectral
width is represented asBReq and distribution is represented
as PReq. For example, BReq � f12.5; 25;37.5;…;100 GHzg
and PReq � f0.1;0.1; 0.1;…;0.1g. A traffic demand that re-
quests a lightpath with a spectral width of bsd from source
node s to destination node d is denoted as TD�s; d; bsd�.

In the model of EONs, traffic demands with unpredict-
able arrival times (e.g., Poisson process) and holding times
(e.g., negative exponential distribution) randomly arrive at
the network in on-line scenarios. When a traffic demand
TD�s; d; bsd� arrives at the EONs, the control plane must
find a RSA solution immediately, i.e., a feasible path
PR from node s to node d with sufficient spectrum band-
width SR � �sstart; send�; send − sstart ≥ bsd. Specifically, the
same continual portions of all spectrum slots jstart − jend
must be available all along the routing path without any
spectrum overlap, i.e., f Link�e; j� � 0, where e ∈ PR and
jstart ≤ j ≤ jend.

The proposed RSA scheme can be applied to any central-
ized controlled EON. For example, an application of our
RSA scheme in a software-defined-network (SDN)-
controlled EON is shown in Fig. 1. The SDN-based control
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plane can provide much better and more convenient
support for our RSA scheme: 1) the SDN system collects
the abstracted information from both the IP and optical
layers to the path computation element (PCE) for the
RSA process, and 2) the allocation process for both optical
cross connects and IP routers can be executed by the SDN
with unified control.

All network resources are assigned by the centralized
PCE and controller. As shown in Fig. 1, the red marks are
the traffic reservation and lightpath set-up process based
on the SDN [31,32] controller, and the green marks are the
RSA process. This resource allocation process can be imple-
mented in any optical network with centralized PCEs
with the network resource information stored in the traffic
engineering databases (TEDs), so that the network resour-
ces can be scheduled in a high-efficiency way. To reduce
computational complexity, the TEDs store the network top-
ology, the resource information, and some intermediate
variables that can be reused for future incoming traffic,
e.g., the link weights.

IV. EVALUATION METHOD OF SPECTRUM BLOCK CARRYING

CAPACITY BASED ON SPECTRUM FRAGMENTATION

The basic units in our proposed evaluation method are
spectrum blocks. We define the carrying capacity Λ of a
spectrum block as the expected spectral bandwidth of pos-
sible traffic. In EONs, Λ depends on not only the available
spectrum slots’ number in the spectrum block, but also the
DoTB, i.e., the extent of fragmentation. We quantify Λ of
each spectrum block and each link representing their
capacities. Therefore, Λ and its variation ΔΛ during RSA
process can provide a criterion of selective priority.

In this section, we propose a method to evaluate a spec-
trum block’s Λ, i.e., ΛSB. Meanwhile, ΛLink stands for the Λ
of a link, which is defined as the sum of all the ΛSB in the
link, i.e.,

P
ΛSB. The calculation process of ΛSB strongly re-

lies on the granularity of the basic EON spectrum grid, the
granularities of incoming traffic requests, and their distri-
bution (DoTB). For simplicity, the following calculation
part of this section is based on a 12.5 GHz basic spectrum
grid, and BReq � 1–8 spectrum slot traffic granularity (i.e.,
12.5–100 GHz) with their distribution PReq. For other spec-
trum grids and DoTBs, similar results can be inferred.

The definition of ΛSB is the accommodated traffic spec-
tral bandwidth

P
bsd in a spectrum block before it fails

to satisfy incoming traffic. ΛSB does not linearly grow as the
spectrum bandwidth increases due to spectrum fragmenta-
tion. Because the spectrum allocation process always con-
centrates the traffic to the spectrum slots with lower
sequence numbers (FF), the calculation process of ΛSB is
from one side of a spectrum block to the other. Given the
DoTB PReq, we are able to calculate ΛSB�x� of a spectrum
block with x spectrum slots as

ΛSB�x� �
Xi≤x
i�0

PBlock�x; i� × i; (1)

PBlock�x;x��
8<
:
1; x�0;
PReq�1�; x�1;Pk<x

k�0PBlock�k;k�×PReq�x−k�; others;
(2)

PBlock�x; y� � PBlock�y; y� ×
X
k>x−y

PReq�k�; x > y; (3)

where PBlock�i; j� is the probability that a spectrum block
that has total i spectrum slots fails to accommodate incom-
ing traffic while j spectrum slots have been used.

Fig. 1. Network model of EONs and formulation of traffic request.
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As an example shows in Fig. 2, ΛSB of a spectrum block
with three spectrum slots is calculated. The traffic requests
are allocated next to each other until the incoming traffic
cannot be put in the rest of the spectrum. There are four
different possible final states of the spectrum block and
their intermediate states are shown in the figure. For ex-
ample, PBlock�3; 3� may come from the initial state, the in-
termediate state PBlock�1; 1�, or PBlock�2; 2�. The probability
from each state to another is shown in Fig. 2, as well.

At the routing step, ΛLink, as a sum of all the ΛSB in the
link, can be used to evaluate each link’s load. At the spec-
trum-allocation step, when we assign a traffic request in a
spectrum block, we will make a spectrum block smaller or
separate it into two small ones. Accordingly, ΔΛLink can be
used to evaluate this assignment behavior. The Λ of the re-
maining blocks differ from each other with different size
combinations. This evaluation considers both the spectrum
block’s bandwidth and the DoTB. Compared with previous
works, this evaluation method is more valid and suitable
for EONs. From all we mentioned above, we introduce
ΛLink into the routing step and ΔΛLink into the spectrum
allocation step to propose DoTB-based fragmentation-
aware RSA schemes.

V. Λ-BASED ROUTING PROCESS FOR EONS

In this section, we explain how the parameter Λ is used
in the routing algorithm. We propose a modified SPR algo-
rithm and a KSPR algorithm based on Λ as introduced in
the previous section. With a much lower computational
complexity (O�n2� and O�k × n2�), the proposed routing
algorithm can achieve blocking performance similar to that
of the DSSR algorithm.

A. Fragmentation-Aware Load-Balanced SPR
Based on Traffic Distribution

We propose a fragmentation-aware load-balanced SPR
(FL-SPR) scheme. This scheme is based on a weighted
SPR (e.g., Dijkstra) algorithm to maintain low computa-
tional complexity (O�n2�). Meanwhile, we use M∕ΛLink as
the link’s weight to increase the routing efficiency. This
algorithm performs better than conventional SPR and
load-balanced SPR (LB-SPR) algorithms based on the
available spectrum slot ratio in our simulation.

Algorithm 1 Fragmentation-Aware Load-Balanced SPR
Input: TopologyG�N;E�; spectrum slot number M; demand
�s; d; bsd�; spectrum utilization f Link�e; j�, e ∈ E, j ∈ M
(1 means occupied, 0 means available); traffic bandwidth
granularity BReq with its distribution PReq;
Output: Routing path PR; available spectrum SR;
1. Λ calculation and Le initialization
Calculate ΛSB based on BReq and PReq;
for every link: e ∈ E do

J ← find 1 in f Link�e�; //mark spectrum blocks (SBs)
Js ← �0; J�; Je ← �J;M � 1�; with location
Iv ← Je − Js − 1; and bandwidth
H ← find Iv ≥ 1; //available spectrum blocks
Link weight Le ←

MP
h∈HΛSB�Iv�h��

;
end for

2. RSA process for incoming traffic
2.1. Λ-weighted shortest path routing

PR ← SPR�G�N;E�; L; s; d�; //weighted SPR
2.2. First-fit spectrum allocation

Pattern state record: FMIN ← ∞;
for every pattern layer: p � 1 to m–bsd � 1 do
Pattern state FPattern ←

P
e∈PR

Pi<p�bsd
i�p f Link�e; i�;

if FPattern � 0 then //All resource available
SR ← �p; p� bsd − 1�, FMIN ← 0;
Go to Step 2.3.

end if
end for

2.3. Response traffic request
if FMIN < ∞ then
Return �PR; SR�;

Else
Return Blocking;

end if
2.4. Λ calculation and database updating

for every link: e ∈ PR do
Calculate Link Weight Le as Step 1;

end for
Go to Step 2.

We use a virtual link-weight database and update the
variations of Λ after every RSA process to streamline
the calculation process. In addition, this kind of routing
scheme provides a chance to verify the correctness of Λ.

An example is shown in Fig. 3. The network topology and
spectrum occupation situation is shown in Fig. 3(a). A traf-
fic demand is coming from node 1 to node 6. As Fig. 3(b)Fig. 2. Example of the calculation process of ΛSB(3).
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shows, the SPR scheme finds the routing path with the
shortest distance (we set every link’s length as 1). In this
case, SPR finds routing path 1 → 2 → 4 → 6 as the candi-
date routing path. On the other hand, the proposed
FL-SPR scheme calculates the

P
Λ of every link and the

corresponding link weight L. With a weighted SPR algo-
rithm, FL-SPR finds routing path 1 → 2 → 5 → 6 and
avoids high load links 2 → 4 and 3 → 5.

B. Fragmentation-Aware Load-Balanced KSPR
Based on Traffic Distribution

For better blocking performance, we propose an opti-
mized fragmentation-aware load-balanced KSPR (FL-
KSPR) scheme. The k-path routing algorithm is based on
the link’s weight M∕ΛLink. The kth routing path is gener-
ated by magnifying the weight of links used in the
(k − 1)th routing path β times (the scheme performs best
when β � 1.5, according to our simulation).

Algorithm 2 Fragmentation-Aware Load-Balanced KSPR
Input: Same as Algorithm 1;
Output: Same as Algorithm 1;
1. Λ calculation and Le initialization

Same as Algorithm 1, Step 1;
2. RSA process for incoming traffic

2.1. Λ-weighted k-shortest-path routing
for routing selection R � 1 to k do

PR ← SPR�G�N;E�; L; s; d�; //weighted SPR
for routing link Lr ∈ PR

Lr � Lr × β; //magnify the used links’ weight
end for

2.2. First-fit spectrum allocation
Same as Algorithm 1, Step 2.2;

end for
2.3. Response traffic request
Same as Algorithm 1, Step 2.3;

2.4. Λ calculation and database updating
Same as Algorithm 1, Step 2.4;

Go to Step 2.

As Fig. 3(d) shows, the KSPR scheme finds the routing
path with the shortest distance (we set every link’s length
as 1 and k � 3). In this case, KSPR finds routing paths

1 → 2 → 4 → 6; 1 → 3 → 5 → 6; 1 → 2 → 5 → 6:

This is a hop-minimized routing selection for a blank
network or a load-balanced network. However, in the net-
work considered, this routing scheme cannot avoid high
load links. The high load links (i.e., 2 → 4 and 3 → 5) are
randomly used in the routing results.

On the other hand, the proposed FL-SPR scheme finds
the following routing paths, as shown in Fig. 3(e):

1 → 2 → 5 → 6;

1 → 3 → 2 → 5 → 6;

1 → 2 → 5 → 4 → 6:

These routing paths avoid high load links 2 → 4 and
3 → 5. Compared with KSPR, FL-KSPR is more efficient
andprovides better blockingperformance in our simulation.

VI. Λ-BASED SPECTRUM ALLOCATION PROCESS FOR EONS

In this section, we explain howΔΛ is used as the criterion
of selective priority and propose a weighted traffic-based
fragmentation-aware spectrum allocation (TFSA) scheme.
The main idea of our scheme is to maximize the

P
Λ of

the rest of the spectrum. To achieve better performance,
the weight of spectrum slots takes into account both Λ
and the spectrum slots’ sequence numbers to alleviate the
spectrum fragmentation in a narrow spectrum range while
centralizing traffic requests in the entire spectrum range.
With the linearly weighted parameter μ (about 0.05 in
our simulation), the TFSA algorithm is introduced as below.

Fig. 3. Example of different routing schemes: (a) network topology and spectrum situation, (b) SPR scheme, (c) FL-SPR scheme,
(d) KSPR scheme, and (e) FL-KSPR scheme (k � 3).
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Algorithm 3 Traffic-Based Fragmentation-Aware
Spectrum Allocation
Input: Same as Algorithm 1;
Output: Same as Algorithm 1;
1. Λ calculation and Le initialization

Same as Algorithm 1, Step 1;
2. RSA process for incoming traffic

2.1. Routing
Pattern state record: FMIN ← ∞; //Initialization
Same as Algorithm 1 or 2, Step 2;

2.2. TF spectrum allocation
for available SBs: h ∈ H do

for patterns in SBh: p � Js�h� to Je�h� − bsd � 1 do
FPattern ←

P
e∈PR

�μ × p� ΛSB�Iv�h��
−ΛSB�p − Js�h�� − ΛSB�Je�h� − p − bsd � 1��;
if FPattern < FMIN then // Min. weighted pattern
SR ← �p; p� bsd − 1), FMIN ← FPattern;
end if

end for
end for

2.3. Response traffic request
Same as Algorithm 1, Step 2.3;

2.4. Λ calculation and database updating
Same as Algorithm 1, Step 2.4;

Go to Step 2.

TFSA examples are shown in Fig. 4. An incoming traffic
request with bsd � 1 has four different choices: RSA1

to RSA4.

1) Selection between RSA1 and RSA2: They are two
nearby spectrum patterns in the same routing path. In
RSA1, spectrum blocks {3, 4} are used and transformed
to spectrum blocks {2, (1, 2)}. In RSA2, spectrum blocks
{1, 2} are used and transformed to spectrum blocks {0, 1}.
Compared with FRSA1, FRSA2 is smaller and ends up with
a higher remaining Λ, so TFSA chooses RSA2 for the traffic.

2) Selection between RSA1 and RSA3: They are two re-
mote spectrum patterns in the same routing path. The
spectrum block scenario of RSA3 is the same as that of
RSA2; however, the sequence number of RSA3 (30) is much

larger than that of RSA2 (6). The benefit brought by
P

ΔΛ
of RSA3 cannot cover the cost of traffic decentralization,
so TFSA chooses RSA1 for the traffic.

3) Selection between RSA1 and RSA4: They are two
spectrum patterns in different routing paths. In RSA4,
spectrum blocks {2, 1, 1} are used and transformed to spec-
trum blocks {1, 0, 0}. Even though RSA4 chooses a longer
routing path, FRSA4 is smaller than FRSA1. So TFSA chooses
RSA4 for the traffic. This method is mainly a selection
among different spectrum blocks. It also influences the
routing selection when spectrum fragmentation is high.

VII. SIMULATION AND DISCUSSION

In EONs, bandwidth blocking probability (BBP) is em-
ployed to evaluate the blocking performance of routing,
modulation, and spectrum allocation schemes. For nonuni-
form bandwidth (or mixed line rate) traffic requests in
EONs, BBP is defined as

BBP �
P

i∈BReq
Bi × AiP

i∈BReq
Bi

; (4)

where Bi is the capacity of the demands with bandwidth i,
and Ai is its blocking probability.

The simulation is conducted on the 14-node and 21-link
NSFNET network. We assume that connection requests
are established with randomly selected source–destination
node pairs. The fiber capacity is set with 128 spectrum
slots. The generation of connection requests follows a
Poisson process and the holding time for each connection
follows a negative exponential distribution. The traffic
granularity is 12.5 to 100 GHz with average distribution.
A spectrum slot guardband (12.5 GHz) has been added
between spectrum-adjacent superchannels. At least 106

connection requests are simulated in each scenario. The
parameters used in the proposed RSA schemes are tested
in different scenarios. Then the BBP performances of the
proposed FL-SPR, FL-KSPR, and TFSA schemes are
tested, in comparison with some previous schemes.

Fig. 4. Example of different spectrum allocation scenarios.
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A. Parameter Test of μ for TFSA

Parameter μ introduced in Section VI influences the
performance of TFSA. In this section, we investigate the
BBP performance of scenarios with different μ values. As
shown in Fig. 5, when μ equals 0, the BBP will be very high.
At this point, the spectrum allocation scheme considers
only the ΔΛ and ignores the spectrum slots’ locations.
When μ increases, the scheme tends to allocate the resource
to one side of the spectrum with high concentration. When
μ is large enough (e.g., 2 or larger), the algorithm evolves to
FF.We test different values and select the one with the best
BBP performance (e.g., 0.05 in the figure).

B. Parameter Test of β for FL-KSPR

Parameter β introduced in Section V influences the per-
formance of the KSPR + FL-KSPR scheme. In this section
we investigate the BBP performance of scenarios with dif-
ferent β values.When β equals 1, KSPR schemes will evolve

to SPR schemes with low performance. When β increases,
the schemes have higher possibilities to use new links with
higher load. The performance of all schemes are different
from each other and depend on the network topology. For a
better understanding, we simulate both KSPR and FL-
KSPR. As shown in Fig. 6(a), β � 1.5 obtains the best
BBP performances in both schemes.

C. Parameter Test of k for FL-KSPR

Parameter k introduced in Section V influences not only
the performance of k-path routing schemes, but also the
computational complexity. As k increases, the performance
of routing schemes is improved with increasing cost. A
trade-off should be made between BBP performance and
computational complexity. For example, we simulate both
KSPR and FL-KSPR. As shown in Fig. 6(b), we can deter-
mine that when k is larger than 5, the BBP performance
starts to level off. To reduce the computational complexity,
we set k � 5 for NSFNET in our simulation.

Fig. 5. BBP performance of TFSA with different values of μ: (a) BBP vs. μ for SPR scheme; (b) BBP vs. μ for FL-SPR scheme.

Fig. 6. Parameter test for k-path routings: (a) BBP performance of k-path routing schemes with different β values; (b) BBP performance
of k-path routing schemes with different β values.
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D. Performance of FL-SPR and TFSA

In this section, we investigate the performance of the FL-
SPR + TFSA scheme. For comparison, we also investigate
the BBP of LB-SPR based on the available spectrum slot
ratio. As shown in Fig. 7(a), FL-SPR has about 1∕103
the BBP of the SPR scheme when traffic load is low (7.5
erlang). At the same time, the BBP of FL-SPR is 1/10
of LB-SPR. For RSA schemes with only one alternate rout-
ing path, the proposed FL-SPR + TFSA scheme shows
a significant reduction of BBP compared with previous
routing algorithms with the same level of computational
complexity.

E. Performance of FL-KSPR + TFSA

We investigate the performance of the FL-KSPR + TFSA
scheme, and compare it with the KSPR and DSSR schemes.
As shown in Fig. 7(b), FL-KSPR provides a BBP
that is about 1/10 that of the KSPR scheme when traffic
is low (10 erlang). Compared with the DSSR scheme, the
proposed FL-KSPR + TFSA scheme shows similar BBP
performance.

F. Service Fairness of Traffic With Different
Granularity

In this section, the service fairness of traffic with
different granularity is discussed. The BBP of different
granularity traffic demands is investigated. The normal-
ized blocking probability of different granularity n is de-
noted as p̃n, and the fairness index (FI) [33] is defined as

p̃n � 1 −

��������������
1 − pn

n
p

; (5)

FI �

�PN
i�1 p̃i

�
2

N ×
�PN

i�1 p̃i
2
� ; (6)

where pn is the blocking ratio of traffic demands with
granularity n and the traffic granularity is 1 to N. Note
that FI is a number between 0 and 1 and the closer to
1, the better the service fairness is. The FI of different
RSA schemes is shown in Table I.

As we can see, the service fairness of the proposed
scheme follows the trend of conventional RSA schemes.
The RSA scheme that provides more efficient or a greater
number of alternative network resources will improve the
BBP performance, but reduce the FI at the same time.
However, because the TFSA scheme provides no more al-
ternative resources than the FF scheme, but a better selec-
tion priority, theFI of the TFSA scheme in every scenario is
better than the corresponding FF scheme.

G. Network Accommodation and Computational
Complexity

To evaluate the performance of different RSA schemes,
we introduce the network accommodation (NA) as the
highest traffic load when BBP is lower than 0.1%. First,
we investigate the performance of the FL-SPR + TFSA al-
gorithm. As shown in Fig. 8(a), the NAs are normalized by
that of the DSSR scheme. The conventional SPR + FF

Fig. 7. Simulation results: (a) BBP of different SPR schemes; (b) BBP of different RSA schemes.

TABLE I
SERVICE FAIRNESS

Traffic Load (erlang)

FI 10 17.5 25

SPR FF 0.586 0.719 0.800
TFSA 0.654 0.779 0.847

FL-SPR FF 0.387 0.599 0.709
TFSA 0.429 0.648 0.753

KSPR FF 0.342 0.523 0.631
TFSA 0.371 0.552 0.656

FL-KSPR FF 0.310 0.507 0.616
TFSA 0.332 0.533 0.642

DSSR 0.245 0.448 0.245
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scheme can provide only 59.42% of the NA of the DSSR
scheme. The proposed FL-SPR can provide 24.78% improve-
ment of NA compared with the SPR scheme. For each
routing algorithm, the TFSA increases the NA by 1.40%
to 1.75%. Overall, the FL-SPR + TFSA scheme brings about
26.53% improvement of NA comparing with the SPR + FF
scheme. It should be noted that most of the improvement is
made by the routing step (FL-SPR and FL-KSPR) providing
more efficient alternative network resources for the
traffic demand. The improvement made by the spectrum al-
location step is limited because this step does not provide
any extra resources but provides better selecting priorities.

The computational complexity is shown in Fig. 8(b), includ-
ing the routing step and the spectrum allocation step. The
computation process of the resource evaluation step (includ-
ing the tests of parameters μ and β) is performed when net-
work status or traffic distribution changes. This process is
independent of the RSA part. Therefore, the computational
complexity of the RSA scheme is not impacted by the re-
source evaluation step. We can determine that the FL-SPR +
TFSA scheme remains the same level of computational com-
plexity (O�n2�) compared with conventional schemes.

Second, we investigate the performance of the FL-KSPR +
TFSA scheme. As shown in Fig. 8(a), the proposed FL-KSPR
can provide 9.25% improvement of NA compared with the
KSPR scheme. For each routing algorithm, the TFSA brings
about 2.05% and 3.05% NA improvement. Overall, the FL-
KSPR + TFSA scheme brings about 12.30% improvement
ofNA comparedwith theKSPR+FF scheme. Comparedwith
the DSSR scheme, the NA of the proposed scheme decreases
by only 1.48%. The computational complexity is shown in
Fig. 8(b). We can determine that the FL-KSPR + TFSA
scheme remains the same level of computational complexity
(O�k × n2�) compared with conventional KSPR schemes,
while the complexity is much lower than the DSSR scheme.

VIII. CONCLUSION

In this paper, we study fragmentation-aware RSA com-
bined with the traffic profile for an EON. We propose

several different schemes for each step of the RSA process
to increase RSA efficiency and reduce computational
complexity. In the network resource evaluation, both the
DoTB and the bandwidth of the incoming traffic have been
taken into consideration. Therefore, optimized FL-SPR and
FL-KSPR schemes are proposed that have blocking perfor-
mance similar to previous high-complexity schemes, but
with much lower computational complexity. TFSA schemes
are proposed that take into account both traffic centraliza-
tion and spectrum fragmentation. The proposed schemes
can utilize spectrum fragments more efficiently and accom-
modate ingress traffic more effectively. Our simulation
results show that this proposal can achieve 39.09% net-
work accommodation improvement and only 1.48% less
than DSSR, while greatly reducing the computational com-
plexity (about 80%).
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