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ABSTRACT 
Most investors change stock prices in long-term businesses 
because of global turbulence in the markets. Consequently, 
prediction of stock price is a difficult task because of unknown 
effective factors in this area although previous researches have 
shown that neural networks are more effective and accurate in 
many areas than traditional statistical models. The proposed 
study aims to predict prices on stock exchange via the hybrid 
artificial neural network models and metaheuristic algorithms 
which consist of cuckoo search, improved cuckoo search, 
improved cuckoo search genetic algorithm, genetic algorithm, 
and particle swarm optimization. The important 28 variables of 
value-added knowledge related to stock indices are identified 
as input parameters in this network, and then real values are 
obtained (http://www.tsetmc.com). The results of the proposed 
model suggest that particle swarm optimization is a dominant 
metaheuristic approach to predict stock price according to 
statistical performances of the above approaches. 
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Introduction 

Many management bodies of investors as well as researchers in stock price 
literature are being emerged to research for predicting future trend of stock 
price of the market. The investors are anxious enough thinking about the risk 
of investment in financial markets because of unknown future trends of the 
prices in the markets. As a result, it is a challenging task in an unstable market 
to determine the appropriate time of buying, holding, or selling the inven-
tories. However, stock market prediction is surprisingly a sophisticated task 
because of its dynamic, nonlinear, nonparametric, and chaotic features. The 
researchers associated with stock price evaluation have observed that the 
analysis of historical trend of changes of stock price does not provide 
complete information to predict the future trend of stock price (Zahedi and 
Rounaghi 2015). Although outstanding forecasting models have been studied 
in the early decades, there is still lack of evidence as far as of having proper 
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model in forcasting of stock price. In this direction of research works, we have 
suggested a proper model to fill up the gap of this research by developing and 
combining soft computing models. According to Kamruzzaman, Begg, and 
Sarker (2006), neural network (NN) has an important role in stock price 
analysis. Most international investment bankers and brokerage firms have 
major stakes in overseas markets. Merchandisable financial assets are a critical 
part of decision-making process of financial managers (Metghalchi 2011). 

There are two main models in the field of artificial neural network (ANN) 
to forecast stock price, which are the statistical model and the soft computing 
model (Majhi et al. 2009). In the models of soft computing, pure models of 
ANN and combinations of other models are considered. Here, we can 
mention three familiar ANN tools for the said task. These are the radial basis 
function (RBF) (Han and Kamber 2001), the recurrent neural network (RNN) 
(Saad, Prokhorov, and Wunsch 1998), and the multilayer perceptron (MLP) 
(Guresen, Kayakutlu, and Daim 2011). Guresen, Kayakutlu, and Daim 
(2011)have proposed a model to evaluate the effectiveness of NN models. This 
model analyzes the multilayer perceptron (MLP) and the dynamic artificial 
neural network (DAN2) and uses the generalized autoregressive conditional 
heteroscedasticity (GARCH) method to determine new inputs. In the 
neuro-fuzzy model, adaptive neuro-fuzzy inference system (ANFIS) shows 
clearly that it is quite proper for stock market prediction and can be a 
functional tool for economists and practitioners dealing with forecasting of 
stock price index return (Boyacioglu and Avci 2010). 

In the branch of combinations models, emerging new trend of soft comput-
ing methods in analyzing mathematical model has attracted researchers to 
apply hybrid artificial neural network (HANN) models along with other well 
known approaches such as fuzzy set and metaheuristic algorithms. These 
advanced approaches can deal with complex engineering problems which 
are difficult to solve by classical methods. Therefore, metaheuristic 
approaches, recently developed by many scholars, have been rigorously imple-
mented in many research areas so as to deal with the complex real-world 
problems. In this case, genetic algorithm (GA) proposed by Holland (1975) 
is another popular approach. Kuo, Chen, and Hwang (2001) have presented 
a genetic algorithm-based fuzzy neural network (GFNN) to formulate the 
knowledge base of fuzzy inference rules which can measure the qualitative 
effect on the stock market. Yu and Zhang (2005) have suggested a novel 
hybrid evolutionary learning algorithm based on NN and GA. Aboueldahab 
and Fakhreldin (2011) have proposed the new hybrid genetic algorithm 
(HGA) as well as particle swarm optimization (PSO) with perturbation term 
based on the biological mechanism to solve the problem of local search 
restriction. Recently, Göçken et al. (2016) have used HANN models to select 
the most relevant technical indicators for stock market forecasting by per-
forming Harmony Search (HS) and GA. In the work of Majhi et al. (2009), 
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bacterial foraging optimization (BFO) and adaptive bacterial foraging optimi-
zation (ABFO) techniques have been discussed to develop an efficient fore-
casting model for the prediction of stock indices. Zhang and Wu (2009) 
have presented an improved bacterial chemo taxis optimization (IBCO) which 
is integrated into BPN to develop an efficient forecasting model for the pre-
diction of various stock indices. Though the aforementioned studies are 
focused on hybrid metaheuristic approaches with ANN, there are some new 
approaches available in the literature that present a new perspective in fore-
casting of stock price. Wang (2002) has proposed a hybrid model that uses 
a data mart to reduce the size of stock data and combines fuzzy techniques 
with the grey theory to develop a fuzzy grey prediction of stock price in the 
Taiwan stock market. He concludes that the proposed model can effectively 
help stock dealers deal with day trading. Nayak, Misra, and Behera (2012, 
2015) also have studied some neuro-genetic models. The above models have 
been applied to the Indian stock market, and the results of the model show 
that the evolutionary optimization techniques increase the adaptability of 
hybrid forecasting models. 

The current study has two main goals. Firstly, it aims to develop a new 
general framework for the prediction of stock indices, combining metaheur-
istic approaches with ANN. It is rarely seen in the literature. The second 
objective is to present a comparative study of the performances of different 
metaheuristics in order to forecast stock prices based on various well-known 
technical indicators. Finally, the performances of prediction of the proposed 
approaches are evaluated according to various metrics. 

As far as the knowledge of the authors goes, none of the existing literature 
has investigated and made a comparative study in stock price forecasting by 
implementing different kinds of approaches. On the other hand, several 
researchers have used metaheuristic algorithm with ANN to predict stock 
price, but none of them have proposed a general framework for considering 
those in the ANN structure. As a result, our proposed general framework 
of stock price forecasting and its comparative study of knowledge based on 
soft computing techniques will enrich the stock pricing literature. 

The rest of this paper is organized as follows. In “Background of Artificial 
Neural Networks (ANNs),” a brief literature review of ANN is presented. The 
research methodology comes in “Research Methodology.” In “Metaheuristic 
Approaches,” metaheuristic approaches are proposed to solve and analyze 
the problem. Using raw data, numerical analysis is investigated in “Data 
Analysis” and conclusions are drawn in “Conclusion.” 

Background of Artificial Neural Networks (ANNs) 

The ANN is an information system that replicates the behavior of the human 
brain by emulating the operation and connectivity of the brain to generate a 
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general solution of a problem (Adebayo, Saiang, and Nordlund 2015). It has 
strong fundamental concepts based on the performance of biological neural 
network system. The three most popular tools of ANN are the radial 
basis function (RBF) (Han and Kamber 2001), the recurrent neural 
network (RNN) (Saad, Prokhorov, and Wunsch 1998), and the multilayer per-
ceptron (MLP). The models based on multibranch neural networks (MBNNs) 
(Yamashita, Hirasawa, and Hu 2005) and local linear wavelet neural networks 
(LLWNNs) (Chen, Dong, and Zhao 2005) are noteworthy, among others. 
Some forecasting applications of the MLP are found in financial time series 
forecasting (Yu, Wang, and Lai 2009), CMOL technology (Rezaia, 
Keshavarzia, and Mahdiye 2014), energy lost (Takia et al. 2016), road headers’ 
performance market (Ebrahimabadi, Azimipour, and Bahreini 2015), auto-
matic speech recognition systems (Park et al. 2011), performance evaluation 
(Kahrizia and Hashemib 2014), wind speed (Liu et al. 2013), automatic com-
munication signal recognition (Shrme 2011), segmentation (Bae et al. 1998), 
wheat soaking (Kashaninejad, Dehghani, and Kashiri 2009), chemical plants 
(Lightbody et al. 1997), ozone level (Kashaninejad, Dehghani, and Kashiri 
2009), macroeconomic data forecasting (Aminian et al. 2006), stock exchange 
movement (Mostafa 2010), maritime traffic forecasting (Mostafa 2014), 
electric load forecasting (Darbellay and Slama 2000), air pollution forecasting 
(Videnova et al. 2006), visual classification (Güler et al. 1998), ATM network 
(Ng and Tham 2000), design of production scheduling system (Feng et al. 
2003), and many other contexts. This network also comprises of three layers: 
input, hidden, and output layers (Yasin et al. 2014). Hence, it is a multilayer 
network. Since each node is connected to all nodes of the other layers, it is a 
fully connected network. Figure 1 represents the structure of the network 
system as follows. 

It is well known that the robustness of the fundamentals of ANN are stud-
ied based on human neural network and it executes computations similar to 
that of the natural neural networks (Srinivas et al. 2012). An ANN model is 
known as a computing system which is highly interconnected and transfers 
information processing elements like a neuron in the human body. The 
neuron collects inputs from both single and multiple sources and produces 
output in accordance with a predetermined nonlinear function. The primary 
elements of a NN are the distributed representation of knowledge-based 
information, local operations, and nonlinear processing (Sarkar and Pandey 
2015). Generally, ANN consists of simple interconnected processing elements 
called neurons under a prespecified topology (layers) (Benardos and 
Kaliampakos 2004). Each neuron is connected to its neighbors with varying 
coefficients called weights (Hamed, Khalafallah, and Hassanien 2004). The 
knowledge of ANN is stored in its weights (Holubar et al. 2002; Hamed, 
Khalafallah, and Hassanien 2004). Due to the remarkable ability of the neural 
networks for deriving a general solution of complex systems, it can be used as 
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patterns of extraction and trend detection (Yilmaz and Kaynar 2011; 
Ebrahimabadi, Azimipour, and Bahreini 2015). With the development of arti-
ficial intelligence (AI), ANNs are widely applied in forecasting modeling 
(Chen et al. 2015). In comparison with the traditional statistical methods, 
ANNs can solve all nonlinear multivariate functions while the traditional 
statistical methods can only model the quadratic functions (Gemperline, 
Long, and Gregoriou 1991; Walczak and Massart 1996). The MLP is quite 
popular and used more than the other neural network tools associated with 
complex relationships between input and output variables (Kilic, Ekici, and 
Hartomacioglu 2015). Thus, practitioners use MLP based on feed-forward 
in prediction model as it can approximate any arbitrary functions to expect 
level of accuracy. In this experiment, MLP is trained with a gradient 
descent-based back-propagation algorithm. The back-propagation rule 
propagates the errors through the network and allows adaptation of the 
hidden neurons. Nonlinear activation function allows the neural network to 
deal with nontrivial problems using a small number of nodes. The NN 
supports a wide range of activation functions such as step function, linear 
function, sign function, and sigmoid function (see Figure 2). The sigmoid 
function is considered as the most popular activation function for two rea-
sons: firstly, it is differentiable that helps to derive a gradient search learning 
algorithm for networks with multiple layers and; secondly, it generates 
continuous-valued output rather than binary output produced by the hard- 
limiter (Alarifi, Alarifi, and Al-Humidan 2012). 

Figure 1. The structure of MLP network.  
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Research Methodology 

The main step of our research methodology following the model of Rouhani 
and Zare Ravasan (2013) is shown in Figure 2 as follow. 

Here, the identification of input and output variables is performed in order 
to determine the framework of the model. According to Ince and Trafalis 
(2007), there are more than 100 technical indicators that can be used to ana-
lyze the market behavior. Most of them try to predict decisions of purchasing 
and selling of inventories. It is quite difficult to determine which indicators 
are proper in determining market fluctuations. We have considered the 
following input variables according to the literature and purpose of our 
research work. The 44 variables of which 13 variables from Kim and Han 
(2000), 6 variables from Chang and Liu (2008), 10 variables from Ince and 
Trafalis (2007), 15 variables from Göçken et al. (2016) are identified and con-
sidered as input variables. It is quite a difficult task to incorporate all available 
indicators in a model. To mitigate this difficulty, we have designed question-
naires which request opinions of experts about the perceived importance of 
technical indicators in predicting stock price and their responses are evaluated 
through the 5-point “Likert scale.” We make a comprehensive list of 290 
experts and the questionnaire is sent to all experts of stock exchange. The 
number of returned questionnaires is 225, a response rate of 77.58%. Finally, 
we select indicators for which the mean of responses are above 60%. Then, we 
utilize input variables as technical indicators, as shown in Table 1. 

Figure 2. Research methodology.  
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In order to understand these indicators, some terms which are extensively 
used by experts are explained as follows: 
.� Close price: Final price at which a security is traded on a given trading day. 
.� Open price: The price at which a first bid is proposed on a given trading day. 
.� Bollinger Bands: Bollinger bands are made by three lines which help 

investment analyzers to find the trend of stock price. 
.� Momentum: It indicates the amount by which stock prices are altered over 

a period of time. 
.� Oscillator: This is a technical analysis tool that is made from a trend 

indicator for discovering short-term overbought or oversold conditions. 
.� Acceleration: Acceleration bands are plotted around a simple moving 

average as the midpoint and the upper and lower bands are at an equal 
distance from this midpoint. 

.� Stochastic: It is used to determine the signals of over-purchasing, 
overselling, or deviation. 

.� Moving Average Convergence/Divergence (MACD): This is a well-known 
indicator which shows the correlation between two price moving averages. 

.� Relative strength index: It compares the magnitude of recent gains with 
recent losses. It is an attempt to determine overbought and oversold 
conditions of an asset. 

Table 1. Technical indicators used to build variables set. 
Technical indicators Notation  
Today’s close price TCP 
Previous close price PCP 
Previous highest price PHP 
Previous lowest price PLP 
Previous open price POP 
20 day simple moving average of close price 20SMACP 
20 day exponential moving average of close price 20EMACP 
20 day triangular moving average of close price 20TMACP 
Close price moving average convergence/divergence CPMACD 
9-period exponential moving average of MACD 9EMACD 
Acceleration opening price AOP 
Acceleration highest price AHP 
Acceleration lowest price ALP 
Acceleration close price ACP 
Momentum open price MOP 
Momentum highest price MHP 
Momentum lowest price MLP 
Momentum close price MCP 
Fast stochastic %K FS 
Slow stochastic %K SS 
Relative strength index RSI 
Bollinger middle band BMB 
Bollinger higher band BHB 
Bollinger lower band BLB 
Median price MP 
Price rate of change PRC 
Exponential moving average EMA 
Accumulation/distribution oscillator ADO   

CYBERNETICS AND SYSTEMS: AN INTERNATIONAL JOURNAL 7 



One of the most important aspects in designing an ANN structure is data 
collection and preparation. Thus, the cases or examples for training are 
representative of all the possibilities concerning the application. The data 
for study of stock price is collected from (http://www.tsetmc.com) February 
2009 to April 2016. Generally, there are two main normalizing methods: linear 
and stochastic (Nguyen and Chan 2004) which are as follows. 
1. Linear normalization in range [a, b] is computed by the following formula: 

xnorm ¼ b � að Þ
x � xminð Þ

xmax � xminð Þ

� �

þ a ð1Þ

2. Stochastic normalization is obtained using the following formula, where μ 
and σ are the mean and the standard deviation, respectively: 

xnorm ¼
x � l

r

� �
ð2Þ

In this work, data are scaled in the range [-1, 1] with respect to the 
minimum and maximum values of all the data. All inputs and outputs are 
normalized within a uniform range of [-1, 1] according to the following 
equation: 

xnorm ¼ 2�
x � xminð Þ

xmax � xminð Þ

� �

� 1 ð3Þ

Where x is a variable, xmax is its maximum value, and xmin is its minimum 
value. One of the most important problems in ANN is called over fitting. 
Therefore, the data in neural network is divided into test, train, and valid data 
and it is guaranteed that the network is generalized and would not be over- 
fitted. To avoid random correlation, these subsets are randomly selected from 
all the data (Yasin et al. 2014). These data points are divided into train data 
(70%), validation data (15%), and test data (15%). The numbers of hidden 
neurons are varied from 1 to 20; and the hyperbolic tangent is utilized for 
hidden layer while the linear function is utilized for the output layer. The 
connection between inputs, hidden and output layers comprises of weights 
(w) and biases (b) which are the main parameters of the NN. Let the input 
x ¼ (x1, x2, x3,…, xn)T be the n-dimensional input vector, where additional 
Bj is the bias unit and xj denotes the jth component of x. The nk-dimensional 
weight vectors are wij ¼ (wij1, wij2, wij3,…, wijn)T where i ¼ 1, 2,…, k and k is 
the analogous order of the network. The output at the hidden layer is 
computed by Eq. (4) as follows: 

hj ¼ Bj þ
Xn

i¼1
xiwij; ð4Þ

where hj is the output at the hidden layer and wij represents the weight from 
the input, and xi is the input parameter. The weighted output is then passed 
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through an activation function. In Eq. (4), the sum of the weights in the 
hidden layer to the output layer is fixed to 1, and the output O is computed 
by the following equation. 

O ¼ f
Yk

j¼1
hj

 !

; ð5Þ

where f(·) becomes a suitable activation function. The hyperbolic tangent-
sigmoid (tansig), logsigmoid (logsig), and linear (purelin) functions are 
generally used as activation functions to solve nonlinear and linear regression 
problems. In this study, tansig is used as an activation function between the 
input and hidden layers, while purelin is used as activation function between 
the hidden and output layers. Figure 3 shows commonly used activation 
functions in ANNs. 

Figure 3. Common activation functions in ANN.  
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As far as network training is concerned, there are two different approaches 
that are considered in this literature. The first is the classical approach ANNs 
those are fundamentally nonlinear models used to distinguish patterns and 
classify variables. In this context, several researchers have developed some 
supervised and unsupervised training methods. The classical approaches 
related to the back-propagation (BP) model and Levenberg–Marquardt algor-
ithm have better performance than other models in this classification. The 
second is metaheuristic approach to train ANNs. But, we have used a new 
metaheuristic approach to train ANNs. The selected activation function is 
tansig for the hidden layer and output layer. To validate our proposed model, 
the mean squared error (MSE), root mean squared error (RMSE), mean absol-
ute error (MAE), and regression coefficient (R) are computed as follows: 

MSE ¼
1
N

XN

i¼1
foi � feið Þ

2
ð6Þ

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

XN

i¼1
foi � feið Þ

2

v
u
u
t ð7Þ

MAE ¼
1
N

XN

i¼1
foi � feij j ð8Þ

R ¼
PN

i¼1 foi � foi
� �

fei � fei
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PN

i¼1 foi � foi
� �2PN

i¼1 fei � fei
� �2

q ð9Þ

Here, fei and foi denote the experimental and network outputs, respectively. 
The terms fei and foi are the average of the above-mentioned data, respect-
ively, and N is the total number of data. In such classical models, there are 
some limitations such as more training time and inexact prediction capability, 
especially for high range of data. To overcome these limitations, we can use 
metaheuristic techniques in order to train the network. The basic approach 
for stock market prediction is assumed to be a linear metaheuristic approach 
based on the forecasting model with parallel inputs as shown in Figure 4. The 
weights of the model are considered as the evolutionary operators and initi-
alized with random numbers. In any metaheuristic concept, any solution of 
the model is represented as a population, and the mean square error (MSE) 
is considered as a fitness function, and values of the solutions are updated 
during iterations. 

To estimate any complex relation between the input and output data, ANN 
uses transfer functions for hidden layers in short time with high accuracy. As 
each network has its own specification, a common method is not applied to 
determine how many hidden layers on how many neurons in ANN must 
have. As a result, the consensus of opinion to perform the best stricter in 
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ANN is evaluated by trial and error (Lin and Tseng 2000; Fernandez et al. 
2013) method. Similar to the models of Yasin et al. (2014) and Göçken 
et al. (2016), the best configuration is achieved in this work using the linear 
transfer function (purelin) in the output layer and the tansig transfer function 
in the hidden layer. Other proper specifications for the structure of the 
employed network are shown in Table 2. It is noted that most specifications 
of this network are derived by trial and error. 

Metaheuristic Approaches 

In this section, the relevant approaches are described so as to analyze our 
problem. Cuckoo Search (CS) algorithm is presented in the first subsection, 
then how CS algorithm performance improves via successful manipulation 
is detailed and GA and PSO are described shortly. Finally, improved cuckoo 
search genetic algorithm (ICSGA) is studied at the end of this section. 

Cuckoo Search Algorithm 

In recent years, numerous works on this topic have been presented based on 
swarm algorithms. These algorithms include the biological evolutionary 
processes such as genetic algorithm (GA), particle swarm optimization 

Figure 4. Linear metaheuristic approach-based forecasting model.  

Table 2. Structure of neural network used for proposed approach. 
Type of network Explanation  
Number of layers 4 
Number of hidden layers 2 
Number of neurons 5 
Transfer function for hidden layers tansig 
Transfer function for input and outer layer purelin 
Preprocessing Transfer data into the range [−1 1] 
Percentage of training, test, and valid set 70, 15, 15 
Number of input 28   

CYBERNETICS AND SYSTEMS: AN INTERNATIONAL JOURNAL 11 



algorithm (PSO) (Kennedy and Eberhard 1995), harmony search (HS) (Geem, 
Kim, and Loganatha 2001), bacterial foraging optimization algorithm (BFOA) 
(Passino 2002), artificial bee colony algorithm (ABC), central force 
optimization algorithm (CFO) (Formato 2007), group search optimizer 
(GSO) (He, Wu, and Saunders 2009), krill herd algorithm (KH) (Gandomi 
and Alavi 2012), optics-inspired optimization (OIO) (Husseinzadeh 2015), 
biogeography-based optimization (BBO) (Simon 2008), ant colony 
optimization (ACO), and backtracking search Optimization (BSO) (Civiciolu 
2013). The CS algorithm was introduced by Yang and Deb based on the LÅvy 
flight behavior and brood parasitic behavior (Yang and Deb 2009). In many 
scientific literature, the CS algorithm is elegantly demonstrated as providing 
excellent performance in optimization such as power flow (Rao and Naresh 
Babu 2013), symmetric linear antenna array (Abdulrani, Abdmalek, and 
Siew-Chin 2012), neural network training (Valian, Mohanna, and Tavakoli 
2011; Bhandari et al. 2014), image segmentation and other optimization 
(Arulanand, Subramanian, and Premalatha 2012). The main idea of the 
algorithm is based on the breeding behavior, such as brood parasitism, of 
some species. 

Like other evolutionary methods, CS also starts with an initial population. 
The new solution x(t þ 1) for a cuckoo i is generated with the help of Lévy flight 
distribution as follows: 

x tþ1ð Þ
i ¼ x tð Þ

i þ a� L�evyðkÞ; ð10Þ

where a(a > 0) represents a step size. To determine the step size, we should 
pay attention to the scales of problem. Lévy flight is a random walk with 
the random step size following a Lévy distribution, as follows: 

L�evy kð Þ � u ¼ t� k; 1 � k � 3ð Þ ð11Þ

There are a few ways for the generation of steps of the Lévy flights. One of 
the most efficient and yet straightforward ways is the so-called Mantegna 
(1994) algorithm for a symmetric Lévy stable distribution. Here, “symmetric” 
means that the steps can be positive or negative. In Mantegna’s algorithm, the 
step length can be calculated as follows: 

S ¼
u

vj j1=b
; ð12Þ

where 0 < b � 2 is an index, and u and v are stochastic variables drawn from 
normal distributions as follows: 

u � N 0; r2
u

� �
; v � N 0; r2

v
� �

; ð13Þ
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ru ¼
C 1þ bð Þsin pb

2

C 1þb
2

� �
b:2 b� 1ð Þ=2

2

4

3

5

1=b

; rv ¼ 1 ð14Þ

Finally, Gamma function Γ(x) is calculated by the following formulae: 

C xð Þ ¼
Z1

0
tz� 1e� tdt ð15Þ

In a nutshell, CS is a population-based algorithm and the initial population 
is generated randomly within the limits of the control parameter. Then, the 
levy flight operator is performed on all individuals until a stopping criterion 
is reached. 

Improved Cuckoo Search 

In our study, we have applied the improved cuckoo search (ICS) algorithm 
based on the work of Valian, Mohanna, and Tavakoli (2011). There are two 
important parameters in the cuckoo search. These parameters take a fixed 
value in the traditional version of cuckoo search and are introduced in order 
to find globally and locally improved solutions. The first parameter is pa 
which is important in the fine-tuning of solution vectors, and it is used in 
enhancing the convergence rate of the algorithm. The second parameter λ 
is the step size related to the scales of problem. If these parameters are not 
tuned well, the performance of the algorithm would be poor that results in 
large number of iterations or loss best solution. 

In order to solve potential problem arisen from traditional version of 
algorithm, we have investigated ICS which is the focus on these parameters 
(pa and λ). The most significant difference between the ICS and CS is the 
way of tuning pa and λ. Fixed value parameters (pa and λ) of the CS algorithm 
lead to drawbacks in computing the best solution. To improve the perfor-
mance of the CS algorithm and eliminate difficulties related to tuning pa 
and λ, the ICS algorithm uses variables pa and λ. The values of pa and λ should 
be dynamically changed with the number of iteration and decreased from 
high value to low value in order to obtain a better fine-tuning of solution vec-
tors. Therefore, the Eqs. (16)–(18) are used as ICS operators, where NI and gn 
indicate the number of total iterations and the current iteration, respectively 
(Valian, Mohanna, and Tavakoli 2011). 

Pa gnð Þ ¼ Pamax �
gn
NI

Pamax � Paminð Þ ð16Þ

a gnð Þ ¼ amax exp c � gnð Þ ð17Þ

c ¼
1

NI
ln

amin

amax

� �

ð18Þ
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Genetic Algorithm (GA) 

GA is a stochastic global search technique that solves problems by imitating 
the processes observed during natural evolution (Kuo and Han 2011). The 
procedure of GA is a simulation following biological evolution behavior. 
GA not only adopts the spirit of creature elimination rule but also finds the 
approximate optimal solution after the process of coding, decoding, and con-
stant operation (reproduction, crossover, and mutation). GA is performed in 
many applications such as humanitarian logistics network design (Tofighi, 
Torab, and Mansouri 2016), job shop scheduling (Asadzadeh 2015), predic-
tion (Tsoukalas and Fragiadakis 2016), inventory control (Çelebi 2015), and 
risk of project (Pfeifera et al. 2015). Crossover and mutation are introduced 
as main GA operators. In the next subsection, we shall describe how to apply 
these operators in the ICS to achieve better performance. Crossover and 
mutation are considered as the main operators of GA. Several interesting 
methods are demonstrated in the literature (Haupt and Haupt 2004). We have 
used blending methods combining values of variables of two solutions into 
new solutions called offspring. Let Snew denote a variable value of an offspring 
which is calculated by the following formulae: 

Snew ¼ a� Sin þ 1 � að Þ � Sjn ð19Þ

Where a is a random number which belongs to the interval [0, 1], Sin is the 
nth variable in the mother chromosome, and Sjn is the nth variable in the 
father chromosome. 

The other important operator of GA that randomly changes one or more of 
the gene(s) in the chromosome is mutation. The main purpose of this operator 
is to prevent the genetic population from converging to a local minimum and 
introduce to the population as new possible solutions. The mutation is carried 
out according to the probability of mutation, which is calculated by the formulae: 

Mnew ¼ Mi þ r N 0; 1ð Þ; ð20Þ
where Mi denotes a randomly selected variable of a chromosome. The term σ is 
the standard deviation of the normal distribution N(0, 1). 

Particle Swarm Optimization (PSO) 

The PSO based on the behavior of birds was been proposed by Eberhart and 
Kennedy (1995). Generally speaking, from the view point of initiating with a 
population of random solutions, PSO is similar to GA. PSO has been success-
fully applied in many contexts and also it has been detailed by researchers. 
The two main equations in PSO are as follows: 

Vi t þ 1ð Þ ¼ x� Vi tð Þ þ c1 � rand nð Þ � lbesti tð Þ � Xi tð Þð Þ

þ c2 � rand nð Þ � gbesti tð Þ � Xi tð Þð Þ
ð21Þ
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and Xi t þ 1ð Þ ¼ Xi tð Þ þ Vi t þ 1ð Þ; ð22Þ

where ω is the inertia weight, Vi (t) and Vi (t þ 1) are the velocities of the ith 
particle at time t and (t þ 1) in the population, respectively. The terms c1 and 
c2 are acceleration coefficients, Xi (t) is the position of the ith particle and 
lbesti (t) and gbesti (t) are the local best particles of the ith particle and the 
global best particle among local bests at time t, respectively. The term rand 
(n) generates a random value between 0 and 1. 

Hybrid of ICS with GA 

There are many studies which have introduced hybrid GA with other 
algorithms. But a hybrid of GA and CS is rarely found in the literature. 
The idea of hybrid GA and CS has been studied by Abu-Srhan and Al Daoud 

Figure 5. The flowchart of the ICSGA approach.  
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(2013). They have combined the advantages of GA and ICS and have 
overcome the main disadvantage of GA easily becoming trapped in the local 
minima through the ICS. The main steps of the proposed approach are 
introduced as follows (Figure 5). 

In Figure 5, the last step in the common CS algorithm is the rejection and 
replacement of a percent of the worst solutions with new randomly generated 
valid solution vectors. No matter which one of these procedures is carried out, 
a group of solutions are selected according to genetic algorithm and then 
mutation and crossover operators are applied accordingly. In this case, differ-
ent approaches of metaheuristics are used, thus the stopping criteria must be 
set for the algorithm. There are some theoretical guidelines for determining 
the stopping time for the algorithm (Bhandari, Murthy, and Pal 2012). In this 
study, we have simply used the stopping criterion based on the maximum 
number of iterations. Hence, the maximum number of iterations is set to 
100 for all algorithms. Each algorithm has its own parameters. The specific 
input parameters of all algorithms reported in the related literatures are 
specified in Table 3. 

In order to make the current research, an expert system is designed and 
developed in a MATLAB environment and a personal computer with CPU 
1.6 GHz Intel Core i5, OS X Yosemite (version 10.10.2), and a 4.0-GB 
16,000 MHz DDR3 installed memory (RAM) is used to achieve all the results. 

Data Analysis 

In this section, the ANN with the proposed architecture is trained by 1609 
data records of which 1126 records are considered for the training set, 241 
for the validation set, and 242 for the test set. In the training phase, the train-
ing and validation sets are used together. The different metaheuristic methods 

Table 3. Parameter description. 
(1) Common parameters 
(1.1) Number of population (nests) ¼ 40 
(1.2) Number of Iterations ¼ 100 
(2) CS, ICS and ICSGA 
(2.1) β ¼ 1.5 
(2.1) α ¼ 1 
(3) GA and ICSGA 
(3.1) Crossover probability ¼ 0.7 
(3.2) Mutation probability ¼ 0.03 
(4) ICSGA and ICS 
(4.1) Pamax ¼ 1 
(4.2) Pamin ¼ 0 
(5) CS 
(5.1) Pa ¼ 0.3 
(6) PSO 
(6.1) ω ¼ 0.9 
(6.2) c1 ¼ 2 
(6.3) c2 ¼ 2   
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are used to train the network and the connection weight of neurons is com-
puted in accordance with the decreasing measure of mean square error (MSE) 
between network outputs and observed outputs. 

As shown in Figure 6, the MSE values gained from various metaheuristics 
go down while the iterations of training increase. Among the early iterations, 
GA had the best performance and its MSE value is calculated as 0.0209, while 
in the recent iterations, PSO outperforms the other metaheuristic approaches 
and its MSE value is 0.0013. The results show that the approaches achieve 
good result within the range 0.0013 (MSE value of PSO)–0.0074 (MSE value 
of GA). PSO shows very good result when MSE value is around 0.043 in the 
first iteration and converges at 0.0013 in the final iteration. Among all the 
metaheuristic approaches, GA has the worst performance starting at 0.078 
in the first iteration and converges at 0.0074 in the final iteration. 

Similar to Figure 6, we have an apparently homogeneous result in the 
RMSE analysis as shown in Figure 7, where ICSGA outperforms other 
approaches while PSO shows superior performance in the last iteration. 
Therefore, PSO shows very good result with a RMSE value starting above 
0.2071 in the first iteration and converging at 0.0363 in the final iteration. 
On the other hand, GA has the worst performance starting around 0.2793 
in the first iteration and converges at 0.0861 in the final iteration. 

Another validation criterion discussed in this section is meant to study 
absolute error (MAE) which is shown in Figure 8. Here, PSO shows superior 

Figure 6. MSE convergence of metaheuristics.  
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performance compared to other approaches. So, this criterion has similar 
performance to MSE and RMSE. 

In order to evaluate the accuracy of the ANN, a test data set is used after 
training the network. The test aims to assess the accuracy of the results 
predicted by the system. In this section, we have just drawn diagrams on 

Figure 7. RMSE convergence of metaheuristics.  

Figure 8. MAE convergence of metaheuristics.  
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the test data set to show the accuracy of the proposed approach. The compari-
son between actual and predicted close price based on the proposed 
approaches are demonstrated in Figure 9. 

Generally speaking, regression analysis is a statistical approach for 
modeling the relationship between a dependent variable and one or more 
independent variables. The diagrams of performance of the regression 
coefficient (R) based on various approaches are shown in Figure 10. Based 
on the results, the PSO algorithm has a far better performance than other 
approaches. A comparisons of the performance of the proposed approaches 

Figure 9. Normalized values of closing price versus days in various approaches.  
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are presented in Table 4. It constitutes a summary of problem specification in 
which a considerable variety in the number of patterns, attributes, and classes 
are illustrated. 

In order to obtain the score of any data type, the mean of ranking based on 
validation criteria (MSE, RMSE, MAE, and R) are computed in Table 4. In 
this table, the final score is computed based on the mean of train score, test 
score, validation score, and total score. For example, the first row of the 
aforementioned table is related to the value and rank of the train data of 
CS algorithm. The mean of these ranks (9, 9, 9, and 8) is computed as train 

Figure 10. Regression coefficient (R) based on various approaches.  
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score of CS algorithm shown in Table 5. Additionally, the final rank is 
achieved from the final score, computed by the average rank of algorithm 
in different costs. It reveals that the result obtained by PSO is better than other 
approaches. Among the other four approaches, ICSGA has the smallest 
final score and goes to rank 2 out of 5 approaches. From Table 4 and the 
converging paths shown in Figures 6–8, GA approach has the worst perfor-
mance compared to other approaches. 

In this paper, neural network is used to improve the multivariate prediction 
ability based on prior knowledge of stock price prediction which is difficult 
to insert into initial network structures to evaluate error measurements. 
Event-knowledge is extracted from survey of experts of stock exchange and 
input them into neural networks. The adoption of a knowledge‐based system 
requires that users, experts, and managers have a good understanding of the 
concepts of information resources, to form input data for stock price predic-
tion using appropriate optimization techniques. In order to build a structural 
system with a knowledge repository, it is necessary to sort out tremendous 
amount of data while generating information to support decision making with 
intelligence features. This analysis suggests a manager of a firm to forecast 

Table 4. Summary of MSE, RMSE, MAE, and R for ANN based on various approaches. 

Proposed  
approaches Type of data 

MSE RMSE MAE R 

Value Rank Value Rank Value Rank Value Rank  
CS Train  0.0050  9  0.0706  9  0.0466  9  0.9912  8 

Test  0.0065  11  0.0805  11  0.0503  11  0.9883  15 
Validation  0.0071  14  0.0843  15  0.0509  12  0.9884  14 

Total  0.0055  10  0.0743  10  0.0478  10  0.9904  10 
ICS Train  0.0076  19  0.0871  19  0.0720  20  0.9866  17 

Test  0.0068  12  0.0822  12  0.0694  17  0.9895  11 
Validation  0.0068  12  0.0827  13  0.0696  18  0.9890  12 

Total  0.0073  16  0.0857  16  0.0712  19  0.9886  13 
GA Train  0.0074  17  0.0859  17  0.0584  15  0.9866  17 

Test  0.0079  20  0.0890  20  0.0585  16  0.9855  20 
Validation  0.0071  14  0.0842  14  0.0546  13  0.9878  16 

Total  0.0074  17  0.0861  18  0.0578  14  0.9865  19 
ICSGA Train  0.0027  6  0.0517  6  0.0378  6  0.9948  6 

Test  0.0018  5  0.0420  5  0.0332  5  0.9936  7 
Validation  0.0040  8  0.0636  8  0.0436  8  0.9949  5 

Total  0.0027  6  0.0524  7  0.0380  7  0.9905  9 
PSO Train  0.0013  1  0.0363  2  0.0253  2  0.9972  1 

Test  0.0014  4  0.0371  4  0.0260  4  0.9969  4 
Validation  0.0013  1  0.0357  1  0.0245  1  0.9971  2 

Total  0.0013  1  0.0363  2  0.0253  2  0.9971  2   

Table 5. The rank of algorithms obtained from different data types.  
Train score Test score Validation score Total score Final score Final rank  

CS  8.75 12  13.75 10  11.125 3 
ICS  18.75 13  13.75 16  15.375 4 
GA  16.5 19  14.25 17  16.6875 5 
ICSGA  6 5.5  7.25 7.25  6.5 2 
PSO  1.5 4  1.25 1.75  2.125 1   
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optimal stock price to sell the inventory to achieve optimal goal of the firm 
through the generation of neural decision support. 

Conclusion 

Over the last decade, the applications and trends of neural networks have been 
noticed by many researchers. In this area, application of ANN techniques in 
stock price prediction is an emerging topic of the academia in industries. To 
make the best investment decisions on financial markets, several researchers 
have studied the possibility of predicting the stock market fluctuations. 
Hence, there is no general agreement on the effectiveness of the forecasting 
models. This paper has proposed a new hybrid model based on heuristic 
optimization methodologies (CS, ICS, ICSGA, GA, and PSO) and ANN to 
enhance stock market forecasting performance. The basic objective of this 
paper is to show the effectiveness of the proposed approaches in predicting 
stock price and then to prove which approach is better than others. So, find-
ings of statistical analyses indicate that the hybrid of ANNs and metaheuristic 
algorithms have a significant role in predicting stock price accurately. It is 
noticed that the PSO has superior performance to find out the best fitness 
functional value in the neural network. Also, the hybridized ICS and GA 
(ICSGA) algorithm reaches second place in this contest. Based on the simula-
tion results obtained from the proposed approaches, it can be concluded that 
proposed approaches can be efficiently used in stock price prediction with a 
better convergence at less error rates. 

Many extensions of the presented work could be aimed by future researches. In 
our future work, the focus will be on the hybridization of ANN with some other 
recently developed metaheuristics, like grey wolf optimizer (GWO) (Mirjalili, 
Mirjalili, and Lewis 2014), bees algorithm (BA) (Pham et al. 2016), artificial 
fish swarm algorithm (AFS) (Farzi 2009), symbiotic organisms search (SOS) 
(Cheng and Prayogo 2014), spider optimization algorithm (SOA) (Cuevas et al. 
2013), shuffled frog leaping (SFL) (Eusuff, Lansey, and Pasha 2006), monkey 
search algorithm (MSA) (Zhao and Tang 2008), or keshtel algorithm (KA) 
(Hajiaghaei-Keshteli and Aminnayeri 2014), to predict stock price. Moreover, 
it will be a good idea to design new solution procedures that consist of function 
approximation and the number of neurons. Apart from this, a deep experimental 
investigation on the values of other parameters like number of hidden layer trans-
fer function for input and outer layer can be studied further. Also, the sensitive 
analysis of proposed model can be analyzed in the near future. 
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