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In data gathering wireless sensor networks, data loss often happens due to external faults such as
random link faults and hazard node faults, since sensor nodes have constrained resources and are
often deployed in inhospitable environments. However, already known fault tolerance mechanisms
often bring new internal faults (e.g. out-of-power faults and collisions on wireless bandwidth) to
the original network and dissipate lots of extra energy and time to reduce data loss. Therefore, we
propose a novel Dual Cluster Heads Cooperation (CoDuch) scheme to tolerate external faults while
introducing less internal faults and dissipating less extra energy and time. In CoDuch scheme, dual
cluster heads cooperate with each other to reduce extra costs by sending only one copy of sensed data
to the Base Station; also, dual cluster heads check errors with each other during the collecting data
process. Two algorithms are developed based on the CoDuch scheme: CoDuch-l for tolerating link
faults and CoDuch-b for tolerating both link faults and node faults; theory and experimental study

validate their effectiveness and efficiency.
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1. INTRODUCTION

Recent advances in wireless communications and electronics
technology have enabled the development of low-cost, low-
power, small-sized wireless sensor nodes [1]. A large number
of sensor nodes generally compose an Ad-Hoc Wireless Sensor
Network (WSN) that collects useful data from the physical
environment to the Base Station (BS) [1]. With the capability of
achieving detailed information from the objective fields, WSNs
have wide applications. Examples include:

(i) monitoring the behavior of animals and people such as
wild birds on remote islands, patients in hospitals and
enemies in battlefields;

(ii) detecting emergencies in broad areas such as fires in
forests and torrent disasters on mountains;

(iii) tracking moving objects in specific regions, such as
vehicles in road networks and footballs in fields.

These applications require that the data, especially the data
associated with critical unusual events [2], gathered by WSN,
should be of high quality (e.g. quality of information [3–5] or
quality of monitoring [6]) without important information loss,

but it is inevitable that WSNs suffer from data loss due to
random link failures and hazard node failures. Random link
failures often happen, since sensor nodes have constrained
radio capabilities (e.g. limited transmission distance and
limited bandwidth) and densely deployed sensor nodes incur
interference. Also, low-power or out-of-power failures happen
frequently due to the non-rechargeable power supply [1].
Furthermore, sensors are generally deployed in inhospitable
environments [7, 8] and random hazards cause sensor nodes
to die before running out of power [9]. Naturally, data loss in
the WSN is often reduced by tolerating link failures and node
failures. However, many already known fault tolerance (FT)
mechanisms generally dissipate lots of extra energy and time to
detect and recover the failures and even use additional hardware
and software resources [10, 11].

In this paper, we propose a novel Dual Cluster Heads
Cooperation (CoDuch) scheme to reduce data loss and to
minimize extra costs (e.g. energy and time) spending on FT. One
advantage of CoDuch is that the data loss can be theoretically
reduced from p to p2 (0 ≤ p ≤ 1), where p is the link error
rate. Another advantage is that the CoDuch scheme spends only
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a little more extra transmission cost than the single-CH method
to gather data, taking advantage of the inherent broadcast nature
of data transmission. The third advantage is that our CoDuch
scheme can detect and tolerate both link faults and node faults.

To save costs, CoDuch adopts self-diagnosis methods that do
not need extra hardware and software for FT. The most related
work is 1+1 DHR (Dual Homed Routing) [12, 13], which used
dual cluster heads to aggregate data and then to transmit data
to the BS independently, but transmitting sensed data twice
is energy-consuming. We use DHR to denote 1 + 1 DHR
throughout this paper. Our CoDuch scheme is totally different
from DHR in two aspects: (1) dual cluster heads cooperate with
each other to reduce extra costs by sending only one copy of
sensed data to the BS; (2) dual cluster heads can check errors
with each other while collecting data to the BS. Thus, CoDuch
can tolerate both link faults and node faults. Experimental study
shows that our CoDuch scheme outperforms DHR to reduce the
data loss while expending less energy and time.

The remainder of this paper is organized as follows. In
Section 2, we introduce preliminary and related work. In
Section 3, we present the CoDuch scheme and its two imple-
mentations. In Section 4, we develop the dependability theory
and analyze the energy dissipation for CoDuch. In Section 5,
our experimental study based on simulation results validates
the effectiveness and efficiency of the proposed algorithms.
Finally, Section 6 concludes this paper.

2. PRELIMINARY AND RELATED WORK

In this section, we present the preliminary and related work for
FT in WSN.

2.1. Preliminary work

A popular method to tolerate wireless link failures is retrans-
mission, but we argue that retransmission may not suit WSNs.
A disadvantage of retransmission is energy-consuming.
Retransmission requires the receivers to confirm the receipt of
messages; thus it consumes extra energy even if no retransmis-
sion is needed. We only allow as few as possible retransmissions
in WSN due to the constraints of battery power supply. Another
disadvantage is delay. If the number of retransmissions is great,
then the data may be out-of-date and lose usefulness; this also
brings great delays to the network to collect new data.

An effective approach (e.g. LEACH in [1]) avoids out-of-
power node failures by maintaining fairness in the whole net-
work: that is, to avoid the possibility of some sensors being out
of power long before others. In this way, out-of-power failures
only happen in a short period at the end of the network lifetime.
This method can only postpone most out-of-power failures but
cannot reduce the data loss when node failures happen.

Random node faults are more difficult to detect than
out-of-power node faults since the former are unpredictable.
But random higher level node failures are often the main reason

for the data loss, since they lead to a group of data losses. Here,
higher level nodes such as cluster heads (CH) in a cluster-based
WSN generally are responsible for gathering data from a group
of low level sensing nodes and then relaying aggregated data
toward the BS. A scheme in [9] is provided to tolerate random
node failures, where sensor nodes are assigned two statuses:
active and sentry to save power. Sentry nodes perform as redun-
dant nodes and become active only if active nodes fail, which
periodically wakes up as scheduled to detect whether the active
node has failed or not. However, this scheme incurs excessive
additional costs on exchanging information between sentry and
active nodes caused by frequently scheduled detection. Another
limitation is that sentry nodes that are used especially for FT
do not make the best use of node resources to collect data.

2.2. Related work

The FT techniques can be mainly classified into two groups:
FT without detection and FT with detection. In FT without
detection, redundant paths are often used to transmit data to
destination, such as 1+1 DHR in [12, 13] and multi-path routing
in [14], or to predict out-of-power faults in advance, such as 1:1
DHR in [12, 13]. However, it is energy-consuming to adopt the
redundant paths and it limits the use of tolerating unpredictable
node faults other than out-of-power faults.

FT with detection detects the faults through extra equipment
or by the WSN itself. In a centralized fashion [15–21], BS is
used to diagnose sensors but it is not feasible to require every
sensor to contact BS directly. Another approach, such as that
described in [10, 11] that explores additional powerful devices
for fault detection is also not suitable since it requires additional
traffic to be transported through WSN. In localized algorithms,
collaboration [15, 19, 22, 23] or self-diagnosis [24] of sensor
nodes are used to detect faults. In [8], the neighbor CHs help
recover the faulty CHs; however, this requires special CHs that
have more initial energy resources than ordinary sensors. In
[25], CH failures are discovered by all the non-CHs by detecting
its CH’s status independently, but all the sensors in a local
cluster must exchange information with each other and thus
produce interference. In [9], random node failures are tolerated
by redundant nodes but the extra traffic costs are high and the
nodes’ resources are wasted.

CoDuch uses FT without detection for tolerating link faults
between non-CHs and dual CHs, and uses FT with detection for
tolerating out-of-power and random node faults on dual CHs.
It is feasible for the CoDuch scheme to adopt self-diagnosis in
a distributed manner, thereby not requiring extra equipment or
incurring extra traffic to maintain FT mechanism.

3. CODUCH SCHEME

In this section, we first provide an overview of the CoDuch
scheme for cluster-based data gathering and then develop two
algorithms for implementing FT.
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3.1. Overview of CoDuch scheme

3.1.1. Cluster-based data gathering and difficulties of FT
We develop our CoDuch schemes based on the medium
access control (MAC) in a popular cluster-based data gathering
protocol, such as LEACH [1, 26], to save power. The main
idea of the cluster-based data gathering protocol is as follows.
First, each sensor node selects itself as a cluster head with
a certain probability, which equals the ratio of the expected
number of cluster heads to the total number of sensor nodes.
Then, a sensor uses a carrier sense multiple access (CSMA) to
transmit an advertisement on the CH status or a join-request
message on non-CH sensors. Each non-CH sensor receives the
advertisements from all CHs. The distance between a non-CH
and a CH is computed based on received radio strength, and
a non-CH chooses the nearest CH as its CH. The non-CH
sensor uses a time division multiple access (TDMA) slot to
send data to the cluster head with the DS-SS code specified
by the cluster head. The advantage of this approach is that it
allows nodes to remain in the sleep state as long as possible by
using TDMA and also minimizes collisions by using DS-SS on
top of TDMA or using CSMA. We suppose that all the sensor
nodes are homogenous and they compose an Ad-Hoc WSN.
This assumption accords with most of the applications of WSN.
After a distributed cluster forming and scheduling setup, CHs
begin to gather data from non-CHs and then locally fuse data by
compressing multiple original readings into one [1, 27]. Data
fusion on cluster heads is a good solution to reduce the number
of remote transmissions between WSN and the BS.

Taking advantage of the above power saving MAC, we
carefully design FT in the CoDuch scheme to satisfy our goal.
For example, if a CH detects that a non-CH loses a packet,
the CH cannot require the non-CH to retransmit data, since
non-CH sensors are always in a sleep state to save 2/3 power
(according to our analysis of LEACH code [26] implemented in
the network simulator 2 (ns2) [28]) and do not wait for ‘ACK’
from CHs. Thus, all the FT mechanism must be scheduled in
advance. However, frequently scheduled detection may cost a
lot, like that in [9], since even if no faults exist, the detections
are continuously carried out. Note that out-of-power faults can
be predicted and thus they may be detected and tolerated by
reasonable scheduling like 1:1 DHR in [12], where the primary
CH notifies the backup CH to replace it when it is in low-
power status. But link faults and random node faults happen
unpredictably and thus it is more difficult to detect them.

3.1.2. CoDuch on routing layer
We mainly focus on the routing layer to develop our CoDuch
scheme on top of the foregoing MAC layer. The method in
our proposed CoDuch scheme for tolerating link faults between
non-CHs and CHs is given as follows:

Step 1: Primary CH chooses a vice CH among non-CHs
that has the highest remaining energy resource. Then,
the primary CH advertises to other members within the

cluster and sends a copy of TDMA scheduling list to the
vice CH;
Step 2: Dual CHs (primary and vice CHs) receive data
from non-CHs;
Step 3: The vice CH fuses the data it receives with its
own data and then transmits the fused data to the primary
CH. An ‘ACK’ is required to be sent from the primary
CH to the vice CH;
Step 4: The primary CH checks whether the vice CH
misses some packets, if so CH searches the loss data
from its received list and then fuses new data and its
own data with the vice CH’s data;
Step 5: The primary CH relays data to the BS.

We ensure the reliability of the link between the vice CH and
the primary CH by an ‘ACK’message where the message type is
‘ACK’ and the message content is 1 or 0. If the message content
is 1, vice CH can send the next data packet; otherwise, vice
CH must retransmit the current data packet. Here, the ‘ACK’
scheme is reasonable since dual CHs do not sleep. No detection
is adopted in the above method and two copies of data from
non-CHs reduce the possibility of data loss. It dissipates around
one time more energy for receiving and fusing non-CH data for
tolerating link faults in the above method, as well as more energy
and time spent on dual-CHs-based cluster forming than single
CH scheme (e.g. LEACH).

To support tolerating out-of-power and random CH node
faults and at the same time tolerating link faults, we detect node
failures by the following steps:

Step 6: If vice CH tries to send data to the primary CH
and does not receive ‘ACK’ within a threshold of time,
then it decides to send data directly to the BS without
the primary CH’s data;
Step 7: If the primary CH does not receive any data from
the vice CH when the time is overdue, it sends data to
the BS without the vice CH’s data.

The extra cost of a threshold of waiting time is spent
on tolerating node failures. Note that if link failure happens
between the vice CH and the primary CH, they both send data to
the BS because dual CHs determine to send data independently,
but the probability of this link failure is very low. We do not
distinguish out-of-power node faults from random node faults
because the mechanism of tolerating them is the same.

3.2. FT design in CoDuch

In this section, we first give the time line of the CoDuch scheme
and then focus on the detailed algorithms of CoDuch-l for
tolerating link faults and CoDuch-b for tolerating both link and
node faults.

3.2.1. Time line of CoDuch
We assume that sensors are homogenous and all algorithms
running on non-CHs and dual CHs are the same. We plot the
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time line of the CoDuch scheme in Fig. 1, which comprises
the set-up phase and the repeat phase. The FT mechanism is
designed in the repeat phase, including three steps:

(i) FT1: check data from VCH,
(ii) FT2: check node error of VCH and

(iii) FT3: check node error of CH.

In the time line of CoDuch, dual CHs are selected in the set-
up phase and both vice CH and CH receive data from non-CHs
in the repeat phase, as well as FT consideration in the sub-FT
phase at the end of the repeat phase. In a round, the set-up phase
runs once and the repeat phase runs several times according to
the threshold time of a round. For example, if one round equals
to 20 s, suppose the set-up phase takes 2 s and one repeat phase
takes 3 s, then the repeat phase repeats six times. There are
mainly three steps in the time line of CoDuch ((1) and (2) for
the set up phase and (3) for the repeat phase):

(1) Cluster forming. Sensor nodes that do not take the role
of CHs recently select themselves as CHs randomly and
broadcast their CH status [1]. Then all the non-CH sensor
nodes know the CHs and choose the nearest one to join.
CHs receive the join request message sent by non-CHs
and keep a queue of the list of joined non-CH IDs as a
TDMA scheduling queue.

(2) Vice CHs selection. CH chooses the non-CH with the
highest energy as the vice CH and puts the vice CH ID at
the end of the TDMA scheduling queue. CH broadcasts
TDMA scheduling list and at the same time advertises
the vice CH’s status. Then the basic information (e.g.
CH ID, vice CH ID and TDMA Schedule List of Node
IDs) is backed up from CH to vice CH. Also, non-CHs
keep their CH ID and vice CH ID.

(3) Repeat phase. Both the vice CH and CH receive data
simultaneously from non-CHs according to the same
TDMA list that has allocated a time slot for each non-CH

in advance. Suppose non-CHs can adjust the transmitting
power according to the maximum value of the distance
to CH and the distance to vice CH in order to ensure
that both of them receive the data. Dual CHs may not be
located at the centre of the cluster, since we choose nodes
with more remaining energy as dual CHs to balance
energy dissipation for achieving longer network lifetime.
The distance between non-CH and any CH (or vice CH)
can be achieved by measuring the signal strength when
non-CH receives the status broadcast from dual CHs.
After finishing the data collection, the vice CH fuses
data into one packet and then sends the fused data (with
a representative node ID list, which denotes the original
data comprised in the fused data) to the CH. The CH is
waiting for data in the idle phase and once it receives data
from vice CH, it fuses with new data including received
data and its own into one packet and sends this to the
BS. The repeat phase runs several times until a round is
over.

3.2.2. Algorithms of FT in CoDuch
We develop two algorithms: CoDuch-l for tolerating link faults
and CoDuch-b for tolerating both node faults and link faults.

(1) CoDuch-l for Link Faults Tolerance
The main idea of CoDuch-l is as follows: non-CHs broadcast
one packet data sensed from the physical environment, which
is received by both the vice CH and the CH. The vice CH fuses
the received data with its own into one packet, which is sent
to the CH together with the representative ID list of the fused
data. In the phase FT1: check data from VCH, the CH checks
the representative ID list to determine whether there are some
loss packets. If a loss packet is found, the CH looks for it by
searching its own received data list. Finally, after fusing the
VCH’s data with both the loss data it has found and its own data
into one packet, the CH relays the data to the BS. We can see that

Collecting data Fusing
data

Slot for 
node i

…

Relay to CH
 FT3: check

CH error
 

Time 

Receive basic
information 

 

Relay data to
BS 

 

 

Cluster forming 
with dual CHs 
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FIGURE 1. Time line of CoDuch scheme in a round.
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the dependability can be improved from 1 − ε to 1 − ε2, where
ε is the data loss rate, by tolerating the link faults of non-CHs.

(2) CoDuch-b for Node Faults Tolerance
The more complicated case is that both node faults and link

faults happen in WSN; since if node faults happen on the vice
CH and the CH then it may stop the function of tolerating of
link faults by dual CHs. Figure 2 shows the flowchart of the FT
mechanism for both link failures and node failures in CoDuch-
b. Each sensor node runs CoDuch-b independently. If it is a
non-CH node, it will do nothing. If it is a VCH, it will do FT3:
by checking at time T1 whether node failure happens on the
CH. If it is a CH, there are two cases: (1) if the CH receives
data from VCH, then it goes on to check whether data are lost
or not. If data are lost, it will do FT1: by finding lost data in
its own data list and fusing the new data with VCH’s data and
then sends data to the BS; otherwise, it fuses VCH’s data with
its own and sends data to the BS; (2) if the CH fails to receive
data from the VCH, then it will do FT2: by checking at time T2
whether node failure happens on the VCH. Note that FT1, FT2
and FT3 in Fig. 2 are in accordance with those in Fig. 1.

The key problem is to determine T1 and T2 in Fig. 2. Suppose
that the repeat phase begins at time T0 and that VCH is expected
to send data to the CH at time T0+m×s , where m = N/NCH−2
(N is the total number of sensors in WSN and NCH is the number
of clusters) is the average number of non-CHs in the cluster and
s is a slot of time allocated to each non-CH for transmitting data
to dual CHs. Then, the CH is expected to receive data fromVCH
at time T0 + (m + 1) × s. Therefore, FT1 generally runs after
time T0 + (m+ 1)× s. After FT1, we also set the scheduling of
FT2 and FT3 in advance to make both of them run at the near
future time of T1 = T2 = T0 + f − τ , where f is the duration
for the repeat phase that runs once and τ is a slot of time to

Y

Is Recv data from VCH 

Y

Node i is VCH 

YIs data lost? 

FT2: Wait for
check failure of 
VCH at time T2  

FT3: Wait for
check failure of 
CH at time T1 

FT1: Find lost data in data list of 
CH; Fuse lost data and its own 
with VCH’ data; 

Fuse VCH’s data with its own 

N

N

Y

N

Send data to BS 

Node i is CH 

FIGURE 2. Flowchart of CoDuch-b.

ensure that all CHs and vice CHs send data to the BS one by
one in a random access. Dual CHs retransmit data to the BS if
link faults happen.

Step FT1 is designed for tolerating link faults. Steps of FT2
and FT3 are designed to detect and tolerate node faults. If we
remove FT2 and FT3 in Fig. 2, the flowchart is changed into
another flowchart for the algorithm of CoDuch-l. Since steps of
both FT2 and FT3 bring more delay and are designed especially
for node faults, if only to tolerate link faults, CoDuch-l performs
better in terms of energy consumption and time. The major
advantages of this FT design include two aspects:

(i) there is no recovery time due to the distributed property.
Once the fault is detected, the redundant data are available
at hand to recover the faults;

(ii) it is a self-maintained scheme and new faults of vice CH
can also be tolerated.

4. DEPENDABILITY AND ENERGY DISSIPATION
ANALYSIS

In this section, we develop a dependability theory and analyze
the energy dissipation for CoDuch.

4.1. Dependability analysis

There are two types of dependability: internal dependability and
external dependability. The goal of this paper is to improve both
external dependability and internal dependability in CoDuch
and thus to achieve the lowest data loss rate.

4.1.1. Internal dependability
Internal faults may occur even if no outside faults are injected,
and thus the dependability of the WSN is < 100% (examples
are shown in Fig. 3). There are three aspects that may cause
internal faults, which are as follows:

Factor 1: Out-of-power faults (or low-power faults) may
cause data loss in an uncertainAd-Hoc WSN, though the
fairness scheme in LEACH theoretically postpones the
time of death of most nodes toward the end of network
lifetime. Suppose a Cluster Head or vice Cluster Head

FIGURE 3. Internal dependability test.
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dies when it has collected data from non-cluster head
sensor nodes but does not send to the BS; thus the data
are lost.
Factor 2: There is still some data loss due to
collision and interference [14] that happens in a
WSN with high sensor density now that sensor nodes
generally collaborate with each other independently
in a distributed manner, even if DS-SS and TDMA
or CSMA are explored to minimize collision. For
example, when CHs or vice CHs transmit data to the
BS, they adopt CSMA to sense the channel before
transmission. If the channel is currently busy, the
node sets a back-off timer to expire after a random
amount of time. This back-off policy for CSMA is
effective when all nodes are transmitting packets with
the same length. However, if link errors are injected
into the WSN, CHs/ vice CHs may have different
numbers of transmitting packets. Also, retransmitting
happens on the link between CHs/vice CHs and the BS
worsens the collision, because non-CHs are sleeping
and are scheduled in advance; so they will send data as
scheduled to CHs/vice CHs, but if CHs/vice CHs are
busy, the data packets are lost.
Factor 3: Faults detection mechanisms more or less
would impact on the original protocols and thus
break the optimal balance of energy dissipation and
transmission scheduling. For example, the cost of FT is
often spent on dissipating extra energy, which may lead
to unexpected data loss caused by out-of-power faults.
Also, tolerating both link and node faults leads to more
complex detection methods. Thus, FT mechanisms may
worsen Factors 1–2.

For more detailed techniques about data packet loss due to
power faults and collisions, refer to Appendix A in [23].

We can see from Fig. 3 that internal dependability of our
proposed CoDuch-l (CoDuch-b) with the data loss rate of 7.8%
(10%) are worse than that of LEACH with a data loss rate of
4.5%, since FT mechanisms in CoDuch incurs more internal
faults due to Factor 1. However, LEACH cannot perform
well when external faults are injected (we explain this in
Section 4.1.2).Also, Fig. 3 shows that the internal dependability
of our CoDuch scheme is better than DHR (with a data loss rate

of 17.5%), because CoDuch results in less negative impact on
the original network than DHR.

4.1.2. External dependability
Figure 4a–c illustrate the error models in LEACH, DHR and
CoDuch, respectively; we mainly compare CoDuch with DHR
as follows:

(i) There is a link from VCH to CH. This link means VCH
and CH would cooperate with each other to ensure a
more dependable data transmission between the WSN
and the BS.

(ii) The link from VCH to the BS denoted by the dash arrow
means VCH would transmit gathered data to the BS only
if CH fails. Thus, in most cases, only one transmission
between CH and the BS reduces the energy consumption.

To simplify the problem, two types of external faults: link
failures and higher level node (e.g. CH/VCH) failures are
abstracted in Fig. 4, where ε(0 ≤ ε < 1) is the link error
rate and μ(0 ≤ μ < 1) is the node error rate. Suppose both
link faults and node faults happen independently. εn denotes
maximum of n times retransmission on the link. Si denotes
the non-CH sensor node, which does not retransmit data. We
suppose that link failures happen uniformly and randomly with
error probability, ε, given by the user and node error rate (the
average probability that a node failure happens at any time) is
given by

μ = m/(MTTF × NCH), (1)

where m is the total number of CH/VCH nodes that fail due to
random hazards within the network lifetime, NCH is the number
of CH/VCH nodes in each round and MTTF is the mean time to
failure during which a node fails following Poisson distribution.
Users can determine MTTF and m, and we will discuss the
details of the method in Section 5. Suppose there is only one unit
data on Si , in Fig. 4a, the external dependability of LEACH is

ELEACH = (1 − ε)(1 − μ)(1 − εn). (2)

In Fig. 4b, the external dependability of DHR is

EDHR = 1−(1−(1−ε)(1−μ)(1−εn))2 = 1−(1−ELEACH)2.

(3)
It is more complicated to compute the dependability of CoDuch,
and thus we transfer Fig. 4c to an equivalent model denoted by

(a) LEACH error model. (b) DHR error model. (c) CoDuch error model.

Si CH BS
n Si

VCH

CH

BS

n

n

nSi

VCH

CH
BS

n

n

FIGURE 4. Dependability models.
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(a) Probability: 1-
n
. (b) Probability: 

n
.

Si

VCH

CH

BS

'

'

n

1 Si

VCH

CH
BS

''

''

FIGURE 5. Equivalent CoDuch error model: (a)+(b). ε′ = 1 − (1 −
ε)(1 − μ) and ε′′ = 1 − (1 − ε)(1 − μ)(1 − εn).

two cases shown in Fig. 5. Figure 5a shows the first case that
the link between VCH and CH never fails and Fig. 5b shows the
second case that the link failure between VCH and CH happens.
The probability of the first case is 1 − εn, where Si sends data
to VCH and CH and we can take VCH and CH as one receiver
with the dependability of 1 − ε′2 to collect data from Si . Then,
this virtual receiver sends data to the BS with the dependability
of 1 − εn. Thus, the external dependability of CoDuch under
this condition is

E2 = (1 − εn)2(1 − ε′2). (4)

The probability of the second case is εn and the external
dependability of CoDuch is the same as that of DHR. That is

E1 = εnEDHR. (5)

Therefore, the external dependability of CoDuch is

ECoDuch = E1 +E2 ≈ 1−ε′2 = 1−(1−(1−ε)(1−μ))2. (6)

4.1.3. Dependability theory
We can deduce the following theorems based on both
internal dependability and external dependability. We model
dependability of CoDuch, QCoDuch, by using

QCoDuch = ECoDuch − ICoDuch, (7)

where ECoDuch is given in Equation (6) and ICoDuch is the data
loss rate due to internal faults of CoDuch.

Theorem 4.1. The dependability of CoDuch is greater than
that of LEACH, if (1 − ε)(1 − μ)(ε + μ − εμ) > α, where
α = ICoDuch−ILEACH, ICoDuch and ILEACH are the data loss rates
due to internal faults of CoDuch and LEACH, respectively.

Proof.

QCoDuch − QLEACH

= (ECoDuch − ELEACH) + (ILEACH − ICoDuch)

= (1 − ε)(1 − μ)(ε + μ − εμ) − α(α > 0). (8)

For example, given α = ICoDuch−l − ILEACH = 0.078 −
0.045 = 0.033 according to Fig. 3, let μ = 0, if ε(1 − ε) >

0.033, then QCoDuch > QLEACH.

Theorem 4.2. The dependability of CoDuch is greater than
that of DHR, if β > εn(1 − εn)2(1 − ε)2(1 − μ)2, where
β = IDHR − ICoDuch, ICoDuch and IDHR are the data loss rates
due to internal faults of CoDuch and DHR, respectively.

Proof.

QCoDuch − QDHR = (IDHR − ICoDuch) − (EDHR − ECoDuch)

= β − εn(1 − εn)2(1 − ε)2(1 − μ)2. (9)

Generally, (EDHR − ECoDuch)
n→∞−−−→ 0. For example,

according to Fig. 3, β = IDHR − ICoDuch−l = 0.175 − 0.078 =
0.097 >> EDHR − ECoDuch and thus QCoDuch > QDHR.

4.2. Energy dissipation for FT

We use a radio energy model the same as that in [1], in which the
energy dissipation ET (k, d) of transmitting k-bit data between
two nodes separated by a distance of d meters is given as
follows:

ET (k, d) =
{

k(Eelec + εFS × d2)(d < d0)

k(Eelec + εMP × d4)(d > d0)
, (10)

where d0 = √
εFS/εMP, Eelec denotes electronic energy, εFS

and εMP denote transmit amplifier parameters corresponding to
the free-space and the two-ray models. The energy dissipation
incurred in the receiver of the destination sensor node is

ER(k) = k × Eelec. (11)

Also, the energy dissipation of fusing k-bits data is

EF (k) = k × Edf , (12)

where Edf is the energy dissipation of fusing one bit data. The
parameters used in this paper are given below: Edf = 5 nJ/bit,
εFS = 10 pJ/bit/m2, Eelec = 50 nJ/bit, εMP = 0.0013 pJ/bit/m2

and dtoBS > d0.
To simplify the problem, we use dtoCH to denote transmission

distance between Si and CH (or VCH) since the intra-cluster
distance is very small and the slight difference is neglected, as
well as dtoBS to denote the distance between CH (or VCH) and
the BS. Given that m is the number of sensor nodes in a cluster
including VCH and CH, the energy consumption of CoDuch in
most cases (with probability of 1 − εn) for each cluster in one
round is

ECoDuch = (m − 1)ET (k, dtoCH) + (2m − 3)ER(k)

+ (2m − 1)kEdf + ET (k, dtoBS). (13)

The energy consumption of DHR for each cluster in one round is

EDHR = (m − 2)ET (k, dtoCH) + (2m − 4)ER(k)

+ (2m − 2)kEdf + 2ET (k, dtoBS). (14)
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Considering the failure probability between the VCH and the
CH, the exact energy consumption of CoDuch is

E′
CoDuch = (1 − εn)ECoDuch + εnEDHR. (15)

Thus,

EDHR − E′
CoDuch = (1 − εn) × (ET (k, dtoBS)

− (ET (k, dtoCH) + ER(k) + kEdf)). (16)

According to the power model in WSN, ET (k, dtoBS) is
greater than (ET (k, dtoCH) + ER(k) + kEdf) since the distance
between the WSN and the BS generally is far away. Therefore,
CoDuch consumes less energy than DHR.

5. PERFORMANCE EVALUATION

In this section, we demonstrate the effectiveness and efficiency
of our CoDuch method including CoDuch-l for tolerating link
faults and CoDuch-b for tolerating both types of faults by using
two metrics: the number of lost packets per round and data loss
rate. Then, we analyze the energy and time spent on improving
dependability. All the experiments were run in the network
simulator 2 (ns2) [28].

We now briefly describe our experimental setup as follows:
(1) We injected random uniform link errors and random

Poisson distributed node errors into the WSN to study the
performance of the three schemes. We injected link faults with
the link error rates in the range [0, 0.5] to evaluate CoDuch-l
and injected both node faults (totally 30%) and link faults with
various link error rates in [0, 0.5] to evaluate CoDuch-b. The
simulation of node failure was based on Poisson distribution
with λ, where λ was the MTTF for node failures. Let λ = 100
and a total of 30% failed nodes during the whole network
lifetime. In other words, fault injection time was set on each
CH/VCH node based on Poisson distribution with MTTF =
100 s. We use the algorithm given by Knuth in [29] with
λ = MTTF to generate Poisson distributed random numbers,
which are used as the node failure injection time. For example,
if the Poisson random number is 98, then randomly selected m

(m is less than the number of VCHs and CHs) node failures are
injected at the 98th second. The actually total number of failed
nodes was n = 30 ± 3 in all the trials.

(2) The experiment parameters based on the power model
in Section 4.2 are given as follows: the locations of N = 100
sensors are randomly generated by the tool in LEACH code in
ns2 [28] in a square area S = 100 m × 100 m and we adopt
the same parameters as the default setting in LEACH code in
[28]: NCH = 5, the initial energy resource of every sensor node,
E0 = 2 Joules and the duration of a round, r = 10×E0 = 20 s.
The BS is located at (100 m, 175 m). These parameters are the
same in all the experiments.

(3) We plot our experimental results in Figs. 6–9 and each
number on the curve is the average value of five trials. In a
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(b) Data loss in WSN with both random link faults and
total 30% node faults.

FIGURE 6. Data loss per round.

group of five trials, we injected link error/node error with the
same rate and ran the WSN five times. In a trial, the WSN
starts with the same initial energy resource on each sensor node
and ends with no more than NCH − 1 = 4 alive sensor nodes;
that is, most sensor nodes that use up their energy resource are
dead.

5.1. Effectiveness

In this subsection, we adopt two metrics: the number of lost
packets per round and data loss rate to evaluate the effectiveness
of our scheme. The number of lost packets per round, u, is
defined as u = (Nsensing − NBS)/L, where Nsensing is the total
number of sensed data packets, NBS is the total number of
data packets the BS has received and L is the total number
of rounds (or the network lifetime). Data loss rate, θ , is defined
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(b) Data loss rate in WSN with both random link faults
and total 30% node faults.

FIGURE 7. Data loss rate.

as θ = 1 − NBS/Nsensing, where Nsensing is the total number of
sensed data packets and NBS is the total number of data packets
the BS has received. Note that we only count one copy of a
sensor data at the BS in DHR and CoDuch, though two copies
(one from CH and another from vice CH) of a sensor data may
be received. The results are shown in Figs 6 and 7.

The overall trend in Figs 6 and 7 is that the CoDuch scheme
(both CoDuch-l and CoDuch-b) performs better than LEACH
and DHR in terms of the number of lost packets per round and
data loss rate, since CoDuch always controls the data loss rate at
the lowest level when we inject link faults or both node and link
faults. Note that if no link/node faults are injected, CoDuch loses
slightly more data packets than LEACH; we have explained this
in Fig. 3 in Section 4.1.1.

Comparing Fig. 6a and b, more data packets are lost in
LEACH, DHR and the CoDuch scheme when node faults are
injected, but the trend remains the same: the more link faults
are injected, the more data packets are lost in all of the three
schemes. The CoDuch scheme is the best and DHR perfoms
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FIGURE 8. Energy efficiency.

better than LEACH when link error rate is greater than or equal
to 0.2 in Fig. 7a. A similar trend happens when we contrast
Fig. 7b with Fig. 7(a). However, we notice that CoDuch-b
tolerates node and link faults well in the same way as CoDuch-l
tolerates link faults while DHR tolerates link faults better than
it tolerates node faults. The evidence is that DHR performs far
better than LEACH but slightly worse than CoDuch-l when the
link error rate is greater than or equal to 0.2 in Fig. 7a while
DHR performs slightly better than LEACH but far worse than
CoDuch-b when the link error rate is greater than or equal to
0.3 in Fig. 7b.

Theoretically, CoDuch-l and DHR can reduce the data loss
rate from ε to ε2, where ε is the link error rate; for example,
if we injected link error with 0.5 rate, the ideal data loss rate
is 0.25. But the actual data loss rates at 0.5 link error rate are
around 0.298 (in CoDuch-l) and 0.323 (in DHR), since internal
faults are the other factor that incurs data loss. Also, Figs. 6
and 7 validate that CoDuch incurs less internal faults than DHR
and thus tolerates faults better than DHR.
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5.2. Efficiency

In this section, we analyze the energy efficiency (in Fig. 8) and
time efficiency (in Fig. 9) of our CoDuch Scheme.

We plot energy dissipation in WSN with only link faults in
Fig. 8a and energy dissipation in WSN with both node and
link faults in Fig. 8b. The energy consumption of CoDuch-l
doubled that of LEACH as shown in Fig. 8a and the energy
consumption of CoDuch-b tripled that of LEACH as shown
in Fig. 8b due to the extra energy spent on the FT mechanism.
Also, the energy dissipation curves of the three schemes have the
common trend of increasing with the link error rates. However,
we can see from both Fig. 8a and b that the CoDuch scheme
(both CoDuch-l and CoDuch-b) consumes less energy than
DHR when gathering data to the BS; these experimental results
on the energy dissipation of CoDuch and DHR are consistent
with our energy analysis in Section 4.2.

The time spent on gathering per packet to the BS in WSN
with only link faults is plotted in Fig. 9a and in WSN with both
node and link faults is plotted in Fig. 9b. Overall, CoDuch-l
spends 16% more time on average than LEACH as shown in
Fig. 9a while CoDuch-b spends 41% more time on average than
LEACH as shown in Fig. 9b, since CoDuch-b spends more time
than CoDuch-l to tolerate node faults. And LEACH remains
nearly the same performance in both Fig. 9a and b.

Also, we observe from Fig. 9a that CoDuch-l performs better
than DHR when the link error rates are no more than 0.3, since
CoDuch-l receives more packets at the BS due to lower data loss
rate. But CoDuch-l performs slightly worse than DHR when the
link error rates are greater than 0.3 because the curve of DHR
climbs more slowly with the link error rates than the curve of
CoDuch-l. This can be explained by two aspects as follows:

(i) the DHR scheme does not change the time schedule of
the WSN while CoDuch-l does. We first analyze the time
spent in DHR: DHR removes redundant data from dual
cluster heads at the BS and thus does not impact the time
dissipation; also, a double number of cluster heads that
send data to the BS using the CSMA scheme may only
incur a little extra time by waiting to avoid collisions.
Analyzing time spent in CoDuch-l, we find that CoDuch-
l is more time consuming than the original WSN due to
the two aspects: it removes redundant data gathered by
dual cluster heads before sending data to the BS; and also
it transfers data from vice cluster heads to cluster heads
and then to the BS.

(ii) Figure 7a shows that the data loss rates of DHR and
CoDuch-l are nearly the same when link error rate is no
less than 0.3. The more data that is lost, the fewer number
of packets are received by the BS; thus the time for each
packet to be received by the BS is greater.

Thus, when the link error rate is greater than 0.3, CoDuch-l
slightly loses its superiority because it is more time-consuming,
compared with DHR.

However, CoDuch-b completely spends less time than DHR
on gathering one packet to the BS as shown in Fig. 9b. We
explain the reason for this in two ways.

(i) In DHR, dual cluster heads send data to the BS which
is the furthest away and thus the energy consumption
distribution in the whole WSN is uneven; this leads
to some clusters having far more members than other
clusters due to unevenly dead sensor nodes. However,
since a TDMA scheme is adopted by dual cluster heads
to gather intra-cluster data, the biggest cluster takes the
longest time to gather data to the BS. When we injected
node faults to dual cluster heads, the distribution of alive
nodes becomes more uneven and thus produces uneven-
sized clusters. Therefore, the total time in gathering data
to the BS increases.

(ii) Figures 6b and 7b show that DHR loses more data than
CoDuch-b and thus the BS receives less data in DHR.
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Meanwhile, we can observe that many curves in Figs 6–
9 do not have a linear development. The main reason is
that the internal faults incur non-linear development of the
data loss curves shown in Figs 6 and 7. According to the
dependability theory, we provided in Equation (7) in Section
4.1.3, the final dependability is the result that the external
dependability subtracts the data loss rate due to internal faults.
Actually, it is not easy to estimate the internal faults due
to the three factors we presented in Section 4.1.1. That is,
(1) if no external faults are injected, Factor 1 in Section
4.1.1 is the main reason for incurring data loss; this can be
used to explain that the data loss rate is greater than zero
when link error rate is zero; and (2) if external faults are
injected, both Factor 1 and Factor 2 need to be considered
to explain why data loss is higher than the expected value
under certain injected link and node faults. Moreover, time
and energy dissipation in a distributed WSN with different
link/node error rates also do not follow linear development,
since the dynamically changed topology of the WSN brings
unpredictable energy dissipation and time consumption to
gather data.

In summary, CoDuch-l and CoDuch-b exceed both LEACH
and DHR in tolerating link/node faults in terms of the number of
lost packets per round and data loss rate and thus satisfy our goal
of achieving lowest data loss. Moreover, CoDuch outperforms
DHR in terms of energy per packet and time per packet in
most cases.

6. CONCLUSIONS

We have provided a novel dual cluster heads cooperation
(CoDuch) scheme for tolerating random link failures and node
failures to improve the reliability in WSN. Two novel algorithms
(CoDuch-l for tolerating link faults and CoDuch-b for tolerating
both node faults and link faults) are developed based on the
CoDuch scheme. We injected random uniform link errors and
random Poisson distributed node errors into the WSN, and the
experimental study shows that the CoDuch scheme performs
better than its counterpart DHR in reducing data loss rate while
spending less energy consumption and less time to tolerate link
faults and node faults.
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