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a b s t r a c t 

Aggregate productivity falls in recessions and rises in expansions. Several empirical studies suggest that 

the systematic behavior of lending standards, with laxer (tighter) standards applied during expansions 

(recessions), is responsible for reverting trends in aggregate productivity. We build a dynamic model that 

rationalizes these findings. Adverse selection in credit markets emerges as a potential source of macroe- 

conomic instability. The key idea modeled is that in order to effectively signal their type to financiers, 

productive entrepreneurs must suffer a cost. The effective cost of signaling rises with higher cash flow 

brought about by stronger economic fundamentals, because higher cash flow makes it easier for the un- 

productive type to mimic the productive type. Competition among the financiers then results in subopti- 

mally lax lending standards. Low productivity entrepreneurs obtain financing, the producer composition 

effect inducing a recession. This, in turn, creates conditions – weak economic fundamentals and low cash 

flow – conducive to the emergence of tighter lending terms, the strong composition effect leading to an 

economic recovery. 

© 2017 Elsevier B.V. All rights reserved. 
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1. Introduction 

This paper investigates the dynamic interaction between fi-

nancial markets and macroeconomic fluctuations. Several empir-

ical studies document that lending standards, i.e. contractual ar-

rangements used to screen borrowers, are eased in expansions

and tightened in recessions, such systematic behavior of lending

terms influencing aggregate productivity dynamics (e.g. Asea and

Blomberg, 1998; Berger and Udell, 2004; Lown and Morgan, 2006 ).

These studies suggest that laxer standards during economic booms

allow for the unproductive firms to be funded, reducing aggregate

productivity through the producer composition effect. On the con-

trary, tight lending standards during economic downturns tend to

exclude bad projects, thus sowing the seeds of an economic recov-

ery. These studies also support the popular view that credit mar-

kets create economic instability through the producer composition

effect (e.g. Kindleberger, 1996 ). 

In a recent work, Myerson (2012) argues there is a pressing

need for applying the insights from microeconomic theory of credit

markets to macroeconomic models of business cycles. There is un-

doubtedly a need for a deeper understanding of the forces un-

derlying macroeconomic instability, the financial sector being one
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E-mail addresses: nicolasf@uc.cl (N. Figueroa), oksana.m.leukhina@gmail.com (O. 

Leukhina). 

 

t  

https://doi.org/10.1016/j.jbankfin.2017.10.013 

0378-4266/© 2017 Elsevier B.V. All rights reserved. 
otential culprit especially in light of the recent financial crisis.

o this end, we propose a simple dynamic model with endoge-

ous lending standards and aggregate productivity, which allows

o study their interaction. 

The model dynamics is consistent with the empirical behav-

or of lending standards, default rates, entrants’ quality, investment

nd cash flows over the business cycle. In sharp contrast to related

heoretical literature – where instability is driven by some changes

aking place at producer level (intensive margin) – instability in

ur model is driven by producer composition dynamics (extensive

argin) 1 ( Section 2 ). Our focus on the extensive margin is moti-

ated by the empirical behavior of lending standards. 

Our model features private types of entrepreneurs and a com-

etitive credit market. The key idea, novel to this context, is that

n order to effectively signal their type to the financiers, produc-

ive entrepreneurs must suffer a cost. Effective signals are costly.

ndeed, if costless, signals would be easily mimicked by the un-

roductive types. The main insight that emerges from the model is

hat the signal cost is related to cash flow, and therefore, economic

undamentals. In times of high cash flow, it is easier for the un-

roductive type to mimic the productive types, and therefore the

ignal cost is greater. 

To clarify the intuition, suppose there are two types of en-

repreneurs, good ( G ) and bad ( B ). Type B is unproductive, has little
1 Matsuyama (2013) is one exception. 
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Fig. 1. Real business cycles, delinquency and charge-off rates on C&I loans Notes : the shaded areas are NBER-marked recessions. Real business cycles (RBC) are calculated 

by detrending the log of quarterly GDP data via the Hodrick–Prescott filter ( λ = 1600 ). 35 Charge-off, delinquency and net loan loss rates are calculated for all business loans 

for all U.S. commercial banks. Charge-off rate on business loans is the value of business loans removed from the books and charged against loss reserves, net of recoveries, 

measured as a percentage of average total loans, and annualized. Delinquency rate is the value of business loans that are past due at least thirty days, measured as a 

percentage of average total loans. Net Loan Loss rate is the value of loan losses, net of recoveries, measured as a percentage of average total loans. 36 
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o lose in case of default, and therefore always chooses to default.

ontracts that exclude type B (separating contracts) necessarily re-

trict investment levels for type G – this is the cost of effective

ignaling. This cost endogenously increases with economic condi-

ions: as cash flow rises, tighter investment restrictions are needed

n order to exclude type B . The particularly high signaling cost

akes separating contracts unattractive to type G in times of high

ash flow. Competition for the productive types in the financial

ector therefore results in pooling contracts, type B entrepreneurs

ntering as a side effect. 

Lending standards are suboptimally lax (relative to the stan-

ards imposed by the planner with the same informational con-

traints) when the economic conditions are strong, which allows

or greater investment at producer level, but also implies a mis-

llocation of funds. Low productivity entrepreneurs are financed

long with high productivity types, the producer composition ef-

ect sending the economy into a recession. This, in turn, creates

onditions – weak economic fundamentals and low cash flow –

onducive to the emergence of tighter lending terms, the strong

omposition effect leading to an economic recovery. Endogenous

ycles may emerge, highlighting asymmetry of information in

redit markets as a potential source of instability. 

Rajan (1994) provides evidence from financial press and

ankers’ opinions showing that projects of negative present value

re increasingly funded in economic expansions. 2 This view is also

eflected in business loan delinquency rates beginning to rise while

he economy is still expanding ( Fig. 1 ). Policy makers have also ex-

ressed concerns regarding lax lending terms in times of strong

conomic fundamentals, pointing out that as much as 80% of new

oan applications get approved without a formal projection of the

orrowers’ future performance (e.g. Supervisory letter SR 98-18 of

he Board of Governors). Consistent with our model’s insight, the

etter quotes “intense competition to attract customers” combined
2 Financing of ex-ante bad projects is probably best exemplified with the dot-com 

ania of the late nineties and the recent subprime mortgage lending. 

C

e

ith the presence of adverse selection as the reason behind the

ending terms easing. Our explanation complements the explana-

ion in Rajan (1994) , based on banks’ rational manipulation of cur-

ent earnings. Note that information asymmetry is crucial for un-

erstanding the suboptimally lax standards and financing of ex-

nte bad projects. 

Ideally, if loan-level data were publicly accessible, we would ex-

lore the importance of cohort effects in accounting for the delin-

uency rate dynamics. The aforementioned papers some of which

ork with loan-level data would argue that delinquency rates in-

rease during expansions at least partly because of the most re-

ent borrowers, i.e. selection effects. After all, strong economic

onditions should benefit the incumbent borrowers. To drive our

oint further though, we obtained data on Moody’s rated corpo-

ate bonds and loans which exhibit similar delinquency dynamics

ver the cycle. Specifically, we use cumulative issuer-weighted de-

ault rates by year and by annual cohort (1970–2008) 3 to estimate

ohort effects on default probability. To do so, we regress the year-

pecific default rate on the cohort age, age squared, economic con-

itions 4 and the cohort effect. Fig. 2 plots the obtained cohort ef-

ects together with the business cycle at the time of debt issuance.

he data suggest that debt issued near the end of economic expan-

ions is most likely to be defaulted upon. 

In Section 4 , we discuss a simple extension to three types of

ntrepreneurs, which more clearly marks the periods of economic

xpansions and recessions thereby helping illustrate the empiri-

al relevance of the mechanism. The dynamics of cash flows, in-

estment, credit lines and default rates all conform to their em-

irically observed behavior along the cycle. Expansions last longer

han recessions, as in the data. In our model, the relatively high en-

rant quality in troughs is a result of tight financing terms. Consis-
3 The data is retrieved from Moody’s Special Comment, Global Credit Policy –

orporate Default and Recovery Rates, 1920–2008, Februrary 2009. 
4 We use the contemporaneous change in the real business cycle to proxy for the 

conomic conditions. 
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Fig. 2. Real business cycles and cohort effects on default of Moody’s rated securities. Notes : Moody’s rated corporate bonds and loan issuers. Specifically, we use cumulative 

issuer-weighted default rates by year and by annual cohort (1970–2008) 37 to document cohort effects on default probability. To do so, we regress the year-specific default 

rate on the cohort age, age squared, economic conditions 38 and the cohort effect. The figure plots the obtained cohort effects together with the business cycle at the time of 

debt issuance. The data suggest that debt issued near the end of economic expansions is most likely to be defaulted upon. 
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n  
tent with our model’s implications, Lee and Mukoyama (2012) doc-

ument that manufacturing plants that enter under weak eco-

nomic conditions are of significantly higher quality. 5 Conversely,

the worst types enter production at the very peak. This producer

composition dynamics along the cycle is what allows the model to

provide insight into the cyclical behavior of default rates, observed

in the data. 

Our assumption of adverse selection best captures the situation

in financial markets (both debt and equity finance) for informa-

tionally opaque firms where collateralizable wealth is not read-

ily available. These markets serve relatively recent entrants along

with mature businesses that lack audited financial statements. 6 

Although it is impossible to quantify the precise contribution of

these firms to aggregate productivity variation over the business

cycles, it is clear that their contribution is important. One piece

of evidence is that startups account for a large part of the cyclical

component of job creation, a statistics measured with less ambigu-

ity than productivity. Lee and Mukoyama (2012) document that, in

manufacturing, job creation by startups in booms exceeds the net

job creation of preexisting firms. More generally, small business ac-

counts for 60–80% of the aggregate job creation/destruction. 7 

Our model is consistent with Hyman Minsky’s idea that finan-

cial markets “cause” economic instability (e.g. Minsky, 1992 ). As

in his financial instability hypothesis, recently popularized by me-

dia coverage, periods of economic expansions result in lower lend-

ing standards applied by profit-seeking banks, which consequently
5 This can be thought of as a variant of the cleansing effect of recessions tran- 

spiring through the entry margin. The traditional view of cleansing roles of re- 

cessions envisioned recessions as opportunities to engage in restructuring and has 

been challenged by Caballero and Hammour (2005) . 
6 Similar systematic behavior of equity financing terms is documented in venture 

capitalist markets ( Gompers et al., 2008 ), and we show later that our model can be 

also applied to these markets. 
7 Small business is formally defined as firms with fewer than five hundred em- 

ployees. The data are retrieved from the U.S. Small Business Administration, Office 

of Advocacy. 

k  

p  

s  

t  

n  
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S

eads to the entry of low quality borrowers, upsurge in default

ates and onset of economic recessions. However, Minsky’s theory

pplies to financial markets where collateral is available and heav-

ly relies on speculative beliefs regarding future collateral values.

ur theory is complementary because it applies to financial mar-

ets where collateral is unavailable and highlights forces that do

ot rely on speculative expectations – all agents are perfectly ra-

ional. 

The rest of the paper is organized as follows.

ection 2 overviews related literature. In Section 3 , we intro-

uce the general model, derive static equilibrium contracts for

iven prices and define the dynamic general equilibrium. In

ection 4 , we study a fully dynamic economy with externalities in

he production sector and analyze endogenous lending terms and

roductivity cycles. Production externality is assumed for the pur-

ose of shutting down cash flow movements due to the price of

apital. This greatly simplifies our analysis without compromising

uch insight. 8 In Section 5 , we show that the results are robust

o endogenizing the amount of loanable funds. We conclude in

ection 6 . 

. Related literature 

Literature that brings together credit market frictions and eco-

omic activity predominantly focuses on the role of financial mar-

ets in amplifying exogenous productivity shocks. 9 While the am-

lification mechanism is also present in our model, our empha-

is is on the existence of the opposite effect working through

he composition of producers. A prominent amplification mecha-

ism is due to Bernanke and Gertler (1989) , where the borrowers’

alance sheets amplify exogenous external shocks in a model of
8 The general model with no externalities was analyzed in an earlier version of 

his paper. See supplemental notes, Figueroa and Leukhina (2015) for the results. 
9 The early theoretical models on informational frictions in credit markets are 

tiglitz and Weiss (1981) , Bester (1985) and De Meza and Webb (1987) . 
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ostly state verification. 10 Economic upturns improve the borrow-

rs’ net worth, which lowers agency costs of financing investment,

ncreases investment and hence amplifies upturns. The increase in

utput comes through both the intensive margin (output per pro-

ucer) and extensive margin (more producers). A similar amplifi-

ation mechanism is also present in our model at the intensive

argin: higher cash flow leads to less screening and hence greater

utput per producer. In Kiyotaki and Moore (1997) , enforcement

ssues imply that debt is collateralized. A temporary shock that

ncreases a credit-constrained firm’s net worth enables more bor-

owing, investment rises propagating the effect of the shock. 11 In

ampini (2004) , entrepreneurial activity, which consists of engag-

ng in risky but productive, in expected terms, projects increases

t peaks. Other studies in this strand include Williamson (1987) ,

reenwald and Stiglitz (1993) , and Bernanke et al. (1999) . 12 

Our paper is closer to the strand of literature that highlights

he role of credit market frictions in reverting aggregate produc-

ivity trends. In contrast to our paper, this literature almost exclu-

ively focuses on the intensive margin, that is, productivity at pro-

ucer level responds to the economic fundamentals in a way that

enerates economic instability. Most papers emphasize the role

f moral hazard. Suarez and Sussman (1997) , for example, extend

tiglitz and Weiss (1981) to include three overlapping generations.

uring booms, old entrepreneurs sell high quantities and, as a con-

equence, prices are low, implying low revenues for the young en-

repreneurs and therefore a greater need for external financing.

his generates excessive risk-taking at producer level, booms lead-

ng to busts. In Reichlin and Siconolfi (2004) , entrepreneurs have

 choice between safe and risky projects, the latter yield less in

xpected terms due to higher setup costs. When loanable funds

re abundant, credit markets induce risky production, higher setup

osts leading to a recession. In Favara (2012) , monitoring is re-

axed when entrepreneurs’ net worth is high, because financiers’

xposure to risk is low. This prompts entrepreneurs to engage in

rojects that yield higher private benefits but less profit, sending

he economy into a recession. 13 

Also belonging to this strand, Azariadis and Smith (1998) and

artin (2008) highlight the role of adverse selection in generat-

ng instability via its effect on producer-level investment, rather

han via its effect on producer composition as in this paper. The

ormer presents financial regime switches driven by changes in

avers’ expectations of the future interest rate. In the latter work,

nstability arises due to the presence of an interesting tradeoff be-

ween loan size and collateral as screening tools. Separating con-

racts with stricter lending terms arise at the top of the cycle, im-

lying low investment. The low investment then causes the down-

urn in the economy. The opposite is true in our model: lending

tandards are lax and investment is high at the top of the cycle,

onsistent with empirical evidence. It is the entry of low produc-

ivity entrepreneurs at the top that drives the economy down. 

Our paper complements this strand by emphasizing the role

f adverse selection in generating economic instability via its ef-

ect on producer composition – the extensive margin. Our fo-

us on producer composition is motivated by the systematic be-

avior or lending terms observed in the data, which is bound

o affect producer composition. The importance of compositional
10 Carlstrom and Fuerst (1997) study the mechanism in Bernanke and 

ertler (1989) quantitatively. 
11 See Cordoba and Ripoll (2004) for quantitative analysis. 
12 Several studies study the impact of shocks to credit markets on economic ac- 

ivity (See Gertler and Kiyotaki, 2010 ). Khan and Thomas (2017) study the effects 

f a temporary tightening of lending standards. Jermann and Quadrini (2012) view 

nancial sector shocks as a source of business cycles. 
13 In Myerson (2012) and Boissay et al. (2013) , macroeconomic instability is driven 

y moral hazard in financial intermediation. 

a  

t  

i  

f

i

t

w

ffects in generating economic instability is also emphasized in

atsuyama (2013) . In that paper, projects differ in the externality

hey generate for the net worth of future entrepreneurs. Projects

hich do not generate any positive externality are subject to the

orrowing constraint. Therefore, relatively more (less) credit is al-

ocated to these projects when the net worth is high (low). In

he present study, compositional effects are driven by qualitative

hanges in the nature of financial contracts, as determined by the

roblem of informational asymmetry. 

Although our goal is to study the interaction of lending stan-

ards and economic conditions, we also contribute to the strand

f literature that focuses on explaining the strong dependence

f lending terms on economic conditions. The explanation in

erger and Udell (2004) invokes changing ability of loan officers. In

ell’ariccia and Marquez (2006) , the cost of screening rises in ex-

ansions due to an influx of unknown borrowers. In Ruckes (2004) ,

he pool of applicants at the top of the cycle is too good to war-

ant costly screening. Figueroa and Leukhina (2015) emphasize the

ole of production complementarity between economic conditions

nd the desired loan size, which makes screening too expensive in

imes of strong economic fundamentals. 

. The model 

.1. Environment 

Consider a model economy where time is discrete and in-

exed by t = 0 , 1 , 2 , . . . . It is populated with overlapping genera-

ions of entrepreneurs who live for two periods and there exist

wo types of goods: consumption and capital. Generations rep-

esent the length of a financial contract. Only when young, en-

repreneurs are endowed with a unit of time and ability to im-

lement projects that produce capital. They enjoy utility from con-

uming when young and old, according to homothetic preferences

epresented by u ( c y , c o ). 14 A savings technology is available to

hem at the risk free rate R f . 

The consumption good is produced by a continuum (of measure

) of infinitely lived competitive firms. Further assuming a con-

tant returns to scale technology, F ( K t , L t , t ) = A t K 

β
t L 

1 −β
t , allows us

o restrict attention to an aggregate firm. We assume that capital

epreciates upon use and that capital used in period t production

ust be purchased from young entrepreneurs in period t − 1 , at

he price ρt . The aggregate firm can borrow at the risk free rate

 f . 
15 

Capital goods are produced by young entrepreneurs of unob-

ervable type i ∈ { G, B } that differ in productivity. Each generation

onsists of measure μ of type G and measure 1 − μ of type B .

ach entrepreneur can implement a project within a single pe-

iod, but in two stages. Projects do not require time, and there-

ore all entrepreneurs will inelastically supply their unit of time to

he consumption good sector, earning w t . The production technol-

gy is linear, transforming investment (in terms of the consump-

ion good) into capital at the rate f i in the first stage and g i in the

econd stage. Both stages are subject to a 1 unit minimum invest-

ent. We assume that type G is always more productive than type

 and that projects are relatively unproductive in stage 1. These

ssumptions capture the essence of entrepreneurial production, i.e.

hat there are up-front costs that need to be covered prior to see-

ng positive returns to investment. More importantly, the presence
14 Consumption takes place at the end of each period. Homotheticity is needed to 

acilitate the model extension in Section 6 . 
15 Because the optimal input K t must be determined in period t − 1 , at the time of 

ts purchase, the firm must then form beliefs about the next period wage w t . Given 

he price ρt and beliefs w t , the optimal inputs K t , L t solve max 
K t ,L t 

A t K 
β
t L 

1 −β
t − R f ρt K t −

 t L t . 
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of the two production stages is what will allow the banks to dif-

ferentiate between the two types based on their initial cash flows.

Formally, 

Assumption 1. Type G is more productive: f B < f G , g B < g G . 

Assumption 2. Second stage production is relatively more produc-

tive: ρt f i < 1 < ρt g i . 
16 

There is a competitive banking sector that loans investment

funds to young entrepreneurs and has access to a risk free sav-

ings technology at rate R f . Each period, banks are endowed with

2 μ units of loanable funds, exactly the amount of the minimum in-

vestment needed to implement all type G projects. This particular

amount is assumed for analytical simplicity. We relax this assump-

tion by endogenizing the supply of loanable funds in Section 5 . A

risk-free savings technology is available to the banks at rate R f . 

Loan contracts are signed in the beginning of entrepreneurs’

lives. We assume that whenever financing is provided, banks can

ensure that entrepreneurs engage in production, i.e. invest the

minimum required amount. This can be justified by the availabil-

ity of a monitoring technology. The lack of collateralizable wealth

and business idea screening technology severely restricts the abil-

ity of banks to screen entrepreneurs. This leads us to consider loan

contract offers of the form ( δt,i , R t,i ). If a young entrepreneur i en-

ters into a contract characterized by ( δt,i , R t,i ), he receives 1 unit

of funds to be used in the first stage of production. He receives

another unit of funds in the beginning of the second stage, condi-

tional on paying δi towards the loan balance, and owes the bank

the remaining balance 2 R t,i − δt,i at the end of the period. Ability

to pay δt,i is informative of one’s cash flow, and therefore allows

for effective screening. 

It is important to note that we lose no generality by consider-

ing contracts that pay 1 unit at each stage. A more general contract

would specify the amounts loaned at each stage, and we show in

the first proof of the appendix that allowing for more general con-

tracts will lead to equilibrium contract offers that pay 1 unit at

each stage. 17 

The early payment δt,i captures the key idea of this paper – that

a costly signaling device is needed to gather “hard evidence” about

the entrepreneur’s type. 18 The early payment δt,i constrains over-

all investment by limiting the amount of cash flows that can be

reinvested in second stage production. 

What kind of contract menus {( δt,i , R t,i )} i are offered in equilib-

rium is discussed below. We will interpret { δt,i } i observed in equi-

librium as the stylized version of lending standards. 

In addition, we assume that type B agents have the ability to

abscond with the proceedings of their production at the end of the

period, and therefore never repay their loans. Our assumption that

default can take place only at the end of the second stage cap-

tures the idea that it is more difficult to hide income during initial
16 Several of the assumptions involve an endogenous variable, such as ρt in this 

case. These are all made parametric in Section 4 . 
17 Intuitively, back-loaded contracts, i.e. those offering 1 − ε i and 1 + ε i in the two 

stages of production, where εi > 0, are ruled out immediately as they preclude pro- 

duction. Front-loaded contracts that offer 1 + ε i in the first stage and 1 − ε i in the 

second stage do not benefit type G because second period production is more prof- 

itable. However, they make entry more affordable for type B . This tightens the self- 

selection constraints on G and participation constraint on banks. 
18 If signals are costless, they can be easily mimicked by low productivity en- 

trepreneurs, and therefore contain no informational value. In our context, for ex- 

ample, δ would be costless if banks compensated entrepreneurs for δ with a larger 

future loan. In this case, there would be scope for mutually beneficial arrangements 

that would allow low productivity types to borrow money from a short-term lender 

in order to pay δ. The extra funds that compensate for δ could then be used to pay 

off the short term lender. 

c  

a  

b

W  

b

s

w

w

u

m

t

t

tages of production. 19 Type G agents lack the ability to abscond

ith money and repay in full. 20 

The financial structure of capital producing firms is irrelevant

n our environment, because project returns are deterministic. 21 

hether the financing is done through debt, equity, or a mix of

oth, the results go through. Equity contracts would be character-

zed with dividend payouts at the end of each stage. Discrimination

f types would be done via the first dividend payout. Therefore,

ur setup is applicable to equity markets with adverse selection

uch as, for example, venture capital markets. 

As a final remark regarding the model setup, we designed a

imple theory which allocates an important role to the interaction

f cash flow and financial markets. With cash flow of time t capi-

al producers (as determined by w t or ρt+1 ) evolving endogenously

hrough time, the cost of effective signaling will also evolve en-

ogenously through time, determining the level of screening em-

loyed in equilibrium at a particular point in time. Although we

hose to model cash flow as arising from the wage and capital in-

ome, a number of other modeling choices would suffice (e.g. in-

ome from land holdings). 

.2. Entrepreneurs’ optimization 

We now discuss the entrepreneurs’ choices and the static finan-

ial market equilibrium. A young entrepreneur of type i can save,

o he maximizes utility u 
(
c 

y 
t,i 

, c o 
t+1 ,i 

)
subject to the lifetime budget

onstraint c 
y 
t,i 

+ c o 
t,i 

R −1 
f 

= W t,i , where W t,i denotes his net worth at

he end of their young period. For a given contract offer ( δt,i , R t,i ),

age w t and capital price ρt+1 , type i will choose whether or not

o accept the financial contract offer and engage in production or

hoose the outside option. 

We will drop the time scripts for convenience as we discuss

he static aspects of the equilibrium, until reintroducing them in

ection 3.4 where equilibrium dynamics is analyzed. 

Note that the outside option is to earn wages, which yields

 i = w. Because default is only possible at the end of the period, it

mmediately follows that type B chooses the outside option when-

ver the early loan payment is unaffordable, δB < w + ρ f B . If the

arly payment is affordable, type B chooses between the outside

ption and entering the contract to default, selecting the option

hat yields the highest net worth: 

 B = max { w, ρg B ( 1 + w + ρ f B − δB ) } . (1)

o understand the above, recall that Assumption 2 ensures that

ll the proceeds left after making the payment δB , that is 1 + w +
f B − δB , are reinvested into second stage production, which yields

apital at the rate g B . At the end of the period, type B sells his cap-

tal at the price ρ and walks away with the proceeds. 

Likewise, whenever type G can afford δG , it chooses between

he outside option and entering the contract to repay. The latter

ption yields the payoff ρ( 1 + w + ρ f G − δG ) g G − ( 2 R G − δG ) be-

ause after selling his capital, type G repays the remaining loan

mount 2 R G − δG . The end of period net worth of type G is given

y 

 G = max { w, ρg G ( 1 + w + ρ f G − δG ) − ( 2 R G − δG ) } . (2)
19 This essentially means that in case of default at the end of the first stage, the 

ank seizes the entire wealth. 
20 It is straightforward to endogenize the default choice by assuming that banks 

eize a fraction of output in case of default. The bounds on productivity parameters 

ould then ensure the desired default outcomes: G would choose to default if it 

ere sufficiently productive and B would choose to default if it were sufficiently 

nproductive. This was done in the previous version of this paper, without adding 

uch insight to the results. 
21 In related literature, the reason why one type of finance is preferred over 

he other, depending on the state of the economy, is due to the interplay of en- 

repreneurs’ net worth and uncertainty of project payoffs. 
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Clearly, the optimal choice will depend on the actual produc-

ivity parameters and equilibrium prices. In order to illustrate the

roposed mechanism, we require that type B is sufficiently pro-

uctive to choose entry in the case of affordable δ. Note the bound

epends on equilibrium prices w and ρ . It is made parametric in

ection 4 where the dynamic equilibrium is discussed. 

ssumption 3. Type B enters whenever the loan contract is afford-

ble. Assume ρg B ≥ w whenever δB ≤ ˜ δ, where ˜ δ denotes the max-

mum early loan payment affordable by type B , 

˜ ( w, ρ) := w + ρ f B . (3)

In what follows, we proceed to characterize the financial equi-

ibrium. We show that exactly one of the two types of contracts

ill emerge in equilibrium: either contracts offering the same

erms to both types or contracts where type B is excluded from

nancial markets. In other words, a separating equilibrium will

ecessarily entail an exclusion of type B from financial markets

 Lemma 1 ). What type of equilibrium emerges will crucially de-

end on the state of the economy, most importantly, its impli-

ations for cash flow constraints faced by young entrepreneurs

 Proposition 1 ). 

.3. Financial market equilibrium 

We now characterize the financial market equilibrium for given

rices w and ρ . As is known from Rothschild and Stiglitz (1976) ,

n equilibrium may not exist in the context of competitive mar-

ets with adverse selection. In short, if separating contracts are

referred by the good type, an equilibrium exists. If, however,

ooling contracts are preferred by the good type, competition im-

oses a zero-profit condition which induces cross-subsidization,

nd this implies that a bank offering such a contract is exposed

o cream-skimming from a competitor targeting the good clients.

ellwig (1987) resolved this dilemma by incorporating a third

tage into the game, so that after banks have offered contracts

nd agents have applied, banks have the possibility to reject their

pplicants. Using the concept of sequential equilibrium, Hellwig

roved that the pooling equilibrium that maximizes the utility of

he good type subject to the zero-profit condition can be sustained.

rawing on this result, we follow the standard practice of finding

he equilibrium contract pair among the feasible menu as the one

hat maximizes the utility of type G . 

efinition 1. For ρ and w , the financial market equilibrium is

iven by contracts ( δG , R G ), ( δB , R B ) s.t. (1) they induce self-

election and participation by entrepreneurs and participation by

anks, (2) banks make zero profits, (3) ( δG , R G ) is the best loan

ontract for type G among the contract menu {( δG , R G ), ( δB , R B )}

atisfying (1) and (2). 

The next lemma states that financing of both types cannot oc-

ur under distinct contracts. In other words, if distinct contracts

re offered to the two types, then the contract offered to type B

ecessarily excludes him from financial markets. Intuitively, if both

ypes receive financing through different contracts ( δG , R G ) � = ( δB ,

 B ), self-selection implies that δB ≤ δG , or else B would choose the

ontract offered to G . Suppose δB < δG . The pooling contract ( δB ,

 

G ) offered to both types ensures zero profit for the bank because

ollections from each type are unchanged. Because this contract is

trictly preferred by type G , we arrive at a contradiction and con-

lude that δB = δG . The interest rate must also be the same to en-

ure self-selection by G . 22 
22 Technically speaking, it is possible to have R B ≥ R G in equilibrium. Because type 

 does not care about the interest rate, we restrict attention to equality without any 

oss of generality. 

p

μ

emma 1. If δB < 

˜ δ(w, ρ) , then (δB , R B ) = (δG , R G ) . Otherwise, type

 is excluded from financial markets. 

roof. See the appendix. �

It follows that the only way for type B to be financed is through

 pooling contract, and we can restrict attention to contract pairs

hat either specify identical contracts for both types (a pooling

ontract), or specify different contracts with non-participation of-

ered to type B . Therefore, it suffices to focus on a single contract

 δ, R ) offered to type G that either pools or excludes type B . Type B

ntrepreneurs are excluded by contracts with δ ≥ ˜ δ(w, ρ) , and in-

luded otherwise. We drop type-dependence at this point to sim-

lify notation. 

The zero profit condition pins down the interest rate on

ny contract characterized by a given δ ≥ 0. If δ ≥ ˜ δ(w, ρ) , only

ype G enters, and R = R f . Note that type G will strictly prefer

˜ δ(w, ρ) , R f 
)

to any other separating contract because his payoff

ecreases in δ. This is seen clearly from (2): cash flows not spent

n δ are reinvested and yield a positive return in stage two pro-

uction (Assumption 2 ). Hence, we can eliminate contracts with

> 

˜ δ(w, ρ) as potential equilibrium outcomes. 

For δ < 

˜ δ(w, ρ) , type B prefers to enter production. Because

ypes are unobservable, loanable funds (2 μ in total) are disbursed

ccording to the distribution of types in the population, with each

ntrant obtaining 2 units of funds in total. Hence, a proportion μ2 

f entrepreneurs of type G and a proportion ( 1 − μ) μ of type B are

nanced. Loan payments collected consist of full repayment from

ype G entrepreneurs, 2 μR , and the early payment (1 − μ) μδ col-

ected from type B . The opportunity cost of loaning out funds is

nvestment into risk free technology, 2 μR f . Hence, the interest rate

n this pooling contract is the solution to the zero profit condition:

2 2 R + (1 − μ) μδ = 2 μR f . (4)

Therefore, the interest rate consistent with the zero profit con-

ition is summarized by 

 ( w, ρ, δ) = 

{ 

R f 

μ
− (1 − μ) 

2 μ
δ if δ < 

˜ δ(w, ρ) 

R f , if δ = 

˜ δ(w, ρ) 

, (5) 

here we solved (4) for R . Note that R ( w, ρ , δ) decreases in δ in

he interval [0 , ̃  δ( w, ρ) ) where both types are financed. This is be-

ause δ is collected early, prior to default, and therefore an increase

n δ raises the banks’ total collection from type B and thus requires

 lower cross-subsidy from type G . 

Therefore, among the contracts satisfying (1) and (2) from the

quilibrium definition, the relevant set is of the form 

(w, ρ) ≡
{
( δ, R ( w, ρ, δ) ) | δ ≤ ˜ δ(w, ρ) , G enters 

}
. 

Assumption 4 (a), stated below, ensures that an increase in δ
ndeed lowers the payoff to type G , i.e. that our model captures

he idea that, in loan markets where information is hard to gather,

redible signaling is costly, and the cost is borne by the produc-

ive type. It requires that investment in second stage production

ust be sufficiently profitable so that the net worth reduction im-

lied by the direct effect of increasing δ (which effectively con-

trains reinvestment in second stage production) is not offset by

he gain in net worth due to the lower interest rate (the indirect

ffect). Precisely, this assum ption is obtained by setting dW G / d δ < 0

nd simplifying. 23 This assumption effectively establishes a lower

ound on type G ’s productivity. Assumption 4 (b) ensures G 

′ s entry

nd therefore guarantees that the set �( w, ρ) is non-empty. 
23 Using the payoff definition (2), we obtain dW G 
dδ

= −ρg G − 2 ∂R 
∂δ

+ 1 for the case of 

ooling, where ∂R 
∂δ

= − 1 −μ
2 μ as seen from (5). Setting dW G 

dδ
< 1 and simplifying gives 

ρg G > 1. 
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Fig. 3. Equilibrium contract determination (for given w and ρ). Notes : this figure 

illustrates the determination of the financial contract as a contract that maximizes 

utility of type G entrepreneur subject to the banks’ zero profit condition. The indif- 

ference curves for type G entrepreneur indicate that utility decreases in the interest 

rate R and the early loan payment δ . In this particular case, the utility is maxi- 

mized by offering a separating contract, which requires a high early loan payment 
˜ δ(in order to exclude type B ) but offers a low interest rate. In this case, the slope 

of the iso-profit line (IPS) is steeper than the slope of the indifference curves. 
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Assumption 4. Suppose the following conditions hold for prices

w, ρ : a). Signaling is costly: μρg G > 1, b). Type G participates:

μρg G + ρ f B ≥ 2 R f . 

The following lemma shows that the set �( w, ρ) is indeed non-

empty. Whether the contract offers pool the two types or separate

them, type G enters the financial contract and repays. 

Lemma 2. The following results hold: 

1. For any δ < 

˜ δ(w, ρ) , the pooling contract ( δ, R ( w, ρ , δ)) induces

G 

′ s entry. Moreover, R ( w, ρ , δ) > R f . 

2. The separating contract ( ̃  δ(w, ρ) , R f ) induces G 

′ s entry. 

Therefore, we have characterized the set of loan contracts that

induce self-selection and participation by entrepreneurs and banks

and ensure that banks make zero profits. According to the defi-

nition of the financial market equilibrium, it remains to identify

which contract among these maximizes the payoff for type G . 

Under any contract, for given prices ( w, ρ), the net worth ob-

tained by type G is given by ρ(g G + ( w + ρ f G − δ) g G ) − ( 2 R − δ) .

Therefore, the equilibrium contract offered by banks is a solution

to 

max 
( δ,R ) 

ρ( g G + ( w + ρ f G − δ) g G ) − ( 2 R − δ) 

s.t. R = R ( w, ρ, δ) , 

where R ( w, ρ , δ) is given by Eq. (5) . 

This problem, which yields the equilibrium financial contract, is

summarized by the feasible set (zero-profit condition) and type G

indifference curves, depicted in Fig. 3 . Indifference curves describ-

ing his trade-off between R and δ, given current prices, have the

slope 

ICS := −ρg G − 1 

2 

< 0 , (6)

which is negative by Assumption 2 . Moreover, the indifference

curves become steeper as ρ rises. Intuitively, as capital sells for

a higher price, the cost of foregone investment associated with
rises, and type G requires a greater reduction in R to com-

ensate for a given rise in δ. The solution depends on the rela-

ive size of ICS and the slope of the line connecting the following

wo points on the lender’s zero-profit curve: the pooling contract

(δ, R ) = (0 , R (w, ρ, 0)) and the separating contract ( ̃  δ(w, ρ) , R f ) .

e call this slope IPS , the first two letters referring to the iso-

rofit, 

P S := −R ( w, ρ, 0 ) − R f 

˜ δ( w, ρ) 
< 0 . (7)

Fig. 3 depicts the solution to this linear banking problem: the

ooling contract (0, R ( w, ρ , 0)) is offered if ICS < IPS , and the sepa-

ating contract ( ̃  δ(w, ρ) , R f ) is offered otherwise. In the figure, the

ndifference curves are drawn relatively flat, which leads to a sep-

rating equilibrium. The figure also clarifies that in times of high

ash flows (high w and ρ), ˜ δ( w, ρ) would increase making screen-

ng more expensive for type G . As a result, IPS would flatten and

ay lead to a pooling equilibrium where screening is completely

bandoned. 

Under separation, total capital production is carried out by

easure μ of type G entrepreneurs: 

 s ( ρ) = μ
(

f G + g G + (ρ f G + w − ˜ δ(w, ρ)) g G 
)

= μ( f G + g G + (ρ( f G − f B ) ) g G ) . (8)

Under the pooling contract, measure μ2 of type G en-

repreneurs and measure μ(1 − μ) of type B entrepreneurs ob-

ain financing and enter production. Since the production of type

 under the contract that involves no early payment is given by

f i + g i + (ρ f i + w ) g i , the total capital production is given by 

 p ( w, ρ) = μ2 ( f G + g G + (ρ f G + w ) g G ) 

+ μ(1 − μ) ( f B + g B + (ρ f B + w ) g B ) . (9)

The following proposition summarizes these results. 

roposition 1. Financial Equilibrium, for given prices. If 
1 −ρg G 

2 ≥
R (w,ρ, 0) −R f 

˜ δ( w,ρ) 
, then a separating contract ( ̃  δ( w, ρ) , R f ) is offered, and

otal capital production is given by (8) . Otherwise, a pooling contract

0, R ( w, ρ , 0)) is offered, and total capital production is given by ( 9 ). 

roof. Follows from the above discussion. �

.4. Dynamic general equilibrium 

We characterized the financial market equilibrium and derived

apital production for given prices. As usual, prices are determined

ndogenously, but in this case the consumption good firms produc-

ng in period t + 1 must also form beliefs in period t about wages

 t+1 , which are not announced in period t but influence the de-

ision about the demand for capital k t+1 . These beliefs must be

onsistent with the actual wages, which in turn must clear the la-

or market in period t + 1 , given the total capital k t+1 purchased

y the consumption good sector. 

An expectation about future wages can then be seen as an ex-

ectation about the future level of capital k t+1 , which must be

onsistent with the actual decisions of entrepreneurs and firms in

eriod t . 

efinition 2. A dynamic equilibrium for given k 0 is given by

equences of prices { w 

∗
t , ρ

∗
t } ∞ 

t=0 
, capital levels { k ∗

t+1 
} ∞ 

t=0 
, beliefs

k ′∗t 
}∞ 

t=0 
and contracts 

{
R ∗t , δ

∗
t 

}∞ 

t=0 
such that the following holds: 

• Expectations are rational, i.e. consistent with equilibrium out-

comes: k ′∗t = k ∗
t+1 

. 

• Prices w 

∗
t = A t (1 − β) k 

∗β
t and ρ∗

t+1 = A t+1 β
(
k ′∗t 

)β−1 
/R f satisfy

Assumptions 3 and 4 . 
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• Contracts and capital production, for given prices, are deter-
mined as in Proposition 1 : 

( δ∗
t , R 

∗
t ) = 

⎧ ⎨ 

⎩ 

( ̃ δ
(
w 

∗
t , ρ

∗
t+1 

)
, R f ) if 

1 − ρ∗
t+1 g G 

2 
≥ −

R 
(
w 

∗
t , ρ

∗
t+1 , 0 

)
− R f 

˜ δ
(
w 

∗
t , ρ

∗
t+1 

)
(0 , R 

(
w 

∗
t , ρ

∗
t+1 , 0 

)
) otherwise 

, 

where ˜ δ( w, ρ) is defined in (3) and R 
(
w 

∗
t , ρ

∗
t , 0 

)
is defined in (5); 

k ∗t+1 = 

⎧ ⎨ 

⎩ 

k s 
(
ρ∗

t+1 

)
if 

1 − ρ∗
t+1 g G 

2 
≥ −

R 
(
w 

∗
t , ρ

∗
t+1 , 0 

)
− R f 

˜ δ
(
w 

∗
t , ρ

∗
t+1 

)
k p 

(
w 

∗
t , ρ

∗
t+1 

)
otherwise 

, 

where k s ( ρ) and k p ( w, ρ) are given by (8) and (9). 

. Equilibrium characterization with constant capital prices 

In order to effectively illustrate the insights offered by our

odel, we assume the presence of a productivity externality in

onsumption good production due to the size of the economy:

 t = K 

1 −β
t . This assumption ensures that the price of capital is con-

tant, while the wage w t varies linearly with the capital level k t : 

t = β/R f and w t = ( 1 − β) k t . (10)

Because the price of capital is constant and cash flows change

nly due to the labor income variation, k t is the only state vari-

ble and expectations about future capital do not play any role.

he solution and intuition are easy to obtain in this case, without

ompromising much insight. Higher wages raise the level of the

arly payment needed for effective screening, implying that, for

igh states of the economy, screening is abandoned, and pooling

ontracts emerge in equilibrium. The composition of entrepreneurs

eteriorates as a result, bringing about sufficiently low levels of

apital and wages that deem screening inexpensive, and therefore

eading to separating contracts. 

The consumption good output production simplifies to

 ( K t , L t , t ) = k t . Because capital depreciates upon use by the

onsumption good firm, we think of it as an intermediate good

nd do not count it in the model measure of total output. 24 It is

hen clear that capital, final good (i.e. consumption good) output,

ts productivity ( A t ) and wages will all move together, so it suffices

o focus our discussion of model dynamics on k t alone. 

To simplify, let R f = 1 . Drawing on the earlier derivation of

quilibrium contracts for given prices, we first obtain equilibrium

ontracts as a function of the state variable k t . The minimum early

ayment that accomplishes separation becomes 

˜ ( k t ) = ( 1 − β) k t + β f B 

nd the maximization problem that determines the equilibrium

ontract, for a given k t , simplifies to 

ax 
( δ,R ) 

ρ( g G + ( (1 − β) k t + β f G − δ) g G ) − ( 2 R − δ) 

s.t. R = R (k t , δ) = 

{ 

R f 
μ − (1 − μ) 

2 μ
[ δ + (1 − α) β( g B + ( (1 − β) k

R f , 

Expressions (6) and (7) now become ICS = −βg G −1 
2 and IP S =

R (k t , 0) −R f 
˜ δ( k t ) 

. Proposition 1 , which characterized contracts offered

n equilibrium, can be now expressed in terms of k t . If 
1 −βg G 

2 ≥
R ( k t , 0 ) −R f 

˜ δ( k t ) 
, then a separating contract ( ̃  δ( k t ) , R f ) is offered. Oth-

rwise, a pooling contract (0, R ( k t , 0)) is offered. 

Fig. 4 illustrates the equilibrium contract determination for two

ifferent levels of capital, low and high, and clarifies the main intu-

tion for the link between the state of the economy and stringency
24 One could include it without changing any important insights, but the exposi- 

ion would get more tedious. 

 

o  

g  
f B − δ) g B ) ] , if δ < 

˜ δ( k t ) 

if δ = 

˜ δ( k t ) 

. 

f lending standards. Note that ICS is independent of k t , while IPS

ncreases in k t , thus leading to the selection of separating contracts

or low levels of k t and pooling contracts for high levels of k t . Intu-

tively, cash flow increases with the state of the economy, thereby

mproving the ability of low productivity types to make loan pay-

ents and raising the payment ˜ δ( k t ) that keeps type B out. This

aises the cost of effective screening, captured as an endogenous

estriction on type G 

′ s investment imposed by ˜ δ( k t ) . Therefore,

hen economic fundamentals are strong and cash flow is high,

eparation is particularly unattractive to G as it requires a very ex-

ensive signal. 

There is a threshold k̄ dividing the state space into regions of

ooling and separating contracts. 

emma 3. Define k̄ = 

( 1 −μ) 
μ( 1 −β) 

2 R f 
βg G −1 

− β
1 −β

f B . For k t > k̄ , a pooling

ontract is selected, while for k t ≤ k̄ , a separating contract is selected.

roof. The result follows immediately from k̄ being the unique so-

ution to 
βg G −1 

2 = 

R (k t , 0) −R f 
˜ δ( k t ) 

. �

We explained how changes in cash flow help interpret the em-

irical link between the state of the economy and the stringency of

ending standards. We now discuss the implications for productiv-

ty dynamics. Screening out the bad projects becomes more costly

n expansions, which leads to the selection of pooling contracts.

his outcome is suboptimal from the point of view of the plan-

er facing the same informational constraints. Low productivity

ntrepreneurs enter production alongside the productive type, the

omposition effect setting off a recession. This situation, in turn,

ventually generates conditions – a low enough level of capital and

ash flow – conducive to the emergence of separating contracts

hat exclude low productivity entrepreneurs from production. Opti-

ality is restored, higher productivity in the capital sector leading

o an economic recovery. 

The time t capital production, characterized in Proposition 1 ,

an be written as a function of k t : 

k s = μ( f G + g G + β( f G − f B ) g G ) , 

 p ( k t ) = μ2 ( f G + g G + ( ( 1 − β) k t + β f G ) g G ) + ( 1 − μ) μ( f G + g B 

+ ( ( 1 − β) k t + β f B ) g B ) . 

ote that k s is independent of capital because an additional unit

f capital translates into 1 − β additional units of labor income,

hich are paid to the bank before the second stage takes place

n order to keep separation viable, and therefore they are not rein-

ested. However, 
dk p ( k t ) 

dk t 
> 0 because a pooling contract entails no

arly payment and therefore every additional unit of labor in-

ome is reinvested, augmenting current capital production. Invok-

ng Lemma 3 we can then derive the transition function for capital

s 

 t+1 = 

{
k s if k t ≤ k̄ 

k p ( k t ) otherwise 
. (11) 

How does k s relate to k p ( k t ) for any given level of k t ? On the

ne hand, under separation, all of the productive entrepreneurs en-

age in production. Type B entrepreneurs do not apply for financ-
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Fig. 4. Equilibrium contract determination for two values of the aggregate state, k H > k L. Notes : this figure illustrates the determination of the financial contract under two 

different states of the economy for the model with production externality, analyzed in Section 4 . When capital is high ( k H ), cash flow is also high. This means that the early 

payment that excludes type B , i.e. ˜ δ( k H ) , is also high. It is clearly seen that, in this case, utility of type G is maximized via a pooling contract. Type G prefers a contract 

with no early repayment which allows for high levels of investment, even though it requires a higher interest rate. The opposite happens when the aggregate state is low 

( k L ). Because cash flow is also low, exclusion of type B is viewed as relatively cheap by type G as it entails a low required early payment ˜ δ( k L ) . A separating contract arises in 

this case. 
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26 An attempt to concentrate production among a smaller measure of type G en- 
ing and do not crowd out type G . 25 Therefore, selection of pooling

over separation for any state k entails this negative composition

effect at the extensive margin. On the other hand, under separa-

tion, screening necessarily restricts investment in capital projects

and therefore each type G entrepreneur produces less. Therefore,

selection of pooling over separation entails a positive investment

effect at the intensive margin. To illustrate the productivity rever-

sion mechanism, we focus on the set of parameters for which the

negative extensive margin dominates the positive intensive margin

at k̄ . 

Assumption 5. Jump in the Transition Function. k p 
(
k̄ 
)

< k s . 

We also make an assumption to ensure there is no perpetual

growth in this economy: under pooling, an extra unit of capital,

which translates into an extra 1 − β units of input into the sec-

ond stage of production, results in less than one unit of additional

capital. 

Assumption 6. No Perpetual Growth. 
dk p ( k t ) 

dk t 
=

( 1 − β) μ( μg G + ( 1 − μ) g B ) < 1 . 

The proposition below states restrictions on the set of param-

eters and initial condition k 0 that ensure existence of a dynamic

general equilibrium that exhibits cyclical behavior. It also ensures

that Assumptions 3 and 4 hold for all possible values of k t . We

focus on the existence of cyclical equilibria, because they demon-

strate the productivity reversal mechanism in the most stark man-

ner. 

Proposition 2. Cyclical Dynamics. Suppose that k p 
(
k̄ 
)

< k̄ < k s . De-

fine k min := k p ( ̄k ) and k max := k s . Suppose that Assumptions 1 –6 hold

for ρ = β and w = ( 1 − β) k max . Then for any k 0 ∈ [ k min , k max ] , there
25 Crowding out of type G caused by financing of type B entrepreneurs occurs 

because there is a limited supply of funds. This, however, is not essential for our 

results. What is essential is that financing of type B entrepreneurs crowds out in- 

vestment into any technology with higher returns. 

c

c

t

xists a dynamic equilibrium with the capital stock (and output) ex-

ibiting cycles, not necessarily trivial (see Fig. 5 ), the socially optimal

llocation of funds attained only at the very bottom of the cycle. 

roof. See the Appendix. �

An economic expansion leads to the endogenous relaxation of

ending standards, which allows for financing of the less productive

ntrepreneurs and consequently negatively impacts future produc-

ivity through changing the composition of entrepreneurs. 

From the point of view of a social planner with the same infor-

ational constraints, pooling regime is suboptimal along the entire

quilibrium path because k s > k p ( k ) for all k . Note that the plan-

er cannot observe individual types and therefore cannot improve

he outcome beyond enforcing the financial regime that maximizes

apital production for a given k . The planner would always enforce

= 

˜ δ( k ) . 26 It follows that the socially optimal outcome is achieved

nly at the very bottom of the cycle. At all other points of the cy-

le, funds are misallocated. The insight offered by our model is that

ompetition for the productive types in times of high cash flow,

nd therefore particularly high costs of sending an effective signal

screening costs), leads to contract offers that entail no screening

lemons enter as a side effect. 

For cyclical equilibria, the length of the cycle can be easily cal-

ulated from the primitives. 27 

orollary 1. Consider an economy satisfying k p 
(
k̄ 
)

< k̄ < k s . If n is

he smallest number such that k (n −1) 
p (k s ) > k̄ but k n p (k s ) < k̄ , then an

conomy starting at k = k s exhibits cycles of length n + 1 . In each
trepreneurs would result in the entry of the less productive types. 
27 To complete the full description of possible equilibrium dynamics, observe that 

it is also possible that parameters are such that k̄ < k p 
(
k̄ 
)

< k s and the capital stock 

onverges to k ss = k p 
(
k̄ 
)
. Finally, another possible equilibrium behavior is for the 

apital stock to converge to k s . Such behavior would arise for parametric restrictions 

hat guarantee existence of equilibrium and ensure that k p 
(
k̄ 
)

< k s < ̄k . 
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Fig. 5. Transition function, k t+1 (k t ) . Notes : this figure illustrates the transition func- 

tion, k t+1 as a function of k t for the model with production externality, analyzed 

in Section 4 . It illustrates the possibility of endogenous cycles in the case of 

k P 
(
k̄ 
)
< ̄k < k S . Example 1 is the corresponding numerical example that produces 

the transition function and dynamics illustrated in this figure. At the trough, when 

capital is at its lowest, so are the final good output, productivity and wages. Low 

cash flows imply that screening is sufficiently cheap so that lending standards get 

tight, i.e. type B is excluded from production. The strong entrepreneur composi- 

tion effect (positive extensive margin) ensures that more capital becomes available 

to the aggregate firm after these entrepreneurs finish their projects. In fact, capi- 

tal next period is at its highest possible level, k S . As a result, productivity, output 

and wage payments soar. In turn, high cash flows deem signaling expensive and 

bring about a relaxation of screening standards, allowing for the entry of type B 

entrepreneurs. The worsening of entrepreneur composition (negative extensive mar- 

gin) sets off a recession. Investment in capital production projects falls for the entire 

duration of the downturn because of declining wages. 
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b. Business Cycle Dynamics

k
t

Default Rate
Expansion Peaks

Fig. 6. Transition function k t+1 (k t ) and cyclical dynamics with three types of en- 

trepreneurs. Notes: this figure presents the transition function and cyclical dynam- 

ics for the model extended to include three types of entrepreneurs. The correspond- 

ing numerical example that generates the graphs is Example 2 in Section 4. When 

k is low only type G enters production which raises capital to a medium level. 

Screening standards weaken which allows for greater investment but type M en- 

ters production. Although type M generates default, capital increases further, to a 

high level, due to greater investment rates. Screening standards relax further, al- 

lowing for type B entrepreneurs to enter production. Because the measure of low 

productivity entrepreneurs is high, the negative composition effect dominates the 

positive investment effect, resulting in low capital production. The cyclical behavior 

is then repeated. 

o  

b  

c  

t  

a  

t  

m  

n  

g  

t  

e  

m  

t  

l

 

o  
ycle, the capital level declines for the first n − 1 periods and goes up

o k s in the last period. 

roof. See the appendix. �

We provide a numerical example to demonstrate the possibility

f non-trivial cycles depicted in Fig. 5 . We set β to 0.4 to match

he labor income share in the U.S. The risk-free rate is already

et to 1. We choose very low productivity in the initial production

tage to capture the idea that second stage production is very pro-

uctive which is the essence of costly signaling. We then choose

ntrepreneur productivity parameters in second stage so that the

elative average productivity of type G and type B approximate the

elative size of small businesses surviving the 5 year mark and

hose that do not. That is approximately a factor of 4.9. 28 Finally,

e set μ low enough to make sure that when type B entrepreneurs

nter, they send the economy in a recession. 

Example 1. ( Fig. 6 ) Cyclical Dynamics. Assume β = 0 . 4 , R f = 1 ,

f G = 0 . 2 , f B = 0 , g G = 23 , g B = 5 . 2 , μ = 0 . 13 . With these parame-

ers, k̄ = 2 . 72 , k s = 3 . 26 , k p ( k s ) = 2 . 9 . Because these parameters im-

ly k p ( k s ) > k̄ , we obtain 4-period cycles (3.26, 2.92, 2.722, 2.61,

.26,...). 

This example effectively illustrates how endogenous changes in

nancial arrangements reverse productivity trends through the ex-

ensive margin (i.e. composition of financed entrepreneurs). At the

rough, when capital is at its lowest, so are the final good output,

ages and productivity 

(
A t = k 

1 −β
t 

)
. Low wages imply that signal-

ng is sufficiently cheap for screening standards to return to the
28 We obtain firm size information from https://www.sba.gov/advocacy/ 

rm- size- data . 

fl

b

ptimal level, which ensures that bank funds are allocated to the

est entrepreneurs (positive extensive margin). This captures the

leansing effect of recessions. Despite the low investment rates in

heir projects (negative intensive margin), 29 more capital becomes

vailable to the aggregate firm after these entrepreneurs finish

heir projects. As a result, its productivity, output and wage pay-

ents soar as the economy peaks. In turn, high wages deem sig-

aling expensive and bring about a pooling regime that allows for

reater reinvestment rates (positive intensive margin) but worsens

he composition of entrepreneurs (negative extensive margin). The

xtensive margin dominates again, setting off a recession. Invest-

ent in capital production projects falls for the entire duration of

he downturn as wages decline while screening standards remain

ax. 30 

The model described thus far produces expansions that last

nly one period, which makes it difficult to assess the insight
29 Investment rates are low because cash flows are used in signaling. 
30 In the case of pooling, no resources are spent on signaling and therefore all cash 

ows are invested in capital projects, in addition to the 2 units obtained from the 

ank. Total investment then equals μ2 ( 2 + w t + β f G ) + ( 1 − μ) μ( 2 + w t + β f B ) . 

https://www.sba.gov/advocacy/firm-size-data
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our mechanism offers for variables that change during expansions.

We extended our model in a straightforward way to include three

types of entrepreneurs: G, M and B . Type M is more productive

than type B in both stages, but he still prefers default. This gener-

alization more clearly delineates periods of expansions and reces-

sions, and it is our preferred version of the model for illustrating

the comovement of macroeconomic variables over the business cy-

cle. This setup also allows for longer lasting expansions and there-

fore helps us explain the dynamics of default rates observed in the

data, that is, that default rates begin to rise while the economy is

still expanding, peaking shortly after the recessions set on. 

The parametric example given below and illustrated in

Fig. 6 delivers a three-period cycle characterized by the following

dynamics. For the lowest k , only type G is financed and hence de-

fault rates are zero. The economy grows due to the strong com-

position effect, and despite the low investment rates of type G

entrepreneurs. Next period, lending standards are relaxed allow-

ing the less productive type M to be financed along with type G .

The economy, however, continues to grow as the increase in rein-

vestment along the intensive margin dominates the negative com-

position effect along the extensive margin. Default rates are now

positive as the type M entrepreneurs choose to default. Next pe-

riod, lending standards are relaxed further to a point where the

worst entrepreneurs are financed along with G and M . Despite the

high levels of investment, the extensive margin dominates at this

point of the cycle, implying a large drop in productivity. Default

rates peak shortly after recessions set in, as both type B and M

entrepreneurs choose to default. Importantly, this example shows

that it is possible for the amplification and reversion mechanisms,

reviewed in Section 2 , to coexist, with their relative strength vary-

ing over the business cycles. 

This straightforward extension of the model allows us to iden-

tify periods of expansions and recessions more clearly. The model

dynamics is qualitatively consistent with the dynamics of net

worth, cash flows, investment, average loan size, default rates and

entrants’ quality over the business cycle. It can even account for

the fact that expansions usually last longer than recessions in the

data. 

Example 2. ( Fig. 6 31 ) Cyclical Dynamics with Three Types. As-

sume β = 0 . 4 , R f = 1 , f G = 0 . 1 , f M 

= 0 . 05 , f B = 0 , g G = g M 

= 24 . 4 ,

g B = 1 . 5 , μG = 0 . 12 , μB = 0 . 02 . With these parameters, we obtain a

3-period cycle. When k is low only type Genters production which

raises capital to a medium level. Screening standards weaken which

allows for greater investment but type M enters production. Although

type M generates default, capital increases further, to a high level, due

to greater investment rates. Screening standards relax further, allow-

ing for type B entrepreneurs to enter production. Because the measure

of low productivity entrepreneurs is high, the negative composition ef-

fect dominates the positive investment effect, resulting in low capital

production. The cyclical behavior is then repeated. 

The rest of the paper generalizes the model in several ways,

without altering the important insights of the mechanism at work.

5. Endogenous loanable funds 

In this section, we extend the analysis of the model character-

ized in the previous section by endogenizing the supply of loanable

funds, previously fixed at 2 μ. Precisely, we require that loans to

the young entrepreneurs are financed with the old entrepreneurs’

savings. To keep the analysis tractable, we keep the risk-free inter-

est rate fixed as in the case of a small open economy. 

Endogenizing the supply of loanable funds not only confirms

the possibility of cyclical economic behavior, but it also gives rise
31 In the figure, we mark midpoints of time periods. Recall that default rates occur 

in the second stage. c
o the possibility of sudden drops and slow recoveries. It also gen-

rates predictions that are qualitatively consistent with the rele-

ant empirical evidence: procyclicality of net worth, cash flows, in-

estment and loanable funds, as well as default rates lagging after

he business cycle. 

The intuition for slow expansions and sudden recessions is as

ollows. As discussed in Section 4 , for low enough levels of capi-

al, separating contracts emerge and only type G entrepreneurs en-

er production. However, if the supply of funds is also low, only a

mall fraction of type G entrepreneurs is financed. Aggregate pro-

uctivity, capital production and net worth of active entrepreneurs

re high. As a result, savings of active entrepreneurs are high, con-

ributing positively to the supply of loanable funds next period. Of

ourse, there are entrepreneurs that are either screened out or ra-

ioned out of financial markets, whose income and savings are low.

f the positive effect on aggregate savings is sufficiently strong, the

upply of loanable funds rises. A greater measure of type G en-

repreneurs get financed and the recovery continues until capital

eaches a high enough level that induces the selection of pooling

ontracts. As pooling emerges and type B entrepreneurs enter pro-

uction, the high levels of funds and investment may not offset

he decline in productivity due to a worsening in the mix of en-

repreneurs engaged in production. Hence, the model gives rise to

yclical dynamics that exhibit long expansions and sudden reces-

ions. 

In what follows, we derive the dynamical system describing the

volution of the two state variables (capital and savings). We then

nalyze their behavior using the phase diagram and illustrate the

ossibility of cyclical dynamic equilibria exhibiting sudden drops

nd slow (possibly non-monotone) recoveries. 

.1. Transition functions 

The funds used to finance projects implemented by the current

oung are given by the savings S t of the current old. 32 If these

unds are not sufficient to finance all applicants, crowding out oc-

urs, with the unfinanced entrepreneurs staying out of capital pro-

uction and obtaining only w ( k t ) as labor income. If funds are in

xcess of applicants’ demand, every applicant gets financed. Ex-

ess funds are saved in international markets at the risk-free rate

 f . 

It follows from the discussion in Section 4 that whether pool-

ng or separating contracts emerge depends on k t (according to

emma 3 ) and not on S . The amount of savings S , however, is im-

ortant as it affects the measure of entrepreneurs financed and in-

uences capital and loanable funds in the next period. In case of a

ooling contract, the available funds are used to finance both type

 and type B entrepreneurs, with the total funds demanded in the

mount of 2. In the case of separation, only type G is financed, and

he total demand for funds equals 2 μ. Capital stock in period t + 1 ,

iven the current state variables k t , S t , is then 

 t+1 (S t , k t ) = 

{ 

min { S t 
2 
, 1 } [μk G p (k t ) + (1 − μ) k B p (k t ) 

]
if k t > k̄ 

min { S t 
2 
,μ} k G s if k t ≤ k̄ 

, 

(12)

here k G s = f G + g G + β( f G − f B ) g G and k i p (k t ) = f i + g i +
( ( 1 − β) k t + β f i ) g i denote individual capital production of type G

ntrepreneur under separation and of each type under pooling,

espectively. 

Homotheticity of u ( c y , c o ) and constant R f imply that en-

repreneurs always save a constant fraction ( := ξ ) of their net
32 The current old collect the gross return to their savings at the end of the period, 

onsuming the entire amount. 
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33 This is slightly stronger than Assumption 6 , as it ensures no perpetual growth 

with all entrepreneurs entering production under pooling, not only a fraction μ of 

them. 
orth at the end of their young period. Similarly, the unfinanced

ntrepreneurs save the same fraction ξ of their wage income

( 1 − β) k . We obtain the supply of funds tomorrow as a function

f the current state variables: 

 t+1 (S t , k t ) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

ξ
[

S t 
2 

(
μW 

G 
p (k t ) + (1 − μ) W 

B 
p (k t ) 

)
+ 

(
1 − S t 

2 

)
(1 − β

ξ
[
μW 

G 
p (k t ) + (1 − μ) W 

B 
p (k t ) 

]
ξ
[

S t 
2 

W 

G 
s + 

(
1 − S t 

2 

)
(1 − β) k t 

]
ξ
[
μW 

G 
s + ( 1 − μ) (1 − β) k t 

]
here the net worth of type G young entrepreneur under separa-

ion, type G young entrepreneur under pooling, and type B young

ntrepreneur under pooling are given by 

W 

G 
s = β[ g G + β( f G − f B ) g G ] − 2 R f , 

 

G 
p (k t ) = β[ g G + ((1 − β) k t + β f G ) g G ] −

2 R f 

μ
, 

 

B 
p (k t ) = β[ g B + ((1 − β) k t + β f B ) g B ] . 

The definition of the dynamic equilibrium ( Definition 2 ) must

e modified for the extended environment. In particular, the equi-

ibrium path of 
{

S ∗t 
}∞ 

t=0 
must be specified. While the prices and

ontracts are determined as previously, k ∗t and S ∗t now evolve ac-

ording to (12) and (13). Note that prices must still satisfy Assump-

ion 3 . 

.2. The phase diagram 

As usual for the analysis of such a dynamical system, we di-

ide the state space ( S t , k t ) into regions where it is possible to

ign the changes k t+1 − k t and S t+1 − S t . Because only k t matters

or whether separating or pooling contracts emerge, the horizontal

ine given by k t = k̄ splits the state space ( S t , k t ) into the region

f separating contracts (below the line) and the region of pooling

ontracts (above). 

First, consider the region of separation ( k t ≤ k̄ ). From (12) and

13), we have k t+1 = k t iff

 t = min 

{ 

S t 

2 

, μ
} 

k G s (14) 

nd S t+1 = S t iff

 t = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

(2 /ξ − W 

s 
G ) S t 

(1 − β)(2 − S t ) 
if S t ≤ 2 μ

S t /ξ − μW 

s 
G 

(1 − β)(1 − μ) 
if S t > 2 μ

. (15) 

ote that (14) is an upward sloping linear curve for S t ≤ 2 μ, at

hich point it connects to a horizontal line. The change in capital

tock k t+1 − k t is negative for points above and to the left of (14),

nd positive otherwise. Moreover, the change in savings S t+1 − S t 
s positive above (15) and negative below it. 

In the pooling region ( k t > k̄ ), we obtain k t+1 = k t iff

 t = 

A 

′ min { S t , 2 } 
2 − B 

′ min { S t , 2 } , (16) 

here A 

′ = μ( f G + g G + β f G g G ) + ( 1 − μ) ( f B + g B + β f B g B ) and 

 

′ = μ( 1 − β) g G + ( 1 − μ) ( 1 − β) g B , and we also obtain S t+1 = S t 
ff

 t = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

(2 /ξ − A ) S t 
BS t + (2 − S t )(1 − β) 

if S t ≤ 2 

S t /ξ − A 

B 

if S t > 2 

, (17) 

here A = β[ μ( g G + β f G g G ) + (1 − μ)(g B + β f B g B ) ] − 2 R f and B =
(1 − β)(μg + (1 − μ) g ) . 
G B 
if k t > k̄ and S t ≤ 2 , 

if k t > k̄ and S t > 2 , 

if k t ≤ k̄ and S t ≤ 2 μ, 

if k t ≤ k̄ and S t > 2 μ, 

(13) 

We assume that B ′ < 1 to avoid perpetual growth. 33 In this case,

 t+1 − k t < 0 to the left and above of (16) , and S t+1 − S t > 0 to the

eft and above of (17). 

By setting the restrictions below, we essentially focus on a par-

icular configuration of the phase diagram, one that allows for the

ossibility of equilibrium paths that exhibit slow expansions and

udden drops. 

ssumption 7. Suppose that μk G s > k̄ and B ′ < 1. In that case, the

olution to (14) at k = k̄ is given by S 1 = 

2 ̄k 

k G s 
, and the solution

o (16) at k = k̄ is given by S 3 = 

2 ̄k 

A ′ + B ′ k̄ . Denote by S 2 and S 4 

he respective solutions to (15) and (17) at k = k̄ . Suppose that

 4 < S 1 < min { S 2 , S 3 }. 

Assuming that S 1 < S 3 is equivalent to the parametric restriction

e made in Assumption 5 . Assuming S 4 < S 1 ensures that the equi-

ibrium path does not converge to a steady state with separating

ontracts, while S 1 < S 2 rules out the convergence to a steady state

nder pooling. 

We find the parametric example satisfying Assumption 7 that

ives rise to the cyclical dynamic equilibrium exhibiting sudden

rops and slow recoveries. In fact, we also chose the parameters

o illustrate the possibility of non-monotone expansions. 

Example 3. ( Fig. 7 ) Cyclical Dynamics with Endogenous Savings.

uppose that R f = 1 , β = 0 . 5 , μ = 0 . 2 , f G = 0 . 02 , f B = 0 , g G = 15 . 3 ,

 B = 3 . 1 , ξ = 0 . 17 . There exists a cyclical dynamic equilibrium for

( S 0 , k 0 ) = ( 0 . 3 , 2 ) exhibiting 5-period cycles that feature slow (non-

onotone) recoveries and sudden drops. 

In the example given above, capital and supply of funds are low

t the trough. Separating contracts emerge, and the strong positive

election of projects drives capital up for the next period. Produc-

ivity and net worth of the financed entrepreneurs are high, imply-

ng high savings for this group of agents. However, the low capital

evel also implies that the income of the unfinanced entrepreneurs

 (1 − β) k ) is quite low, implying low savings for this group. In

ur example, this negative effect slightly dominates at this point

f the cycle, resulting in less loanable funds, and therefore lower

nvestment and slightly lower capital accumulation for the period

fter. From this point on, a full recovery takes place, moving sav-

ngs and capital steadily upwards until capital is large enough to

nduce a pooling contract. At that point, the financing of type G

ntrepreneurs leads to a sudden drop in productivity and capital

tock. 

Because we construct the proposed equilibrium path using the

ppropriate contract determination and the appropriate evolution

f capital and savings, to prove that the resulting paths comprise

he dynamic equilibrium, it remains to check that the implied

rices satisfy the conditions of Assumption 3 . These can be easily

hecked using the equilibrium price definitions and the obtained

ath of capital accumulation 

{
k ∗t 

}
. 

In the example economy, capital, savings, investment, loanable

unds, output, cash flows and net worth move together. These vari-

bles are procyclical. Default rates are at their highest following
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a. The Phase Diagram.
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Fig. 7. Phase diagram and cyclical dynamics for the model with the endogenous supply of funds. Notes: this figure illustrates the phase diagram and cyclical dynamics for 

the model with endogenous savings, for the parameters chosen in Example 3 of Section 5 . We observe that cyclical dynamic equilibria can exhibit sudden drops and slow 

(possibly non-monotone) recoveries. 
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the economic peaks. Hence, the extended model generates predic-

tions that are qualitatively consistent with the relevant empirical

evidence. 

6. Conclusions 

While the previous work modeling financial market frictions

as a source of macroeconomic instability focused primarily on the

role of moral hazard, we emphasize the importance of adverse se-

lection and producer composition effects. 34 Endogenous cycles en-
34 Moral hazard is also present in our model due to the presence of default choice, 

but it plays no role in cyclical dynamics as it is always resolved in the same way. 

r  

T  

t  
ue via the empirically plausible dynamics of screening standards.

n fact, our model provides new insight into why screening stan-

ards vary systematically over the business cycle in both credit and

quity markets, with laxer terms applied in economic peaks and

ighter terms applied in economic troughs. The model dynamics is

ualitatively consistent with the dynamics of net worth, cash flows,

nvestment, average loan size, default rates and entering producer

uality over the business cycle. 

The main insight derives from the dynamics of cash flows en-

oyed by the entrepreneurs. As cash flow rises, tighter investment

estrictions are needed in order to exclude the unproductive types.

his high signaling cost makes separating contracts unattractive

o productive entrepreneurs. As a result, suboptimal pooling con-
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racts emerge in financial markets. Screening is abandoned and the

nproductive entrepreneurs are financed alongside the productive

ypes. Although aggregate investment rises as less resources are

llocated to screening, the composition of entering entrepreneurs

eteriorates, sending the economy into a recession. Consequently,

eak economic conditions and low cash flow lead to tighter lend-

ng terms, the strong composition effect generating economic re-

overy. 

For future research, we suggest building these features into a

icher general equilibrium environment designed to study business

ycles quantitatively. The objective would be to perform a quan-

itative assessment of the role played by adverse selection in fi-

ancial markets in slowing down or even reverting positive trends

n aggregate productivity. Indeed, since the 2008 financial crisis, fi-

ancial shocks – modeled in a reduced form – have taken a promi-

ent role in business cycle literature. But the underlying financial

rictions, which seem critical for understanding recession triggers,

emain far from well understood. Our explanation is that higher

ash flow increases the cost of signaling and leads to abandoned

creening, allowing the lemons to enter the mix of producers and

rigger a recession. Note that one would generally expect the mix

f potential applicants to deteriorate as the expansions persist, as

he best ones are typically the first ones to lock into profitable op-

ortunities, but this change would not necessarily imply a resource

isallocation, not to mention financing of the negative present

alue projects. We emphasize an additional effect on the mix of

roducers appearing due to the presence of adverse selection. 
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ppendix. More general contracts 

Consider the financial market equilibrium obtained by the more

eneral contract menu of the form: { (1 + ε i , 1 − ε i , δi , R i ) } i = G,B 

here ε i ∈ ( −1 , 1 ) . As in the paper, we define the financial equilib-

ium, for given ρ and w , by contracts { (1 + ε i , 1 − ε i , δi , R i ) } i = G,B 

uch that (1) they induce self-selection and participation by en-

repreneurs and participation by banks, (2) banks make zero prof-

ts, (3) (1 + ε G , 1 − ε G , δG , R G ) is the best loan contract for type G

mong the contract menu { (1 + ε i , 1 − ε i , δi , R i ) } i = G,B satisfying (1)

nd (2). 

Claim. Our claim is that the equilibrium contract menu { (1 +
 i , 1 − ε i , δi , R i ) } i = G,B will feature ε i = 0 . 

roof. It is immediate that backloaded contracts with εi < 0 will

ot be offered in equilibrium because they preclude production. It

emains to rule out εi > 0 for both i . 

Consider the equilibrium contract menu of the form { (1 +
 i , 1 − ε i , δi , R i ) } i = G,B where εi > 0 for both i . Self-selection implies

hat each type i prefers contract (1 + ε i , 1 − ε i , δi , R i ) . 

Case 1. Suppose the equilibrium contract menu is such that

ype B chooses not to enter, i.e. he cannot afford the early pay-

ent under any of the two contracts: δi > w + ρ f B + ε B . Consider

he following alternative menu: (1 , 1 , δG − ε G , R G ) for type G and

(1 , 1 , δB − ε B , R B ) for type B . Under this menu, entry is still unaf-

ordable for type B , but type G is strictly better off. Banks’ partic-

pation and profits are unchanged. This implies that the original
ontract menu fails to satisfy part (3) of the definition, a contra-

iction. 

Case 2. Suppose the equilibrium contract menu is such that

ype B chooses to enter. Self-selection then implies that δB ≤ δG ,

r else type B would choose the contract offered to G . This is be-

ause type B defaults and hence only cares about having a low δ.

onsider an alternative contract for type B given by (1 , 1 , 0 , ˜ R B ) ,

hich implies that B still enters and the banks’ collections drop

y (1 − μ) δB . Consider an alternative contract for type G given by

(1 , 1 , δG − δB , R G + 

1 −μ
μ δB ) . Note that in both contracts, the early

epayment declined by the same amount and hence self-selection

or B still holds. We set ˜ R B sufficiently high to make sure G does

ot want to switch. Type G is strictly better off under the new con-

ract because the gain from the lower repayment more than com-

ensates for the loss due to the higher interest rate. This is due to

ssumption 4 (a) which guarantees that δ is costly for type G under

ooling. Banks’ participation and profits are unchanged. Again, this

mplies that the original contract menu fails to satisfy part (3) of

he definition, a contradiction. �

roof of Lemma 1 

Since B ’s payoff decreases in δB and is independent of R B , self-

election for B implies δB ≤ δG . Since B enters to default , bank par-

icipation requires that collections from type G must compensate

he bank for the losses associated with lending to type B . Suppose
B < δG . Then a pooling contract ( δB , R G ) can be offered. Type G

trictly prefers it to ( δG , R G ) because it offers a strictly lower early

ayment. Self-selection is satisfied, and banks make zero profits

ecause collections from each type are unchanged. Therefore, we

rrive at a contradiction with δB < δG . Hence, it must be the case

hat δB = δG . 

It follows that it must also be the case that R B ≥ R G , or else type

 would never select his contract. Therefore, if B is financed, he is

nanced under a pooling contract. 

roof of Lemma 2 

1. Fix an arbitrary δ < 

˜ δ(w, ρ) . We first show that R ( w, ρ ,

) > R f , i.e. that the pooling contract implies a cross-subsidy. From

he pooling interest rate (5), we see that it decreases in δ. There-

ore it suffices to show that the result holds for the smallest pos-

ible interest rate under pooling, i.e. R 
(
w, ρ, ̃  δ

)
. The difference

 

(
w, ρ, ̃  δ

)
− R f > 0 simplifies to 2 R f − ˜ δ > 0 , which holds because

he early loan payment (in the case of separation) cannot exceed

he total payment. 

Next we show that the pooling contract ( δ, R ( w, ρ , δ)) induces

 to enter, i.e. 

g G [ ρ f G + 1 − δ + w ] − 2 R + δ ≥ w. 

Using the zero profit condition, the above inequality can be

ewritten as 

g G [ ρ f G + 1 − δ + w ] − 2 R f 

μ
+ 

1 

μ
δ ≥ w. (18)

The left hand side illustrates that δ reduces the amount of in-

estment, but also lowers the required cross-subsidy. Assumption

 (a) ensures that the direct negative effect of δ dominates. It fol-

ows that the critical case is ˜ δ(w, ρ) . Rewriting (18) for ˜ δ(w, ρ) =
 + ρ f B gives 

g G [ ρ f G + 1 − ρ f B ] −
2 R f 

μ
+ 

1 

μ
( w + ρ f B ) ≥ w 

hich, in light of f G > f B and μ∈ (0, 1), is implied by 

ρg G + ρ f B ≥ 2 R f , 
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i.e. Assumption 4 (b). 

2. We finally show that the separating menu offering

( ̃  δ(w, ρ) , R f ) to G and non-participation to type B induces G to en-

ter. By the first result of the present lemma and by continuity, we

know that type G decides to enter and repay when offered a con-

tract 
(

˜ δ(w, ρ) , R 
(
w, ρ, ̃  δ(w, ρ) 

))
. Replacing the interest rate by R f <

R 
(
w, ρ, ̃  δ(w, ρ) 

)
, also known by the first result, makes the repay-

ment option more attractive without changing the non-entry op-

tions. It follows that type G enters. 

Proof of Proposition 2 

Consider { k ∗t } t≥0 defined inductively as k ∗0 = k 0 , and for a given

k ∗t , define k ∗
t+1 

as in ( 11 ). Let k ∗
min 

:= inf 
t 

k ∗t and k ∗max := sup 

t 
k ∗t . De-

fine a sequence of beliefs { k ′∗t } t≥0 by setting k ′∗t = k ∗
t+1 

, and price

sequences by w 

∗
t = (1 − β) k ∗t and ρ∗

t = β . Given these prices, de-

fine (R ∗t , δ
∗
t ) as in Proposition 1 . It remains to check that Assump-

tions 1 –6 are satisfied for ρ∗
t and w 

∗
t for all t . Noting that w ( k ) is

increasing in k , the hypothesis guarantees exactly this as long as

k ∗max ≤ k s . We prove this by showing inductively that k ∗t < k s for all

t . 

We have k ∗
0 

≤ k s by hypothesis. Also, k ∗
t+1 

≤ max { k s , k p (k ∗t ) } ≤
max { k s , k p (k s ) } ≤ max { k s , k s ) = k s where the second inequality is

due to the induction hypothesis and the fact that k p ( k ) is increas-

ing, and the third inequality is implied by Assumptions 5 and 6 . 

Now, to see the existence of cycles, consider k 0 < k̄ (the other

case is analogous). Then k 1 = k s > k̄ . It remains to show that ∃ N
such that k N p (k 1 ) < k̄ . Since k p ( k ) is a linear function, we can

write k p ( k ) = a + bk, with b < 1 by Assumption 6 . This, together

with Assumption 5 , implies that k 1 − k p ( k ) > 0 . Then k n − k n +1 =
b n [ ( 1 − b ) k 1 − a ] = b n [ k 1 − k p ( k 1 ) ] → 0 + . Since by hypothesis k̄ −
k p 

(
k̄ 
)

> 0 , ∃ N such that k N p (k 1 ) < k̄ . Then k N+1 = k s and the cycle

is repeated. 

Proof of Corollary 1 

We know that k 0 = k s > k̄ and therefore k 1 = k p (k s ) . For

all m ≤ n we have then k m 

= k (m ) 
p (k s ) (since by hypothesis

k (m −1) 
p (k s ) > k̄ ). Since, also by hypothesis, k m 

> k s , we have that

k m +1 = k s and the result follows. 
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