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Abstract—Development of “Q” and “R” matrices for designing
a Linear Quadratic Regulator (LQR) is still a research challenge.
The theory says they should belong to the group of positive definite
matrices, so we need to find out the most suitable amongst them in
order to obtain the desired response. In this paper biogeography
based optimization (BBO) technique has been applied to come up
with the best “Q” and “R” matrices such that the frequency excur-
sion following a disturbance in a microgrid is minimized. As all the
states in a practical system may not be measurable hence, we have
used Kalman estimator to estimate them. These estimated states
along with other measured states are used by the LQR to produce
the desired control signal. The microgrid is made smarter by using
the agent based scheme integrated with a master controller and a
proper communication protocol. The simulation results show that
the proposed approach improves the microgrid frequency response
and also gives a new alternative method for frequency control of a
smart microgrid.

Index Terms—BBO, Bryson’s method, frequency control,
Kalman estimator, LQR, microgrid central controller (MGCC),
multi-agent system (MAS), tuning of LQR parameters.

I. INTRODUCTION

NTEGRATION of small capacity power generating sources

into the present passive distribution system converts it to
an active distribution network [1] and they generally operate in
a grid connected mode. However, fault, voltage sags and large
frequency oscillations in the main grid, may force them to get
disconnected from the main grid and operate as an isolated mi-
crogrid [1].

In this situation there will be changes in the power output
from the controllable micro sources which need to be regulated
properly so that there can be a balance between demand and
supply within the isolated microgrid [2]-[4]. The diesel gener-
ator, combine cycle gas turbine based system, fuel cell, aqua
electrolyzer, battery, wind, etc., can be considered as control-
lable sources, if available in the microgrid. It is well-known
that when there is a mismatch in demand and supply in a
power system, the gap is met by inertial energy and hence, the
frequency of the system changes. Therefore, in this paper, the
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power output of the controllable sources is regulated based on
the frequency deviation of the microgrid so that in steady state
again there will be a match between the demand and supply.
This regulation will not be linear due to the inherent time delay
and ramp rate limit/generation rate constraint (GRC) associated
with the sources. Besides, for proper load sharing among the
sources we introduce a power-frequency (P-f) droop (R) for the
power generating sources participating in the frequency control
[5], [6].

In our previous work [7], the modeling of microgrid and its
frequency regulation using proportional and integral (PI) con-
trollers has already been presented. However, many a times the
PI controller gives sub-optimal performance as it does not uti-
lize the information about all the internal states of the system.

To overcome this limitation, the LQR has been implemented
in many engineering problems [8], [9]. The most challenging
issue in designing the LQR lies in finding the weightage ma-
trices “Q” and “R” required by the Riccati equation [ 10]. Gener-
ally, these are decided by some heuristics as proposed by Bryson
[11], Johnson and Grimble [12] or by trail and error. However,
these conventional methods require many trial and error iter-
ations and may lead to suboptimal solutions. Therefore, to ob-
tain a near global soulution an evolutionary algorithm known as
BBO is used to find out the elements of “Q” and “R” matrices.
The “Q” and “R” so obtained are used in the Riccati equation
to obtain the optimal feedback gain “K.” In [13] the concept
of BBO has been deliberated where as some interesting engi-
neering applications of it has been presented in [14], [15]. BBO
has some similarity with other population based algorithms such
as genetic algorithms (GA) [16] and particle swarm optimiza-
tion (PSO) [17]-[19] with some extra advantages in optimiza-
tion like, carrying of information from first iteration to next, no
reproduction process, the change of solutions directly via mi-
gration from other solutions and various others.

In practice it may not be possible to measure all the states
required for the solution of the Riccati equation hence, in this
paper we have used Kalman estimator to estimate those states
for which we do not have any information.

Therefore, the contributions of this paper are as follows.

i. BBO has been used to tune “Q” and “R” matrices for
proper regulation of the controllable sources to maintain
the frequency in a microgrid. The frequency response of
the microgrid with LQR controller tuned with BBO is
compared with conventional (fininsearch), GA and PSO.

ii. Providing an efficient energy management strategy as

well as keeping proper control and coordination among
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the controllers using the concept of multi agent systems
(MAS) (treating each load and source as an agent).
Each agent communicates with the other following User
Datagram Protocol (UDP/IP) over the internet/intranet.
This paper is organized as follows, Section II illustrates the
microgrid modeling and its main components along with the de-
sign of P-f droop. Section I1I presents the state feedback control,
output state feedback control and its implementation procedure
in the microgrid. In Section IV, a comparative analysis of tuning
of “Q” and “R” matrices based on conventional and some evo-
lutionary algorithms has been presented. Section V deliberates
on different aspects of BBO. Section VI presents the concept of
smart microgrid and its implementation. In Section VII, simu-
lation results are given for various cases. The conclusions are
presented in Section VIII.

II. MODELING OF MICROGRID

The power from the renewable energy based sources fluctu-
ates. Many a times, the generated power is more than the load, in
order to store this precious energy we have considered the aqua
electrolyzer in the microgrid. The hydrogen produced from the
aqua electrolyzer can be stored in a storage tank so that it can be
used by the fuel cell to produce electricity whenever the situa-
tion demands. On the other extreme, when the generation from
the renewable sources become zero the total power required by
the load needs to be catered by the controllable sources, oth-
erwise load shedding needs to be carried out. A battery can be
considered to improve the damping of frequency excursion fol-
lowing each disturbance by regulating its power during transient
period.

So if we assume a 100% self sufficient isolated microgrid,
the total rating of the controllable sources should be same as
that of the load. Therefore, in this paper we have considered a
microgrid, as shown in Fig. 1, consisting of wind power source
(305 kW), solar power source (310 kW), load (615 kW), diesel
generator (400 kW), fuel cell (200 kW), aqua electrolyzer (100
kW) and battery (30 kWh). As shown in Fig. 1, the communi-
cation links between different agents are established based on
the internet/intranet. These help in the monitoring and efficient
utilization of energy resources in the microgrid as explained in
Section VI.

A. The Renewable Energy Sources

1) Wind Energy Conversion System (WECS): In general, for
the units participating in the regulation service, irrespective of
continuous frequency regulation or contingency, certain amount
of generation margin should be kept aside as reserve to facili-
tate governor actions. This idea has been extended to the wind
turbines, which are selected to provide frequency regulation for
which the de-loaded operation is necessary [20], [21].

As shown in the Fig. 2, the generated mechanical torque (7,,)
is a complex function of wind speed (w, ), rotor speed (w,.), and
pitch angle (). The power coefficient (C,) value of a wind
turbine can be expressed as a fourth order polynomial on A (tip
speed ratio) and ( as presented in (1).

4 4
CpXB) = > ;8N

=0 j=0

(1)
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Fig. 1. The basic block diagram of smart microgrid with wind, solar, fuel cell,
diesel generator, aqua electrolyzer, and battery.
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Fig. 2. Block diagram of a WECS model.

The values of the coefficients «; ; are given in [21]. The expres-
sion for A is defined as

wo R, w,

A= ©)

W
where w, is rotor speed in pu, w, is wind speed in m/s, wy is
rotor base speed in rad/s and I2,. is rotor radius in meters.

In case of a wind turbine when the output power exceeds
the rating of the machine, the pitch angle control is initiated.
In this case, it is assumed that the wind speed is such that the
power output is always less than its rating and hence, the pitch
angle control is absent. As shown in Fig. 2 the Pcyp com-
mand, which is 90% of the maximum power available at the
wind speed (10% de-rating), is added with an auxiliary signal
derived using the frequency deviation and the variable P-f droop
Ry to obtain the reference power P.os. This power reference
is further reduced to a torque reference with the help of rotor
speed and when added with the inertial response presents the
toque command Tcyip to the rotor side converter of the DFIG,
injecting the desired power to the microgrid.



This article has been accepted for inclusion in a future issue of thisjournal. Content is final as presented, with the exception of pagination.

MISHRA et al.: BBOGEOGRAPHY BASED OPTIMAL STATE FEEDBACK CONTROLLER FOR FREQUENCY REGULATION OF A SMART MICROGRID 3

2) Solar Panel Modeling Under Maximum Power Point
Tracking (MPPT) Operation: The power output from the solar
photo voltaic (PV) panel [22] is given by (3)

P,, = n,CSVy, (e Ve

— s Vae (e -1). 3)
where 7, = number of PV strings in parallel, ¢ = DC-link
capacitance, S = solar insolation, V. = DC-link (PV array)
voltage and [,, = reverse saturation current.

The change in PV panel power with respect to a small pertur-
bation in V. can be written as below,

dp,,

e V.
V. tav

nples (e eV~ 1) (@)

=n,C85 —

Equating dP,,/dV4. = 0, we can obtain (5) from which the
required dc voltage (Vy.0) to extract maximum power from the
PV panel at any given insolation “Sy” can be calculated.

cSs - -
= (e“““ + aVye™Vee — 1) . ®)]
ITS
Now, perturbing (5) around V.o and Sg we can reach (6).
CAS
= AV, = 6)

(2acaVaeo + 02 VgegetVaen) I,

Similarly, perturbing (3) around V. and Sy results to (7).

AP, = (nPCASVdCO +1,C AV, Sy — nypl s AV eV

f’erIdeCUae”V"COAVdC + 'erImAVdC> .

By substituting AVy,. from (6) in (7), we get

A})pv
AS

]rs Vch aea‘/d(,() + Irs) X
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npC
GaesVon T a2 Ve Ve T,1]

®)

Now, the challenge is how to find the operating point at which
we should perturb so that the gain K; will be valid for a wide
range of insolation. To overcome this challenge we have carried
out the following experimentation.

Calculate K5 at 20% insolation. Keeping the K; unchanged
vary S (say S = 0.3 and hence AS = 0.3 -0.2) and get AF,,,,,
add this AP, to the MPPT power obtained at 20% insolation
level. Let this power be termed as estimated power (FP,s;) at
S = 0.3. Now, calculate the actual power ( P,;) at this S = 0.3
by first obtaining the MPPT V. from (5) and then substituting
that into (3). Now the % error at S = 0.3 can be defined as

100 (P, — P,

act)
Pact . (9)

err, =

Similar exercise can be carried out for the other insolation(s)
(such that it covers whole range from 10% to 90%) and % errors
are calculated based on (9). The histogram corresponding to %
error and insolation level is presented in Fig. 3(a).

Looking at Fig. 3(a), the maximum % error introduced due
to the assumption of constant K, is recorded. Now, the whole
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Fig. 3. (a) The percentage error in estimating maximum P, when K, is cal-
culated at S’ = 0.2. (b) The maximum percentage error in estimating maximum
P,. when K is calculated for different solar insolation ranging from 0.1 to
0.9.

procedure is repeated for another insolation, say S = 0.1 and
maximum % error is obtained. The histogram of maximum %
error against solar insolation in the range of 0.1 to 0.9 insolation
level is depicted in Fig. 3(b).

Looking carefully at Fig. 3(b), we can conclude that if K is
calculated at S = 0.2, the maximum % error in estimating the
P, is just around 5% in the whole range of operation. There-
fore, in this paper we have taken the K, value corresponding to
S = 0.2 for all our simulation purposes.

Since, the PV panel is interfaced to the microgrid via a voltage
source converter (VSC), its input power can be transferred to
its output by the pulse width modulation (PWM) controller in
2-3 cycles. Therefore, the transfer function of a PV panel under
MPPT can be represented as in (10).

K,AS

AP, = D22
(1 + sTy)

(10)

where “T%” is the time constant of the converter controller and
P; is the electrical power output from the solar system.

B. The Secondary Energy Sources or Controllable Sources
Transfer Functions

In this paper, the transfer functions of governor, turbine of
the diesel generator, fuel cell, aqua electrolyzer and battery are
taken from [23] and are depicted below.

Kage

I‘dgg .
(1+§ngf)

quq(s) = (1+5Td )’

Gue(s) =
Gye(s) =

qut(' )
(11)

1+sT AFsT,.)’
Ky

X K
(FsT7, )7G b(s) = 5T

where K, Kjgt, Kjo, Koe, and Ky, Tygq, Tage, Toe, Ty, and
T, are the gains and time constants of governor, turbine of diesel
generator, fuel cell, aqua electrolyzer and battery, respectively.
The values of all these parameters are given in the Appendix.
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Fig. 4. Signal flow graph of the diesel generator.

C. Power and Frequency Deviation

The swing equation for a synchronous generator [24] is de-
picted in (12)

Af =

ﬁ%xm%ngy

2Hs (12)

where

Po=Pw+ P, + de + Pfc — P,. £ P, and

AP, =AP; + DAY (13)
where f,,; = system frequency, Af = deviation in fre-
quency, P = Total power generation in the microgrid. Py =
Wind power generation, Ps = Solar power generation, Py, =
Diesel generator power output, P;. = Fuel cell power output,
P,. = Aqua electrolyzer power output, P, = Battery power
output, P = Load disturbance, D = p.u load change with fre-
quency, H = Inertia constant of the diesel generator.

Therefore, the transfer function for system frequency varia-
tion to per unit power deviation is given by (14).

Af !
GsyS(‘S) = (APG — APL) - [D + (fQ?) S}
K,.
T -

where K, (power system gain) and 7,,, (power system time
constant) are 1/D and 2H /(D f,,.) respectively.

It is to be noted here that (12) is valid only when there is a syn-
chronous machine in the microgrid. Therefore, the researchers
should be careful in using (14) when they are simulating the mi-
crogrid.

D. Designing of P-f Droop for Different Controllable Sources
in the Microgrid

In our paper [7] we have deliberated about the issue of de-
signing the P-f droop for a microgrid. Since the model is same,
the procedure adopted in this paper and [7] is identical. For
quick understanding of the reader we are discussing the issue
in brief. The P-f droop for different sources are related to each
other as depicted in (15).

1 11

Pfcrated Pdgratr::d

Rdg . Rfc : Rae (15)

’ Paerated
where [2g,, I2 4., I1,4 are P — f droop coefficient and Pyyrqted,
Pyerated, Pagratea are the rated power of diesel generator, fuel
cell and aqua electrolyzer respectively. Since the diesel gener-
ator has a second order transfer function, which may lead to
instability; we started the design procedure from it. The closed
loop signal flow graph of the diesel generator along with the
power system is shown in Fig. 4.
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The open loop transfer function of the diesel generator
system, as written in (16), can be obtained from Fig. 4.
Kps

Gag = .
YT (U Tag) (1+ 5Tagg) (1 + 5T0)

(16)

Since there is a feedback path in Fig. 4 the characteristic equa-
tion for the closed loop system can be represented as in (17).

1+ Kps
Ry (1 + 8Tagq)(1 + 8Tge)(1 + "’Tﬁ%)
The bode plot of the transfer function corresponding to the
diesel generator without P-f droop as depicted in (16) (Ggg)
and with P-f droop as shown in (17)(Ggg,r = Gag/Radg) are
presented in the Fig. 5. It can be concluded from the Fig. 5 that
the diesel generator with “unity” droop destabilizes the power
system by presenting negative phase and gain margins. How-
ever, for a droop 0f 20.4918 Hz/p.u. (power) the system is stable
which can be ensured from the positive margins. Now, using
(15) the P-f droop of fuel cell (200 kW) and aqua electrolyzer
(100 kW) can be obtained. In our case they are 40.9836, 81.9672
respectively.

1
1+G4y X =— =
¢ R{lg

IIT. STATE FEEDBACK LQR CONTROL

LQR is a control scheme that gives the best possible perfor-
mance with respect to a given performance criterion [10]. The
performance criterion is a quadratic function of state vector and
control input. In this method a feedback gain matrix “K” is de-
signed to minimize the objective function “Jy,gr” in order to
achieve a compromised solution between the control effort and
the speed of response that will guarantee a stable system.
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Fig. 7. The smart microgrid using MATLAB/SIMULINK.

For the given microgrid in Fig. 7 the state variable model can
be described as below,

X =AX 4+ BU +TP, (18)

Y =CX. (19)

where X, U, P; and Y are the state, control, disturbance and
output vectors respectively. The system matrices: A (state ma-
trix), B (input matrix), I' (disturbance matrix), and C (output
matrix) are derived based on the microgrid parameters.

The state vector, also indicated in Fig. 7, for our case is as
below,

X = |AfAP1yg APy AP AP, AP AQ,

A
X / AP,dt / Afdt

Similarly, the control vector can be represented as below,

€2y

(20)

U = [AU4 AU AU, AU

In our case, the output Y is taken as Af, [ Afdt, APyy
(diesel generator turbine output), APy., AP,., P, and f Pydt
of the microgrid. Redefining the state variable set and control
variable set as X = X, U = U [10], we can remove the dis-
turbance vector and hence can find the optimal control strategy
such that the cost below is minimized.

1 ¥ . . . .
Tror = 5 / (XTQX + UTRU).
0

The optimal control signals I that minimize the cost “Jyqr” is
as given in (23)

(22)

U=-KX. 23)

where
K =R 'BTP (24)

with “P” being the solution of the algebraic matrix Riccati equa-
tion

AP+ PA—PBR'BTP+Q=0. (25)
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Looking at (24) and (25) we can say that for each set of “()”
and “R” matrices there will be an unique “K” matrix which in-
fluences the control signal such that (22) is minimized. There-
fore, the research challenge is in finding out the best set of “()”
and “R” that will regulate the desired variables (not necessarily
the state variables) optimally. In this paper we want to mini-
mize the frequency deviation by keeping the battery power at
zero and state of the charge of the battery at its initial value in
the steady state. Based on this philosophy a cost function has
been formulated and depicted in (26).

7= [C(AfE +ARE + @)@ 2o

Hence, the need is now to obtain the set of “()” and “RR”
that will minimize (26). Since, it is almost impossible to get the
gradient of “.J”” with respect to “(2”” and “1?”’; we have used some
iterative techniques, to calculate “()”” and “I?” so as to minimize
wpm

The state feedback LQR formulation considered above suf-
fers from the drawback that the optimal control law I/ = —K X
requires all states of the microgrid given in (20) to be measur-
able. A possible approach to overcome this difficulty is to esti-
mate the unknown states based on the measured state variables
Y , and use

U=-KX. (27)
where X denotes an estimate of the process state X. In this
paper we have used Kalman estimator [10]. In our problem, out
of the nine state variables depicted in (20) seven states such as
Af, [ Afdt, APyy (diesel generator turbine output), APy,
AP,., P, and j P, dt are considered as measureable, whereas,
states AP, (diesel generator governor output), A¢), (battery
state of the charge) are assumed to be unobservable.

IV. TUNING OF WEIGHTAGE MATRICES “Q” AND “R”

The calculation of optimal weightage matrices “Q” and “R”
to be used in the Riccarti equation is the major research problem.
It is generally obtained through trial-and-error method. This re-
quires, testing of a large number of “Q” and “R” matrices to
reach an acceptable solution. Even if we get a satisfactory re-
sponse, still we are in dark whether there is some other “Q” and
“R” which can perform better. Therefore, in this paper we have
tried to formulate a systematic approach to design the “Q” and
“R” matrices.

A. Bryson Method

Bryson [11] developed the simple iterative method based
on the “inverse square” for the selection of the quadratic
cost/weightage matrices “Q” and “R.” The basic concept be-
hind the technique is to normalize the contribution which the
outputs and the control term may have within the quadratic cost
function. This normalization is usually accomplished using the
anticipated maximum values (or deviation) of the individual
outputs and controls [11], [12] as discussed below.

Q= (liag[qquq.a cee qn]
R =diag[rirars ... rm)
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Where [qi =

n m
(SN L
z?(max) |,_, ane it = uf(max) |
, _ i1

(28)

Utilizing (28), with the help of (24) and (25) the optimal feed-
back gain “A” to minimize .JJr.gr given in (22) can be obtained.
The “K ™ so obtained may not lead to a minimum “.J”” when cal-
culated using (26). Hence, we need some iterative approach to
reach at some optimal solution for “Q” and “R.” As any iterative
method requires some starting points as well as a disturbance,
we have considered the “Q” and “R” obtained using Bryson’s
rule as the initial guess and a load increase of 5% as the distur-
bance.

B. Conventional Iterative Based Approach

In this paper, the “fminsearch” optimization procedure avail-
able in MATLAB [25] is used to carry-out the iterative based
optimization to minimize “J” given in (26). The initial “Q” and
“R” given to this algorithm are those obtained using (28) and
depicted in the Appendix. It is found that using this algorithm
it is possible to reach a minimum value of 686.3053 for the “J”
given in (26). Besides, as this algorithm does not involve any
random values, the solution is consistent across different runs.
The optimized value of “Q” and “R” matrices corresponding to
this method are given in the Appendix.

C. Evolutionary Algorithms Based Iterative Approach

Recently, many powerful evolutionary algorithm based itera-
tive approaches have been developed for optimizing parameters
in different engineering problems. From among them the opti-
mization methods especially GA and PSO has been used widely.
Recently the BBO has come to the research domain as an al-
ternative evolutionary algorithm. Therefore, in this section we
have tried to explore the capability of BBO as against GA and
PSO in optimizing the “Q” and “R” matrices with initialization
through the Bryson’s method.

To compare the obtained optimal solution and its consistency
for different algorithms the following experiment is carried
out with repetitive run. To have a fair comparison between the
considered algorithms we have restricted the number of cost
function evaluations (J.,q;) to 2500 and termed it as one run.
This is considered as any evolutionary technique optimizes the
variables based on the decisions obtained through .J.,,;. Fig. 6
depicts the variation of optimal “.J” for different run whose
starting points are the one indicated by the Bryson’s rule.

From Fig. 6, it is observed that the standard deviation “c” in
the optimal results as well as the optimal solution is minimum
in case of BBO as compare to GA and PSO. This indicates that
BBO is a better algorithm which gives consistent results for dif-
ferent runs with better optimal solution. Besides, all the three
evolutionary algorithms present better result as compared to the
conventional algorithm. The details about the BBO algorithm
are discussed in the following section.

V. BIOGEOGRAPHY BASED OPTIMIZATION (BBO)

BBO [13] is a global optimization algorithm inspired by the
distribution of species (biogeography). In BBO, each individual
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is considered as a “habitat” with habitat suitability index (HSI),
which is similar to the fitness of evolutionary algorithms, to
measure the individual. An optimum solution is analogous to
an island with a high HSI, and a poor solution indicates an is-
land with a low HSI. The features of the high HSI solutions are
shared by the low HSI solutions. Low HSI solutions accept a lot
of new features from the high HIS solutions. In BBO, each in-
dividual has its own immigration rate / and emigration rate .
An optimal solution has higher immigration rate / and lower
emigration rate /. The details about the BBO algorithm and
its efficiency are discussed in [14], [15]. In this algorithm the
parameters used for searching the total solution space is much
higher. In case of BBO technique we assign each habitant with
a set of variables to be optimized, i.e., elements of weightage
matrices Q and R. Each species is allowed to take all possible
values and the performance criterion presented in (26) is mini-
mized.

The species for which the performance criterion is minimum

in the last BBO iteration estimates the parameters to be used.

In this paper, the BBO algorithm is implemented with the

following initialization.

i. In LQR control, the number of parameters (p = 11) to be
optimized. The 8 gains for state variables and 3 gains for
control inputs.

ii. Number of habitants (S = 50) to be used for searching
the total region, Maximum Immigration rate I = 1,
Maximum Emigration rate ¥ = 1, Time step for
probability rate conversion At = 1, Modification prob-
ability P,,4 = 1, Mutation probability P, = 0.005,
Alower = 0, Aupper = 1, Number of elite variable = 2,
Maximum number of itcrations = 50.

VI. THE SMART MICROGRID

To achieve a simultaneous target of frequency control and
proper energy management we have implemented the MAS phi-
losophy into the microgrid [7], [26]. This method assigns an
IP address to each entity (in our case all loads and sources)
which is further called as an agent. The assigned IP address
helps the server used as MGCC to establish a bidirectional in-
formation flow path between the agents and the MGCC in an
analogues way as adopted in wide area control application dis-
cussed in [27]. This bidirectional data transfer is carried out
using UDP/IP. The agents are associated with UDP send and
UDP receive blocks to send and receive the data to and from
the MGCC. The UDP send block consist of one input, the re-
ceiving agent’s IP address and the address of the port through
which the data is to be sent to the receiving agent. Similarly, the
UDP receive block has one input, the sending agent’s IP address
and the address of the port through which the data is to be re-
ceived by the receiving agent.

The monitored variables are sensed using suitable sensors and
converted to a digital domain by analog to digital (A/D) con-
verters and passed to the communication network. On the re-
ceiving end a digital to analog (D/A) converter will decode the
instruction sent by the MGCC to the agents. The schematic of
the smart microgrid, with all states and control variables being
indicated, is shown in Fig. 7.

A. Microgrid Central Controller

The energy management function of the MGCC as envisaged
in this paper is same as that of our paper [7]. Just for continuity
of the text we are rewriting the rules governing the MGCC de-
cision as proposed in [7].

R1) Itis required to switch off the diesel generator and fuel
cell and switch on the aqua electrolyzer when the aggre-
gate power obtained from the renewable energy sources
{wind + solar) is higher than the load. Similarly, the re-
verse would happen when the load is higher than the power
produced from the renewable energy sources. This agrees
to the concept of using renewable energy first.

R2) It is desirable to have an alarm when the pressure in
the hydrogen tank is not sufficient to drive the fuel cell to
produce power.

VII. SIMULATION RESULTS AND ANALYSIS

Case 1: Sudden load increase by 5% when WECS is either in
MPPT or participating in frequency control.

In this case the transient handling capacity of the WECS and
battery, with different controllers tuned by BBO, for the fre-
quency control of the microgrid is discussed. We have consid-
ered the scenarios when WECS is either in MPPT or partic-
ipating in frequency control of the microgrid. The power re-
sponse of WECS, battery and microgrid frequency deviation
are shown in Fig. 8(a)-8(d). Looking at Fig. 8(a) and 8(b), we
can ascertain that when the WECS is participating in frequency
control the transient power is supplied by WECS instead of bat-
tery. This is due to the fact that WECS can release the kinetic
energy almost instantaneously to support during the transient.
However, due to limitation on discharging/charging current of
a battery the power can not increase so quickly (modeled in the
paper through GRC) for a battery energy storage system. There-
fore, though the peak value of change in transient power, sup-
plied from both the sources are almost same, the frequency de-
viation is quite large in the case when WECS is under MPPT.
As a result, when WECS is used for frequency control we can
have better frequency response as well as an extended life pe-
riod for the battery.

Now comparing the frequency response for different con-
trollers given in Fig. 8(d), we can establish that BBO-LQR is the
best performing alternative. However, BBO-LQR with Kalman
estimator also performs more or less same with BBO-LQR.
The worst among the controllers is the fminsearch-LQR
which shows a frequency deviation of 0.1 Hz. Further, from
Fig. 8(a)-8(c) we can also observe that in steady state both the
battery and wind are coming to their reference which implies
that they are ready for the next transients in the system

Case2: Dynamic response of the smart microgrid for sudden
increase in solar insolation by 3%.

The dynamic responses of the microgrid for a sudden increase
in solar insolation by 3% are shown in Fig. 9(a)-9(b). The “Q”
and “R” matrices are again tuned for this case with the same
procedure adapted before.

Based on the master controller decision for this case, the
diesel generator and fuel cell will not supply any power to the
microgrid. The transients are handled by the WECS, the bat-
tery and the aqua electrolyzer. As a result, the total increase in
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Frequency deviation A f of the smart microgrid.

solar power is consumed by the aqua electrolyzer to produce
hydrogen and sent for storage. This fact is clear by looking at
Fig. 9(a). Further, from Fig. 9(b), it can be observed that the fre-
quency deviation is very small and is within acceptable limit.
Case 3: Frequency response of the smart microgrid with data
loss and wrong sequence of data in communication channel
Generally, the packet loss and the sequence missing condition
may occur in UDP/IP. So, the effect of information loss or data
sequence change has been studied in this case. For the 5% load
increased situation, the MGCC will generate the control signal
for the fuel cell. As shown in Fig. 10(a), this transmitted signal
is lost at 205.2 s and there is a data exchange between 205.2 s

with 205.4 s which is considered as wrong sequence. To address
the data loss, as shown in Fig. 10, we have assumed that the pre-
vious data will continue to act as the reference. So the reference
power to the fuel cell remains same during 205.1 s to 205.3 s
which makes the effect of data loss over the frequency excur-
sion almost negligible. In addition, as long as the time delay is
small, problems in sequence will not affect the frequency excur-
sion. Furthermore, the sequence will be taken care of by another
layer, if the UDP/IP is adopted. As in this scheme there will be
a time stamping, the receiver will receive the data only when it
arrives at the receiver within a stipulated time frame, otherwise
not. Frequency excursion presented in Fig. 10(b) confirms the
above discussions showing that the frequency deviation is af-
fected neither by data loss nor by wrong sequencing in received
signal.

VIII. CONCLUSIONS

In this paper, BBO algorithm has been successfully imple-
mented to tune the controller parameters such as “Q” and “R”
matrices of the LQR controller. Kalman estimator has been im-
plemented to tackle the issue of immeasurable states required
by the LQR. It is observed that with WECS participating in fre-
quency control the usage of battery reduces hence, increasing
the life time and decreasing the capacity of the battery. For op-
timal usage of the microgrid resources the concept of smart mi-
crogrid is proposed based on MAS and UDP/IP. It is found that
the data loss and wrong sequence associated with UDP/IP does
not influence the performance of the controllable sources.

APPENDIX

Parameters for solar power
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and wrong sequence is shown in zoomed figure.) (b) Frequency deviation A f
of the microgrid, Fuel cell power P . under 5% increase in load.

Ii = 1.2e 7 I, = 8.03; T, = 300; T = 320; K, =
0.0017; A = 1.92; n, = 176; n, = 1500; K = 1.3805¢ %2,
q = 1.610e719; S = 0.2; Vaep = 542.2651 V; K, = 1.7018;
Ty = 0.05 s.

Nominal parameters of the microgrid

fsys = 50 Hz, Base Power = 1 MVA, D = 0.012 MW /Hz,
H=258Tqy =25, Tte =45, T, =015 Tee =025
ngt = 20 s, Kdgg = Kdgt =Ky = Ky = Koe = 1,
GRCys = 3%, GRC,e = 10%, GRCy. = 10%, GRCy, =
30%.

Optimal values of weightage matrices Q and R for 5% load
increase disturbance

Bryson s initial values:

= diag(1./[30 30 30]."2);

Q = diag(1./[0.001 30 30 30 30 15 0.001 0.001]"2);

fminsearch:

R = diag([119.9967 1099.5489 2739.1767]);
Q = diag([999.9374  1096.9653
1118.9129 999.93431 0.12716 0.00614 0.29631]);

Genetic Algorithms (GA):

R = diag([97.1777 3819.5313 2299.8047));

1140.65381

Q = diag([3177.7349  1091.9922 1098.6328
1181.44531 6189.4531 0.0609 0.0053 0.0852];

Particle Swarm Optimization (PSO):

R = diag([99.1321 1147.0907 7355.9336]);

Q = diag([3792.9352 1122.5454 1070.2197

1170.3612 8886.1621 0.0125 0.0182 0.0421]);

Biogeography Based Optimization (BBO):

R = diag([90.94820 800.66927 1500.35488]);

Q = diag([4699.13011 1000.01100 1000.03500
1200.10006 7000.14373 0.01031 0.00101 0.10000]);

Optimal values of weightage matrices Q and R for 3% in-
crease in solar insolation

Bryson's intial values:

R = diag(1./[18 18]72);

Q = diag(1./[0.001 18 18 15 0.001 0.001].2);

fminsearch:

R = diag(]0.5033 0.9315]);

Q = diag([0.3872 35.9312 0.0214 1.7415 94.7832 0.0003]);

Biogeography Based Optimization (BBO):

R = diag(]0.4388 4.9643]);

Q =
diag([0.5379 45.0127 0.9849 9.0568 148.0881 0.0004]);
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