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ABSTRACT Battery energy storage system (BESS) is a pivotal component to increase the penetration
of renewable generation and to strengthen the stability and reliability of the power system. In this paper,
for the purpose of the state of charge (SOC) balancing and reactive power sharing, a multiagent system
(MAS)-based distributed control model, which contains a top layer communication network built by agents
and a bottom-layer microgrid composed of BESSs, distributed generators (DGs), and Loads, is provided.
Next, a systematic method is designed to build the control laws for agents from any given network,
where each agent on the top communication network collects the states of BESSs, DGs it connects and
exchanges information with its neighboring agents. Moreover, two theorems, which provide guidelines to
design distributed control laws for SOC balancing and reactive power sharing between BESSs, are proposed
to show the convergent property of the proposed control laws. Furthermore, several simulation cases are
employed to validate the effectiveness of the proposed control model when environmental conditions and
time-varying load demands are considered. Finally, the simulation results verify the effectiveness of the
proposed control model, i.e., the SOC balancing and proportional reactive power sharing are achieved as
expected. Furthermore, our approach has the fast convergent speed of SOC balancing of BESSs, compared
to the existed method.

INDEX TERMS Battery energy storage system (BESS), distributed control, state of charge (SOC) balancing,

reactive power sharing, microgrids.

I. INTRODUCTION

With the increasing of worldwide market demand, the pro-
portion of renewable energy sources to conventional energy
sources is going higher in recent decades. Further, renew-
able energy is strongly considered to be a solution of envi-
ronmental pollution and a promising substitution of the
burning of fossil fuels for power generation [1]. However,
the intermittence of renewable power resources, such as
photovoltaic generation systems (PVs) and wind turbines
(WTs), usually brings negative impacts to the grid. To address
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these problems, the integration of battery energy storage
systems and renewable DGs into an MG draws extensive
attention. An MG, which contains DGs, loads, energy stor-
age systems and other devices, is an effective integration
of renewable DGs into the main grid when it works in a
grid-connected mode [2]. Moreover, energy storage systems,
such as battery energy storage systems (BESSs) and electric
vehicles (EVs), play an important role to balance system load
demand, smooth the intermittence of renewable DGs, achieve
peak-shaving and valley-filling purposes [3]-[5], etc.
Inevitably, an MG that contains BESSs, renewable DGs
and loads can operate in a gird-connected mode aimed
at enhancing the penetration of renewable DGs. A most
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straightforward approach, termed centralized control, has
been widely adopted in the control of MG to manage energy
storage systems [6]—[13] where the main effort is spent on
designing strategy to keep SOC of the BESSs balanced for
the reason of preventing overcharging or over-discharging as
well as maximizing the power capacity of the overall BESSs.
In [7], centralized control strategies for SOC balancing in
microgrids are proposed for battery energy storage systems,
while centralized optimal power flow strategies are designed
in [8], [9] to optimize power flow between the main grid
and the microgrid. However, the centralized control approach
needs the MG central controller (MGCC) to communicate
with all loads, DGs and BESSs, and then the MGCC sends the
control decisions back to DGs and BESSs. Therefore, a fast
and reliable communication network and powerful central
controller are required due to processing significant amounts
of data. Moreover, the single-point failure is a disadvantage of
centralized control, since any failure of the MGCC or its asso-
ciated communication links will affect the entire system [14].

Nowadays, distributed control methods [15]-[22] draw
intense attention among researchers. Distributed approaches
have the ability to avoid the single-point failure, high
communication system costs as well as high computation
load. Therefore, applications of distributed methods includ-
ing microgrids control [15], energy management [23], eco-
nomical power dispatch [15], SOC balancing [22], reactive
power sharing [24] and frequency control [25] are various.
However, several challenges of designing distributed con-
trol methods are non-negligible. To begin with, dealing with
intermittent generation and time-varying demand in a dis-
tributed way isn’t a trifle problem in islanded microgrids [16].
Secondly, designing the feedback control gain, which is
often related to system performance, for distributed control
laws is vital to system stability [26]. Last but not least, dis-
tributed control methods are susceptible to communication
constraints, such as, communication delays and packet losses,
therefore, designing the distributed robust control methods is
demanding [25], [27], [28].

In spite of challenges, distributed control methods
is a potential way to increase system reliability and
scalability [17]-[19]. For example, in [17], a nonlinear dis-
tributed controller for power sharing was proposed when the
consideration of dynamical models of PVs, battery energy
storage systems and plug-in hybrid vehicles are incorpo-
rated. Additionally, decentralized communication-less con-
trol methods for power management of a PV/battery unit were
provided to maintain system power balanced and frequency
stable while considering the limits of SOC of the battery [18],
where the outputs of PV are reduced to protect the over-
charge of battery when frequency is high, on the contrary,
the noncritical loads are regulated to prevent battery from
over-discharge. While in [19], decentralized power manage-
ment strategy based on multi-segment P/f characteristics,
which takes load demand, renewable generation and SOC of
batteries into consideration, was proposed to handle multiple
PV/battery systems in islanded microgrids.
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Focusing on the SOC balancing problem between
BESSs, Morstyn et al. designed a distributed approach
for reconfigurable batteries by adopting dynamic consen-
sus algorithm [20]. By employing consensus-based leader-
follower strategy, Golsorkhi et al. [21] utilizes a V-1 droop
mechanism to balance the SOC and manage the power of
BESSs. Moreover, to achieve the SOC balancing, Cai et al.
designed a set of distributed control laws for grid-connected
BESSs, where two consensus algorithms are utilized to
estimate the SOC and average output power of BESS [22].
Xu et al. proposed a two-layer distributed robust control
model for grid-connected inverters to keep the SOC balancing
of BESS, where the proposed distributed SOC balancing
algorithms need to transmit the information of the local power
supply-demand mismatch and BESS SOC balancing state
variable. After communicating with the neighboring agents,
then the set-points of BESSs are calculated and sent to their
lower control devices. However, during the iteration, the SOC
of battery is assumed to be unchanged [29]. In [30], a non-
linear consensus law was proposed for grid-connected MG,
where some complicated requirements need to be satisfied.
Discrete consensus algorithm, which was adopted in [31],
plays a role of sharing the information of SOC of BESSs
and adjusting the d-axis virtual resistor to produce the active
power according to the values of SOC. Continuous consensus
control is adopted in [32] to adjust the outputs of batter-
ies to achieve SOC balancing, in which the penetration of
renewable energy sources isn’t considered and the secondary
frequency control model is needed to generate the set-points
for batteries.

Moreover, multiagent system (MAS) has been widely
introduced to distributed control, optimization and energy
management for MGs [23], [33]-[35]. For example, an MAS
based frequency control method was studied for MGs, where
agents only share information with its neighbors accord-
ing to consensus algorithm [25]. Further, by adopting MAS,
Bidram et al. [26] proposed a distributed secondary control
mode for MGs. In addition, MAS-based control strategies
for SOC balancing among battery energy storage system
have also been introduced for MGs. Based on droop con-
trol, reference [36] proposed a distributed strategy to regulate
BESSs to balance the system energy, as well as the stability
of system frequency. In [37], the global average values of
SOC were found by a dynamic average consensus algorithm,
and it was added into droop control model to regulate the
active power of BESSs to achieve SOC balancing. More-
over, distributed hierarchical control method for BESS was
proposed in [28], where active/reactive power sharing and
energy sharing were achieved by implementing the designed
fast consensus algorithm into drop controller.

In summary, most of the proposed SOC balancing methods
mentioned above, such as methods in [18], [19], [21], [28],
[32], [36], [37], where first-order consensus algorithm was
the main route to share the information of SOC and system
power among BESSs, were carried out on the droop-based
platform. As we know, in grid-connected MGs, the
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droop-control-based approach may not be applicable due
to the fact that the system voltage and frequency are both
dominated by the main grid. However, a few references,
for instance, approaches mentioned in [22], [29], [30] are
focusing on discussing the distributed SOC balancing for
grid-connected BESSs, where the drastic fluctuation of
renewable generation and load demand aren’t well consid-
ered. Moreover, the distributed methods proposed in these
papers need to satisfy some complicate requirements in order
to accomplish the balancing of SOC. In order to provide a
simple but efficient strategy for SOC balancing and reactive
power sharing of BESSs, a distributed agent-based control
framework, which contains two layers (communication layer
and MG layer), is proposed in this paper. For communi-
cation layer, the distributed second-order algorithm, which
has fast convergent speed of SOC, is first introduced to
achieve SOC balancing of BESSs. Compared with meth-
ods in [22], only one kind of second-order algorithm is
needed in our method, which reduces complexity to design
control laws for SOC balancing. Later, aiming at guaran-
teeing the proportional dispatch of reactive power among
BESSs, the simplified distributed control laws are provided.
Further, the proposed SOC balance control laws and the
reactive power sharing control laws can guarantee the sys-
tem active and reactive power balanced during the iteration,
respectively.

Inspired by the distributed control approaches for MGs,
we extended our previous works [27], [38] into the present
one. As is shown in [38], the agent-based distributed con-
trol model for islanded MGs was designed to achieve the
optimal active power dispatch considering drastic fluctua-
tion of renewable energy sources and loads. Later, in [27],
we simplified the agent-based communication network and
therefore proposed a fully distributed control strategy for
islanded MGs, where communication loss was also consid-
ered. Based on these efforts, we proposed a distributed control
strategy, which only needs the local information of the active
outputs of BESS, the value of SOC and reactive power,
to guarantee the SOC balancing of BESSs and proportional
reactive power sharing. As noted above, two main differences
are:

1) We designed a distributed strategy for MGs where only
controllable agents and the PCC agent are utilized to compose
the communication network which simplifies the designing
of distributed control laws and reduces the investment of
communication system, compared with the work [38].

2) Compared with the work [27], improvements are intro-
duced. Such as, the second-order distributed control laws are
offered to adjust the outputs of BESS while achieving the
balance of SOC and system power simultaneously. Moreover,
the proposed distributed control laws for optimal reactive
power dispatch are simplified.

In this paper, a distributed MAS-based control method
for the SOC balancing and reactive power sharing in
grid-connected MGs is proposed. The control approach
consists of two layer, in which the bottom layer is an
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MG composed of load, BESSs and renewable DGs, while the
top layer is a communication network formed by agents for
secondary control. And the main contribution of the proposed
control approach is:

(a) a fully distributed control model for the SOC balancing
and reactive power sharing in MGs is presented, each agent
only needs local information, i.e., the values of active power,
SOC and reactive power of its neighboring agents, to finish
the given task;

(b) the SOC balancing of BESSs is achieved by the pro-
posed second-order control laws, where the strong assump-
tion that SOC of BESSs is a constant during iteration [29]
is unnecessary. And, compared with the methods in [30],
some complicate requirements for distributed control laws are
undesired;

(c) compared with the method in [32], the proposed
method is lack of extra computation of Riccati equation to
calculate the control gains, which leads to high scalability.
Moreover, the proposed control laws have faster convergent
speed of SOC;

(d) the power balance and convergence property of two sets
of control laws are proved by the proposed theorems which
give guidelines for designing the distributed control laws for
agents from any given network.

The rest of this paper is organized as follows. The two-layer
distributed control model for the SOC balancing and reactive
power sharing is formulated and presented in Section II.
In Section III, the power balance and convergence property of
control laws are analyzed by the proposed theorems. There-
after, the structure and parameters of the grid-connected MG
are introduced in Section IV. Later, five simulation cases are
designed to evaluate the effectiveness of proposed method
and simulation results are analyzed and discussed. Section VI
concludes the paper.

Il. CONTROL METHOD FOR MGS

In this section, some terms that are used in the paper are
introduced first. Next, the proposed distributed control model
for MGs is designed, where the topology of communication
network composed of agents is explained in detail. There-
after, the distributed SOC balancing control laws and the
distributed reactive power sharing control laws for BESS are
presented in subsection B and C respectively.

A. THE TOPOLOGY OF COMMUNICATION NETWORK
As shown in Fig.1, the proposed model is built up by two
layers, where the top layer is a communication network
composed of agents, while the bottom layer is a microgrid
which contains DGs, BESSs and loads. In microgrids, photo-
voltaic systems (PVs) or wind turbines (WTs) are regarded as
uncontrollable DGs, as the outputs of these DGs are largely
influenced by environmental conditions. Besides, the battery
energy storage systems (BESSs), are regarded as controllable
DGs, since their outputs can be regulated.

In comparison with the MG in which power flows, there
is a directed communication network G(V, E) over the MG,

60709



IEEE Access

W. Kang et al.: Distributed Reactive Power Control and SOC Sharing Method for BESS in Microgrids

Top layer
Communication
network {
composed of

Agents
/

( Y
Bottom layer @

ik

Microgrid | Load6
composed of {
Loads, DGs
and BESSs

' Loadl1

? il "t

Load10 \ Load5 Load9 /

" Load7

Load2 Load8

Load3 Load4

FIGURE 1. The two-layer control model for an MG, where uncontrollable agents are
indicated by circles, while controllable agents are indicated by diamonds. Besides, the dash
lines between the two layers indicate the relationships among agents and their connecting
DGs, BESSs and loads, and the arrows on them represent the directions of information

transmitted.

in which information is transmitted and processed, where
V is the set of agents (nodes) with n agents and E is the
set of edges. In this paper, it is assumed that communi-
cation devices together with a local controller processor
form an agent. Moreover, an agent that connects a BESS
is called controllable agent since the outputs of BESS can
be regulated. While the agent which connects PCC node is
regarded as uncontrollable agent because the power flowing
through the PCC node can’t be controlled directly. In addi-
tion, renewable DGs work at the maximum power point
tracking model (MPPT), so there aren’t agents for these
DGs which in turn reduces the costs of communication
network.

Assume that there are n agents and m controllable agents on
the network G, respectively. A diagonal matrix D = [diilnxn
is adopted to represent the outgoing degrees of each node,
for instance, if agent i has two outgoing edges and one self-
loop, then d;; = 3. Further, a diagonal matrix R = [rjjluxn
is used to distinguish controllable agents and uncontrollable
agents, in which if agent i is a controllable one, then r;; = 1.
Otherwise, r;; = 0.

Moreover, as shown in Fig.1, each controllable agent con-
nects a BESS through a directed dash line, where the direction
of a arrow represents the direction of information transmis-
sion. On one hand, agents not only collect the present states
of BESSs to which they connects, but also send instructions
to BESSs. On the other hand, agents can transmit collected
information to their neighbors on the communication net-
work and process received information. Further, the power
mismatch of whole MG system will be measured at the PCC
node. Therefore, an uncontrollable agent, which connects the
PCC node, is applied to collect the information of the system
power mismatch. Under the configuration, the fluctuation of
renewable energy sources will be smoothed by the microgrid
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which prevents overloading in the PCC node and also leads
to small impacts to grid.

B. DISTRIBUTED SOC BALANCING CONTROL LAWS

From the works [37] and [39], it is available to assume that
the simplified calculation of SOC of a BESS can be written
as,

k
soc;(k) = soc;(0) — z - / pi(k)dk €))
0

where 0 < z = ﬁ is a constant, p;(k) active outputs power
of the controllable BESS;. C; and V; are capacity, input volt-
age of converter, respectively. Therefore, the SOC of a BESS
can be adjusted by regulating the discharging/charging power
pi(k). And p;(k) is derivative of soc;(k), where the dynamics
of a BESS can be simplified as a second-order system. Bor-
rowing idea from the high-order consensus algorithm [40],
a second-order distributed control law for MGs with renew-
able energy sources and BESSs was proposed. In order to
guarantee the SOC of BESSs balanced, the following dis-
tributed control laws for controllable agents are provided
according to the graph G,

R-P(k)=R- (P(k —D—a-F-Stk — 1)+F - P(k — 1))
2)

where S(k — 1) = [soci(k — Dlpx1, P(k) = [pi(k)lnx1,
Pk — 1) = [pi(k — 1)]x1 are column vectors of SOC and
active power, while « > O(e¢ < 1/z) is a constant that has
influence on convergent property. And F' = [fjjluxx is the
weighted matrix for the graph G, whose element is defined as
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follows,
m
- > 8 j=i jeNNL
J=1j#
fi=19% i#j, JENNL 3)

1

—, je Ll

dg J

0, otherwise
where 0 < § < ﬁ(dmwg:max{di!i: I,---,n})isa

constant, while N; denotes a set of the neighbors of agent i.
d, is the outgoing degrees of the uncontrollable agent. L is a
set of controllable agents, while L’ denotes the complement
of L, which is a set of uncontrollable agents.

Obviously, the proposed control laws (2) are totally dis-
tributed due to the fact that only the neighboring information
socj and p; are needed. Besides, it is proved that the SOC of
BESSs converge and the system power is balanced through
the iterative process if the controllable agents regulate the out-
puts of their BESSs in terms of control laws (2). In summary,
for any given network, a distributed SOC balancing control
law can be designed according to our proposed method,
where only the attribute matrix R and the weighted matrix F
of communication network G are needed. Moreover, control
gain o, which helps to enhance the convergent speed, is added
into the control law. One can design the distributed SOC bal-
ancing control laws with the knowledge of outgoing degrees
of communication network. Compared with the algorithm
in [29], the design of SOC balancing state variable and the
local power supply-demand mismatch are avoided. The range
of control gain for SOC is given via the simple way compared
with the studies in [32], where the control algebraic Riccati
equation needs to be solved to acquire feedback control gain
with the demand of computation.

C. DISTRIBUTED REACTIVE POWER SHARING

In this subsection, we provide the distributed control laws
for controllable agents, which are derived from the graph G,
to ensure the reactive power shared reasonably among con-
trollable BESS, i.e., proportional outputs of reactive power
to their maximal reactive power. The distributed control laws
for reactive power sharing are designed as follows,

R-Q(k)=R-H-Q(k —1), “

where H = [hj]inxm is a weighted matrix. And the entry of
the matrix H is designed as follows,

n

6 L

1 - Z e, j=1i, JENNL
i:l,i;ﬁjqi
hyj = gre i#). JENOL (g

1
7 jeL
8
0, otherwise

VOLUME 7, 2019

max

qmin 1 max __ max
where 0 € (O, ) is a constant, 0" = [¢, ]nx] reac-

dmux
1 1 max  __ H max|; __
tive power capacity and g, = min (ql. i=2,--- n)
Dyin’ \ max __ [ max
where 0 € (0, dmx> is a constant, Q = [‘h ]nxl reac-
1 1 max __ ; max|; __
tive power capacity and g, > = min Sqi i=2,---, n)
Also, the proposed control laws (4) are fully distributed,

since they only need the neighbors’ information. More-
over, it can be proved that the distributed control laws (4)
can both guarantee the proportional outputs and keep
the reactive power balanced through iteration. Apparently,
when the network of an MG is given, the distributed
control laws for an MG will be designed in terms of
the methods mentioned above. In addition, we will give
explicit proofs for these proposed distributed control laws in
section III.

Briefly, the process of building SOC balancing and reactive
power sharing approach is,

Step 1: Build the communication network G, from which
the outgoing degree matrix D and attribute matrix R are
calculated.

Step 2: Calculate the weight matrix F and matrix H accord-
ing to matrix R and D.

Step 3: Based on matrix F, build the second order control
law (2) by adding the control gain (¢ < 1/z). Based on H,
build the control law (4).

Step 4: Each controllable agent collects the information of
pjk — 1), socj(k — 1) and gj(k — 1) from its neighbors, and
then calculates the output(p;(k), g;(k) ) of BESS; at the step
k according to equation (8) and (14).

Step 5: Send p;(k), and g;(k) to its BESS; and adjust the
output of BESS;.

IlIl. CONVERGENCE ANALYSIS

In this section, we provide two theorems to analyze the
convergence property for the proposed distributed control
laws. The theorem 1 is introduced, which serves to ensure
the system power demand-supply balanced and the SOC
of BESSs converged when distributed control laws (2) are
applied. Furthermore, the theorem 2 explains the convergence
of the control laws (4).

Theorem 1: Supposing there is a directed communication
network G with n agents over the MG, if the controllable
agents adjust the active outputs power of BESSs in accor-
dance with the control laws (2), these two conclusions are
achieved,

1): The system power demand-supply is balanced,
ie., Y P(k) = Py(0);

2): The SOC of BESS; ... ,, will converge, i.e., soca(k) =
soc3(k) =--- = socm(k)|k_)oo.

Proof: 1) Assume yth agent is the uncontrollable agent,
and if the both sides of equation (2) are summed up respec-
tively, it yields,

> Pk
i=1
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=Y R-Pk—1)—) a-R-F-Stk—1)

i=1 i=1

n
+ Y F-Plk—1)
i=1
= [Vllpl(k — D+ +rypyk—1)
+ ot ripitk — D)+ - 4 rpatk — 1)]

—Ol[m > fusitk = D441y Y frisitk — 1)

i=1 i=1

+ Zﬁisi(k D+ me'si(k — 1)]

i=1 i=1

+ Y fuprk=D 4+ Y fupilk — 1)

i=1 i=1

+ ot Y fipitk = DAY fupitk = 1), (6)

i=1 i=1

Due to fi; +f2; + - - - +fii + - - - + fui = 1, the above equation
can be reexpressed as follows:

n
D R-P) = [rupitk — 1)+ - + rypy(k = 1)
i=1
+ ---+riiPi(k— 1)+"'+rnnpn(k_ 1)]

=Y pik) =Y pitk = 1)+ pyk — 1)
i=1 i=1

= =py0). )

where p;(k — 1) is the active set points of BESS;, p,(k-1) is the
system power mismatch at time step k — 1 collected by the
uncontrollable agent y. The equation (7) represents that the
mismatch of system active power is shared by BESSs when
control laws (2) is applied, which implicates the system active
power is balanced.

2) Assume F is a weight matrix of controllable agents,
the control laws (2) can be reduced to the following forms
if the system power mismatch is shared by BESSs, i.e., when
py =0,

Phky=Pk —1)—a-F-Sk—1)+F -Pk—1), ®8)
where S(k — 1) = [5i(k — Dlmscms Ptk — 1) = [pitk — Dlmsem

are the SOC column vectors, the active power column vec-
tors of BESSs. Taking into account continuous form of (8),

it yields,
S| _ s(k)]
[i’(k)} - [i’ac) ’ ®
where
0y —a -1y,
Y=[_a.ﬁm Fon ] (1

60712

and the definition of matrix F is,

m
- > 8 j=i jeNNL
fi=y = (11
d, i#j, jeN,NL

0, otherwise

Assume that ¢, A are eigenvalues of F and Y, respectively.
According to theorem 3.1 of [40], we know that zero is a sim-
ple eigenvalue of F (£; = 0) and all other eigenvalues(z, <
-+ £3 < {» < 0) have negative real parts. Moreover, it can be
proved that following expression stands,

Analyzing expression (12), we can find that, if ¢ = 0,
matrix Y has two zero eigenvalues. If { # 0, the root
of the equation (12) is A = (¢ £ v/¢% 4 4azZ)/2, which
implicates that matrix Y has two zero eigenvalues and all
the other eigenvalues have negative real parts due to ¢ < 0.
Thus, the convergence of proposed control laws (2) achieves
gradually, i.e., 51(k) = 52(k) = -+ = 5,(k)|, . p1(k) =
pak) = = f?m(k)| ks oo- Moreover, the convergent
speed of control laws (9) is associated to the parameter o
and ¢, according to the theorem 1 in [41]. More specifically,
the exponential decay is exp ( - ﬁ,/zé‘z{n/(iz - g“,,)).

Theorem 2: On the graph G, if the controllable agents regu-
late the reactive power outputs of BESSs, the system reactive
power demand-supply is still balanced. Besides, the propor-
tional outputs of reactive power to their maximal reactive
power will be reached, satisfying §1 = B = --- = B, =
> 4i(0)) X g

Proof: If the both sides of equation (4) are summed up

respectively, we have,

> R-0k)
i=1
= [VIIQI(k) +- 4+ rnyy(k)

+ - ragik) + - A rangn(k)] = Z@i(k -b
i=1

n n
= [m Zhuqz‘(k -D+---+ ryyzhyiqi(k -1

i=1 i=1

n n
o gy > higile = D r Y higiCk = 1]
i=1 i=1
=+ +hiy+- 4 ) gtk — 1)
o (hay e By e ) gyk — 1)
+ o+t i+t ) gu(k — 1)
=qilk— D+ +gulk — )+ gtk — 1)
n
=Y itk — 1)+ gyk — 1), (13)
i=1

where g;(k—1),i =1, ..., mis the reactive outputs power of
BESS;. The equation (13) shows that the mismatch of system

VOLUME 7, 2019



W. Kang et al.: Distributed Reactive Power Control and SOC Sharing Method for BESS in Microgrids

IEEE Access

reactive power is shared by BESSs when control laws (4) is
applied, which maintains the system reactive power balanced.

Next, the convergence of the control laws (4) are analyzed
as follows. Also, the control laws (4) will change into follow-
ing forms, after the reactive power is shared among BESSs.
Assume H is a weight matrix of controllable agents, we have,

O(k) = HO(k — 1), (14)

where the entry of matrix H is defined as follows,

n
0
= > =

p j=1i, jJeEN;NL
- i=1,ij 1
hj=43 6 L (15)
q,m, i#j, JENNL
i
0, otherwise

Multiplying the ith row of H by the column vector Q"%
it yields,

hiv - g™ + -+ hig - g+ him - g™

0 0

q
qi 95 %ax m
0 0
ot (1 - W—M—"'——qmm> g =ql", (16)
i i

SO f{ . Qmax = gmax,

If the topology of the communication network G is given,
a conclusion that p(H) < 1 is arrived, where p(-) isT the
spectral radius of the matrix H. Let U = <I:I — (%)),

then the expression p(U) = pz(I:I ) < 1 holds, where pz(I:I )
is the second largest eigenvalue of the matrix H. One can
refer to our previous work [27] to obtain the explicit explains.
Therefore, according to the conclusion of the document [42],
we can obtain the following results,

R
=T an
Thus, we have,
lim O(k) = lim ()" - 0(0) = g1 0(0)
k—o00 k— 00 17. Qmax
SELGON
B (Z;rlzl qzmax> ¢
= B.-Q". (18)

where Q(O) and B are the initial reactive outputs vector for
DGs and the final proportion each BESSs reached, respec-
tively.

IV. SYSTEM ARCHITECTURE

The simulation is conducted in MATLAB/Simulink environ-
ment to test the proposed control methods for Grid-connected
microgrids shown in Fig. 1, which contains five uncon-
trollable DGs, five BESSs and ten loads. And the agent
based communication network is also built on the MATLAB
Function block in MATLAB/SIMULINK. Next, five uncon-
trollable DGs(DG7,8,9,10,11) works at the maximum power
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TABLE 1. Setup and parameters of BESSs, DGs and loads.

Sources ~ P™4* Q™%T  Control Load Max.Demand
DG~ 30 kW, 0 kVar MPPT Load? 40 kW, 30 kVar
DGsg 50 kW, 0 kVar MPPT Loadg  35kW, 50 kVar
DGy 45 kW, 0 kVar MPPT Loadg  35kW, 45 kVar
DGio 55 kW, 0 kVar MPPT Loadip 20 kW, 55 kVar
DGi1 60 kW, 0 kVar MPPT  Loadi; 25 kW, 60 kVar

BESS2 55 kW, 35 kVar PQ Loads 35 kW, 0 kVar

BESS3 45 kW, 25 kVar PQ Loads 50 kW, 0 kVar

BESSs 60 kW, 30 kVar PQ Loady 35 kW, 0 kVar

BESS5 70 kW, 45 kVar PQ Loads 35 kW, 0 kVar

BESSg 40 kW, 40 kVar PQ Loadg 45 kW, 0 kVar

point tracking (MPPT) control mode, while the BESS; 3 4 5.6,
which belong to Lead-Acid battery, are working in the PQ
control mode. Moreover, physical constraints are considered,
when the simulation system of the MG is established. The
outputs of uncontrollable DGs can’t be greater than their
maximal capacities or less than zero, while the outputs of a
BESS can’t be greater its maximal discharging power pr
or less than maximal charging power —p"'(p/"" = p'®*).
Further, it assumes that the uncontrollable DGs don’t pro-
duce any reactive power, i.e., 07.89.10,11 = OkVar. And
the system voltage and the system frequency are set at
380V, 50Hz, respectively, while the line losses in the MG
are considered, when the line impedance is set at 0.169 +
j0.07Q/km [15]. In addition, the capacities of all BESSs are
set at 20Ah [43], while the initial SOC states of BESS, 3.4.5,6
are set to {66%, 62%, 64%, 65%, 63%}. The rest of parame-
ters are summarized in Table 1. Note that the system works
in a balance state at the initial time.

Furthermore, asynchronous communication is adopted in
this paper to reduce the information transmission and com-
munication cost. Assume each agent has three 1 x n vec-
tors, JP(k) = [/ ()] ixn, JIK) = [0 1xn, %) =
[/3°€(k)]1 xn, to store the values of active and reactive power,
the SOC of neighboring agent and its own. For example,
if the absolute value of the difference Lijf”"(k) — soc,-(k)] >
Atq, (A1 > 0), then the vector J%°°(k) updates its entry
J°°(k) = soc;(k). After that, the agent send the value soc;(k)
to its neighbors. Otherwise, the vector J*°“(k) will not update
its value and information transmission will not occur. Sim-
ilarly, if the absolute difference |/ (k) — pi(k)| > Az (kW)
(A2 > 0) or /and [jI(k) — gi(k)| = A3z (kVar) (A3 > 0),
the update of the vectors JP(k) or/and J49(k) will happen and
the information transmission will occur. Once one of these
vectors update theirs entries, agents will calculate the set
points according to the control laws (2) and/or (4) to regulate
the outputs of BESSs. For example, if the present information
collected by agent; bf(k) — 13,-(k)| > Ay (kW), agent; will
transmit the data p;(k) to its neighbors and update the its
vector f;’ (k) = pi(k). Moreover, agent; will calculate the
set-point of its connecting BESS in terms of the proposed
control laws if agent; updates its vector. Therefore, the param-
eters, A1, Ay(kW) and As(kVar), help to reduce the number
of communications and release the burden of communication
system. It is not difficult to understand that if the difference
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FIGURE 3. Simulation results on network G when both environmental conditions and
load demand fluctuate. (a) is the active power outputs of uncontrollable DGs and
BESSs. (b) shows the SOC of BESSs. (c) is the reactive outputs and proportions of BESSs.
(d) is the system voltages and the system power mismatch.

of output of BESS between present time and previous time is
small enough, we can regard the state of the output of BESS as
unchanged. Hence, new set-points of BESS are unnecessary
to calculate.

V. SIMULATION RESULTS

In this section, five simulation cases are designed to evalu-
ate the performance of the proposed control method, when
both load demand and active power outputs of renewable
DGs change at the same time. In case 1, the system per-
formance between the change of environmental conditions,
load demand are studied. Next, the SOC convergence prop-
erty under different « is investigated. Later, different A,
packet losses, communication link failures and communi-
cation delays on the communication network G are consid-
ered in Case C. Next, comparison with benchmark algorithm

60714

is studied. Furthermore, application to demand response is
investigated. Finally, all results are discussed and explained
in detail.

A. CASE 1: IMPACTS WHEN BOTH ENVIRONMENTAL
CONDITIONS AND LOAD DEMAND FLUCTUATE

In the MG, DG7,11 and DGg 9,10 are PVs and WTs respec-
tively, whose outputs rely on environmental conditions.
Moreover, the fluctuation of load demand is also con-
sidered, as shown in Fig. 2, where the maximal fluctu-
ation of active and reactive load demand is 192kW and
25kVar. In this case, the proposed control laws (2) and (4)
are applied for agents on the network G where §, « and
0 are set to 0.45, led4 and 1.2¢4, and the asynchronous
parameters A1, Ao, Az are set to 0.1%,100(kW),100(k Var),
respectively.
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FIGURE 4. Simulation results with different «.

(c) and (d) are obtained when « is 5e4.

The results are shown in Fig. 3, where Fig. 3(a), (b) and
(c) show the outputs of DGs and BESSs, the states of
SOC, the system voltages at Load; 9 11 and power mismatch,
respectively. From Fig.3(a), it can be found that the active
power outputs of uncontrollable DGs change dramatically,
while the active outputs power of BESSs become equal
gradually due to the adjustment of provided control laws.
Importantly, the SOC of BESSs converges slowly, which
can be seen in Fig.3(b). Besides, reactive outputs power of
BESSs are in proportion to their maximal reactive power,
ie, Bp = B3 = = B¢, when both environmental
conditions and load demand fluctuate drastically. Further,
the system voltages vary slightly except the situations when
load demand fluctuates severely. However, the voltages still
stay close to 380V even in these situations. In addition,
the system power mismatch always runs to zero, in addi-
tion to the moment when load demand fluctuates drastically,
after BESSs are regulated by agents in terms of control
laws (2) and (4).

In simulations, agents on the subgraph G send their infor-
mation to their neighboring agents according to the asyn-
chronous communication protocol. Later, controllable agents
calculate the set points of BESSs according these informa-
tion in terms of the control laws (2) and (4) in an iterative
way. After calculation, controllable agents send these set
points to local controllers to adjust the BESSs. However,
the uncontrollable agent will not send messages to the PCC
node since the power flowing though the PCC node can’t
be regulated directly. Eventually, the system active power
and reactive power are dispatched as expectations, as shown
in Fig. 3.
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(a) and (b) are obtained when « is 2e4.

B. CASE 2: IMPACTS OF DIFFERENT PARAMETER o

From the control laws (2), it can be known that the param-
eter @ has influence on the convergence of SOC of BESSs.
Hence, in this subsection, the influence of different values of
parameter «, i.e., « = 2e4, o = Se4, to system performance
are studied when control laws (2) are applied to controllable
agents. And other settings are adopted as those in Case 1. The
results are obtained in Fig.4.

Comparing the results in Fig.3(b) and Fig.4(a, c), it can be
found that the convergent time of SOC, which are roughly
30s, 20s and 10s respectively, decreases as o becomes larger.
However, the system voltages change in a normal range,
still stay close to 380V, except the extreme conditions when
load demand fluctuates drastically. At the beginning time,
comparing Fig.4(b) and (d), the active power mismatch grows
large when « increases, since the active power produced by
BESSs and renewable DGs is larger than the sum of the
load demand and maximal charging power of BESSs with
lower SOC when considering output constraints of BESSs.
Therefore, this part of active power is absorbed by the main
grid.

C. CASE 3: IMPACTS OF DIFFERENT PARAMETER A,
PACKET LOSSES, LINK FAILURES AND COMMUNICATION
DELAYS

First, the impact of different parameter A is investigated. The
asynchronous communication parameter A, which decides
the amount of data transmitted on the communication net-
work, has influence on the system performance. Here,
we investigate the system performance under different A, =
A3z = 300(kW,kVar), 500(kW,kVar)(A; = 0.1%) when the
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control laws (2) and (4) are applied by agents. Moreover, oy Totat Actve Load Depand
the other settings in this case follow those in Case 1. Sim- Z I
ulation results are obtained as follows, o
From Fig.5, one can see that the system runs well with E:iﬁ 0t e N O -
different Ap = Az = 300(kW. kVar), 500(kW,kVar), i.e., the g
SOC of BESSs and reactive power proportions converge " et
gradually when environmental conditions and load demand P Mo B E
fluctuate dramatically. Moreover, the system voltages still (a) (b)
ve.lry in an acceptable range. However’ 1n comp arlso'n with FIGURE 7. (a) is the communication network G¢ for comparison. (b) is the
Fig.3(d), the system power mismatch gets larger with the active load demand.
increasing of the A. When A becomes larger, the number
of communication decreases, which means each agent will when a communication network works unstable. Therefore,
receive less information from its neighbors. And without in this case, how packet losses on the graph G influence the
latest information, BESSs will not share the system power  system performance is investigated, when both environmen-
mismatch well. tal conditions and load demand fluctuate with the settings
Second, the impact of packet losses in communication is following those in Case 1. Assume that the probability of
studied. Information transmitted among agents may be lost packet losses is set 0.3, 0.5 respectively, when information is
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transmitted from agent; to agent; on the communication net-
work. The statistical results in Fig. 6 (a) and (b) show that the
system works stably, i.e., the system voltages are still close
to 380V meanwhile the system power mismatch is almost
zero. However, the system power mismatch in Fig. 6(a) is
smaller than that in Fig. 6(b), due to the fact that the larger
the probability of packet losses is the fewer the latest data
processed successfully by agents. According to the results
in Fig. 6, the small probability of packet losses less than 0.5 on
communication network G will not deteriorate the system
performance significantly.

As mentioned in Fig. 6(a, b), the system performance will
not deteriorate significantly when packet losses occurring
on the communication network. Hence, the impacts of an
extreme condition, communication link failures, is investi-
gated when system is running. Suppose that a communication
link from agent; to agent3 on the communication network G
is broken at k = 8s and then connected at k = 24s with other
settings follow those in case 1. Simulation results, as shown
in Fig.6(c), indicate that the performance of the system isn’t
impacted negatively, i.e., the system is still stable and system
voltages still close to 380V. The reason is that information of
the system power mismatch is still collected and transmitted
to controllable agents by uncontrollable agent;, and at the
same time each controllable agent still communicates with its
neighboring controllable agents to reach a consensus on the
SOC and proportions. However, it should be noted that there
is at least one link from an uncontrollable agent to a control-
lable agent on the graph G, and the communication network
composed by controllable agents should be connected.

Finally, the impacts of communication delays that may
exist in a real-communication network are studied when both
environmental conditions and load demand fluctuate, where
other settings follow those in Case 1. Here, assume Gaus-
sian random time delay 74 ~ N(30ms, 20ms) happens on
the communication network when information is transmitted
among agents. Statistical results are obtained in Fig.6(d).
As shown in Fig.6(d), the system still runs smoothly. How-
ever, compared with the results without time delays(Fig.3(d)),
the system power mismatch takes a longer time to return
zero, since agents at time ¢ always calculate the set points
of BESSs with the information received at time ¢t — 1.
In this case, agents can’t share the system power mismatch
immediately.
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D. CASE 4: COMPARISON WITH THE EXISTED ALGORITHM
As discussed in Section I, with the comparison of the pre-
vious works (see [22], [29], [30], [32]), this paper provides
a systematic guideline to build distributed control model to
achieve the balancing of SOC and system power as well as to
keep system reactive power dispatched proportionally among
BESSs, meanwhile, lifting some complicate restrictions on
the design of control laws. Therefore, in order to give com-
parison, the control laws (14) of Section D in [32] with three
BESSs are embedded into our model. The communication
network G is shown in Fig. 7 [32] and the parameters o« =
le4. The initial value of SOC is {66%, 62%, 64%} and the
initial power of BESSs is 25, 33, 45(kW), respectively. Next,
the parameters in control laws (14) are chosen as cKj
—0.0822, cK> = 0.042 [32]. Moreover, in order to test the
system performance of the two methods, three BESSs, three
renewable generations and six loads are built in our model.
In simulation, active load demand is time-varying, ranging
from 30 kW to 205 kW (Fig. 7(b)), while the outputs of
uncontrollable DGs fluctuate from 8 kW to 50 kW. Simula-
tion results show in Fig. 8. From the Fig. 8(b,c), it can be
seen that SOC of BESSs in (b) (obtained from our method)
converges faster than the SOC of BESSs in (c) (obtained from
method in [32]), which shows improvements of our control
laws. Besides, the system voltages are stable, staying close to
380V, since the system power is balanced during the iteration
with both two methods.
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TABLE 2. Parameters of flexible loads.

Flexible Loads  II™% (kW) IT™" (kW)
5 50 kW 5KW
L] 45 kW 10 kW
LL 55 kW 5kW
L, 35 kW 5kW
L 40 kW 0 kW

E. CASE 5: APPLICATION TO DEMAND RESPONSE

The SOC balancing, reactive power sharing and demand
response can be achieved concurrently by our approach if
agents adjust the BESS and flexible loads in terms of control
laws (2), (4) and (21). As it can be seen in Fig. 9, three
different control laws are embedded into the controllable
agents, where expressions (2), (4) and (21) are the SOC
balancing, reactive power sharing and demand response con-
trol laws, respectively. With the received information and
collected states, controllable agents will finish the task of
SOC balancing, reactive power sharing and demand response
in a distributed way. In order to validate the effectiveness
of proposed method, the demand response is investigated.
Here, we assume that five loads, Loadg, Load7, Loadg, Loadg
and Loadjo in microgrid, are flexible loads, which means
that these loads are adjustable. In order to extend proposed
methods to this area, we assume that controllable agents
also collect the states of flexible loads, that is, bidirected
communication lines are added between flexible loads and
controllable agentg, agent,, agents, agents and agents. Their
parameters are shown in Table 2. Besides, controllable agents
also collect information from flexible loads, after computa-
tion, send setpoints to flexible loads. Thereafter, the flexible
load adjusts its demand according to the setpoints. In addition
to collecting the system power loss, uncontrollable agent
will also provide strategy to start the process of demand
response with the information of market condition, renewable
generation and SOC of BESS.

Here, we use the SOC as the variable to achieve the
coordination between BESSs and flexible loads. Assume that
the process of demand response is started as the SOC of
BESSs reaches threshold value. Uncontrollable agent calcu-
late the amount of adjustable power AL, according to the
formula (19),

(19)

AL + ALj’
ALy(k) = r(k) d— )
8

60718

where r(k) is proportion of adjustable power to maximal
adjustable power of flexible loads, which is related with SOC
of BESSs and the sum of maximal adjustable capacities of
flexible loads,

-1, 0.20 < soc(k) < 0.25
—2.5, 0.25 < soc(k) < 0.30
—4, 0.30 < soc(k) < 0.35
r(k) =10, 0.35 < soc(k) < 0.75 (20)
1, 0.75 < soc(k) < 0.80
2.5, 0.80 < soc(k) < 0.85
4, 0.85 < soc(k) < 0.90.

ALy(k) is the information of uncontrollable agent. Spe-
cially, if the SOC of BESSs is higher than 90% or
lower than 20%, BESSs will stop charging or discharg-
ing and flexible loads will be the maximal or minimal
demands. According to the (19), uncontrollable agent calcu-
lates the value of adjustable power AL, (k) according to the
received value of SOC from neighbors. Therefore, consider-
ing the network G, control laws for flexible loads are given
as,

R(L"(k)) =RH'(L"(k — 1)),

where L"(k) = [I/(k)], ., is the column of the adjustable
power of flexible loads. If we replace ¢;"** of control laws (4)
with AL[ , the weighted matrix H is changed into H'. AL" =
[AL/ Jpuxm is the column of the maximal adjustable power of
flexible loads. Agents will regulate the adjustable power of
flexible loads according to their maximal adjustable power in
terms of the control laws (21). In other word, flexible loads
will be adjusted according to their maximal adjustable power
if the SOC of the BESSs reaches threshold value. It’s worth
mentioning that in order to adjust the potential flexible loads,
we assume that the flexible loads are adjusted after control
laws (21) converge. And that explains |r(k)| > 1. In this
simulation, reactive power sharing is not considered.

Fig. 10 shows the results of demand response when flexible
loads are considered. From the results shown in Fig.10(a) and
(b), the active outputs and SOC of BESSs still converge even
when load demand and environmental conditions change.
Specially, the flexible loads adjust their load demand when
SOC reaches 35% according to their maximal adjustable
power. As it can be seen in Fig.10(c), the amount of adjusted

21
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power is proportional to their maximal adjustable power. The
proportions of flexible loads reach 0.2 at time(28s) when SOC
is under 35%, and proportions are 0.5 at time(58s) when SOC
is lower than 30%. Moreover, the system voltages still vary
in a normal range, seen in Fig.10(d).

VI. CONCLUSION

This paper proposed a two layer distributed control method
for grid-connected microgrids to manage the BESSs when
the intermittent outputs of renewable DGs and the fluctua-
tion of load demand are considered. The bottom layer is a
grid-connected MG composed WTs, PVs, BESSs and Loads,
while the top layer is a communication network which is
consisted of agents. And agents adjust the outputs of BESSs
according to the setpoints calculated by proposed distributed
control laws. Correspondingly, a set of distributed control
laws for agents are proposed from any given communication
network, where the fast second-order control laws and the
optimal control laws are designed for SOC balancing and
reactive power sharing of BESSs, respectively. In addition,
two theorems are introduced to analyze the property of the
system power balance, the SOC balancing and proportional
outputs of maximal reactive power among BESSs.

In order to test the performance of the control laws,
five simulation cases are designed in MATLAB/SIMULINK,
when both environmental conditions and load demand fluc-
tuate dramatically. Simulation results show that the pro-
posed control method can guarantee that the system works
well, i.e., the system voltages vary in a normal range, while
the SOC balancing and proportional outputs of BESSs are
achieved, even if there are packet losses, communication
delays, link failures occurring on the communication network
during the simulation. Moreover, with the comparison of the
existed methods, our approach offers a simple way to design
the control laws from given communication network and has
the fast convergent speed of SOC balancing. Besides, the pro-
posed control method has the potential to the application
of demand response. Furthermore, distributed optimization
model for BESSs, which includes states of battery health,
battery lifetime costs as well as charging/discharging current,
in active distribution network is an interesting topic.
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