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Abstract: In this study, a multi-objective predictive control strategy is presented for the stability improvement of a power system
in the presence of wind farms and STATCOM. The main contribution of this study is in the multi-objective consideration for
controlling the active and reactive powers of the rotor-side converter in each of the induction generators, controlling the voltage
of the synchronous generators’ excitation system, and designing the damping controller of STATCOM using the predictive
strategy. To reduce the computational burden, and to accurately choose the input paths into the predictive control, the Laguerre
functions are used. Also, for reducing the sampling time in the selection of large prediction horizons, the exponential data
weighting has been employed. The simulation results were evaluated using MATLAB software in the field of time and frequency
under different scenarios. Moreover, the obtained results of each domain are compared using the two techniques of the
predictive strategy, i.e. the classic model, Laguerre functions, and also the conventional proportional integral controller. The
comparison of these three methods reveals that the functional predictive control outfits the two other controllers in damping of
the oscillations.

 Nomenclature
Pωt extracted power from the wind turbine (watts)
ρωt air density (kg/m3)
Kωt swept area of blades (m2)
Vωt wind speed (m/s);
Dωt performance coefficient of blades
βωt blade pitch angle
λωt tip speed ratio
d1 –d9 constants
Rb blade radius (m)
ωb angular velocity of the blade (rad/s)
Lss self-inductance of stator
Lrr self-inductance of rotor
Lmm mutual inductance
Rs stator resistance
Rr rotor resistance
ids stator current in d-axis
iqs stator current in q-axis
idr rotor current in d-axis
vds stator voltage in d-axis
vdr rotor voltage in d-axis
vqs stator voltage in q-axis
vdr rotor voltage in d-axis
vqr rotor voltage in q-axis
Ht inertia constant of wind turbine
Hg inertia constant of generator
ωt angular speed of the wind turbine
ωr angular speed of the rotor of the generator
Tωt mechanical torque of wind turbine
Ttg shaft torque
Teωt electrical torque of wind turbine
Kt damping coefficient of turbine
Kg damping coefficient of generator
Ktg inertia constant of wind turbine
Ltg inertia constant of generator
Pdc active power of the DC link

Prw active power of the rotor-side converter
Pgw active power of the grid-side converter
Cdc capacity of the DC link capacitor
Vdc voltage of the DC link capacitor
Zq1 & Zi1 PI controller coefficients for regulating the reactive

power
Zq2 & Zi2 PI controller coefficients for regulating the current of

RSC
Zq3 & Zi3 PI controller coefficients for regulating the speed of

RSC
idrw_ref current control in d-axis for RSC
iqrw_ref current control in q-axis for RSC
Qsw_ref reference reactive power
ωrw_ref reference speed
Zbg & Zig coefficients of the PI controller for regulating the

voltage of DC link capacitor
Zpb & Zpi coefficients of the PI controller for regulating the

current of GSC
iqgw_ref reference current control in q-axis for GSC
Vdc_ref reference voltage of the DC link capacitor
Zbβ & Ziβ coefficients of the PI controller;
τbβ delay time constant for blade pitch angle control
Pgw power of wind turbine measured for the blade pitch

angle control
Pgw_ref reference power of wind turbine for the blade pitch

angle control
x(z) state vector of MPC
b(z) input vector of MPC
c(z) disturbance vector of MPC
k(z) output vector of MPC
z sampling time of MPC
Gz weighting matrix of the cost function
Sz weighting matrix of control action in the cost function
kʹ(r + z) prediction vector of the output signal
kref(r + z) reference path of system's future
Δb(r+z) action control vector
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1 Introduction
Recently, variable-speed constant-frequency generators are usually
utilised in the wind turbines; among these generators, the doubly
fed induction generators (DFIGs) and permanent magnet ones are
more prevalent [1, 2]. To prevent the undesirable effects of a wind
turbine outage, all the new installed turbines must be able to pass
through the fault condition, i.e. they must remain connected in the
case of fault occurrence and limited voltage drop in PCC. The
utilisation of FACTS devices plays an important role in
compensating this voltage drop, and hence, they contribute to the
power system stability [3].

The use of superconducting magnetic energy storage (SMES)
and STATCOM both can be applied as parallel compensators to
improve the dynamic stability of the power system in the presence
of wind farms [4, 5]. Hence, artificial intelligence-based algorithms
are used in [4, 5] to design FACTS devices’ controllers in order to
acquire a proper dynamic response. A neural network-based
adaptive technique and shuffled frog-leaping algorithms are
employed in [4, 5] to design the controllers for SMES and
STATCOM, respectively. In these two references, the wind farm is
considered just as a simple induction generator, not as a DFIG.
Therefore no control action is used on rotor side and grid side
convertors.

In the power system, every fault, even when cleared, brings
about some oscillations; these oscillations are the so-called low-
frequency oscillations (LFOs). In this regard, the design of
damping controllers will be very useful for the series or parallel
compensators. If the controllers are properly designed, they will be
able to sufficiently increase the power system stability [6–8]. For
this aim, Ref. [6] has addressed the design of damping controllers
for the static VAr compensator (SVC) in order to improve the
voltage drop resulted from the fault occurrence in a single-machine
power system connected to an infinitive bus in the presence of
wind farms. The utilised method for the design of SVC controllers
was based on an adaptive neural fuzzy network. In a similar way,
the researches in [7, 8] have designed the controllers of STATCOM
in the single-machine and multi-machine power systems,
respectively. It is worth mentioning that the controllers are only
designed for the FACTS devices, and no controller has been
considered for the converters of the wind farms. To achieve an
acceptable range of stability in a power system, in addition to the
use of FACTS devices, it is required to optimally adjust the
controllers of the grid-side converters (GSCs) and rotor-side
converters (RSCs). One of the techniques used for reducing the
LFOs in DFIGs is to put a feedback control on the active and
reactive powers of the converter. The input of this control loop,
which is named power system stabiliser (PSS), is the power
flowing through the line [9]. The main idea of this work is the
application of PSS to the induction generator and tuning its
parameters using the fuzzy system. A wide-area damping controller
design is employed in [10] to mitigate LFOs. The shaft torsional
oscillation, as well as destabilising the wind turbine generator
system operation may also occur as a result of employing these
control strategies which are not taken into account in the above-
mentioned studies.

A heuristic dynamic programming (HDP) is employed in [11]
to control the reactive power of a large-scale wind farm along with
a STATCOM in a coordinated manner. The performance of the
DFIG can be enhanced using HDP in the case of fault occurrence
in the grid. The main drawback of this strategy is the need for pre-
training in order to be connected to the grid. Ref. [12] addresses the
relation between rotor angles and DFIG reactive power control in a
large-scale power system. The large rotor angle swings can be
diminished by reducing reactive power absorbed by DFIGs, and
consequently, the reactive power injection by the synchronous
generators is also mitigated.

The model predictive control (MPC) is one of the efficient
control strategies, which is considered by a wide range of research
studies in electrical engineering. This strategy has several
advantages such as its simplicity and high control accuracy.
Consequently, the MPC has been employed for adjusting the
control signals of PSS [13] and high voltage direct current (HVDC)
system [14] in order to damp the LFOs. A HVDC supplementary

controller design based on the discrete-time MPC is described in
[15] to alleviate the oscillatory modes of two-power systems.
WSCC and IEEE 14-bus power systems are used for a single-loop
and meshed cases, respectively. A comparison study is also made
between the proposed MPC technique and a linear quadratic
Gaussian technique in terms of damping effects. In addition, a line-
commutated current-sourced converter-based HVDC system is
considered to apply the proposed method.

In [16], the coordinated design of the wind turbine and energy
storage units has been implemented on a micro-grid using the
predictive control. The aim of this work is to control the active and
reactive powers of the wind turbine regarding the wind speed and
load demand. It should be noticed that in this condition, the
predictive control concentrates on the switching operations of the
inverters in batteries and wind turbine. A variety of predictive
control strategies have been proposed in the literature which all of
them are based on the model [17–19]. The non-linear MPC with
offset-free feature for the SVC design [17], the robust control for
designing of the FACTS controllers [18], distributed MPC [19],
and functional predictive control [20, 21] are some of the methods
each employed for a specific purpose in the power system.

In this study, a predictive strategy is utilised for controlling the
active and reactive powers of the DFIG-based wind turbine and
also, for controlling the input voltage of the synchronous
generators’ excitation system in order to enhance the power system
stability. In addition, a parallel compensator has been applied to
generate the required reactive power of the wind farm and to
reduce the power system oscillations. The control procedure in the
compensator is in a way that the output power of the wind farm is
employed as an input signal. In this way, in addition to the design
of damping controller of the STATCOM, the oscillations of the
power injected by the wind farm into the grid will be controlled.

The innovations of this paper can be summarised as the
following:

• Active power control of the inter-area by applying an additional
damping signal to the STATCOM controller in the presence of
time delay.

• Active and reactive power control of a RSC in the presence of
different uncertainties.

• Using logger functions in MPC to reduce the computational
burden and improve the damping characteristics of the power
system.

In the second section, the general modelling of the power
system including the dynamic equations of the synchronous
generator, induction generator, and related controllers, and also, the
mathematical relations of the static compensator are
comprehensively extracted. In the third section, the predictive
strategy will be described by equations. The simulation results are
presented in the fourth section, and finally, the last section
concludes the paper.

2 Configuration of the system model
2.1 Model of the synchronous generators

In this section, the two-axis model and IEEE-DC1A exciter are
employed, respectively, for analysing the dynamic model of a
synchronous generator. In the two-axis model, the sub-transient
effects have been disregarded, but, the transient effects of the
synchronous generator are regarded by Xd′ and Xq′. For the complete
list of the electrical and mechanical equations of the synchronous
generators, the readers are referred to Ref. [22]. In addition, the
differential equations of the ith generator can be represented as

dE′qi
dt = 1

T′doi
[ − Eqi′ + E f di + (Xdi − Xdi′ )]Idi (1)

dE′di
dt = 1

T′qoi
−E′di − (Xqi − X′qi)Iqi (2)
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dδi
dt = ωi − ωs (3)

dωi
dt = 1

τ ji
[Tmi − IdiE′di + IqiE′qi − (L′qi − L′di)IdiIqi + Diωi (4)

In this paper, all three loads are balanced constant impedances.
However, as the generators have different values, the currents of

these loads are also different. Hence, for the sake of simplicity and
reducing the computational effort, the current injection and
impedance removal techniques have been used [8].

2.2 Model of DFIG-based wind turbine

In this part, the considered model of a DFIG-based wind turbine
is described. According to Fig. 1A, this model consists of several

Fig. 1  Control Block diagram of the DFIG-based wind turbine
(a) Diagram of DFIG-based wind turbine,
(b) Block diagram of the RSC,
(c) Block diagram for designing the damping controller of the STATCOM
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controllers joined together through two back-to-back voltage
sources using a DC link.

In general, the mechanical power of a variable-speed wind
turbine is expressed as [4, 23]

Pωt = 1
2 ρωtKωtVωt

3 Dωt(λωt, βωt) (5)

In (5), Dωt is the efficiency coefficient which is obtained as

Dωt(ΦS, βωt) = d1
d2

ΦS
− d3βωt − d4 . βωt

d5 − d6 exp −d7

ΦS
(6)

Based on (6), the relations (7) and (8) can be extracted as

Φ−1 = [λωt + d8βωt]−1 − [d9(βωt
3 + 1)−1] (7)

λωt = Rbωb Vωt
3 −1 (8)

2.3 Mathematical expression of the RSC

In this part, for the design and control of the rotor and GSCs, the
vector technique has been used [24]. The control block diagram of
the controllers of the RSC has been depicted in Fig. 1B. As shown,
the q and d axes of the current auxiliary signal are employed for
controlling of the active and reactive powers, respectively.

The mathematical equations governing the control of the RSC
can be stated as (see (9)) 

2.4 Mathematical model of the STATCOM

To design the damping controller for the static compensator, its
mathematical model should be determined. According to Fig. 1A,
in this model, a resistance Rc, which is in parallel with a capacitor
C, is utilised. This resistance represents the total switching power
loss of the inverter and capacitor [7]. The output voltage of this
compensator can be expressed as the following equations in the d–
q reference frame:

vds = Vdc_sknssin(ϕb + βs)
vqs = Vdc_sknscos(ϕb + βs)

(10)

In (10), kns is the modulation index, βs is the phase angle of the
compensator, and φb is the phase angle for the voltage of the
common AC bus.

Moreover, the dynamic equations related to STATCOM could
be expressed in the form of a synchronous reference as [3] (see
(11)) In Fig. 1C, the control block diagram for the static
compensator has been given. As shown, the control of DC and AC
bus's voltages is done, respectively, by βs and kns. Also, the delay

operator is as an exponential function described by a first-order
Pade approximation [25].

Damping control equation could be expressed as follows:

dβs
dt = 1

TI
KI(Vbus

∗ − Vbus − VIs) − βs (12)

3 Predictive control
In the problems requiring the prediction of system's future
behaviour, the model-based predictive control is a powerful
technique [26, 27]. The information predicted by this method is
used to obtain the optimal point based on the criteria of each
specific problem. As the basis of this method is on the process
model, therefore, the predicted inputs and outputs can also be used
for state estimation of the process. The new measurements of the
process model sampled in each time instant are injected into the
control loop, and on this basis, the predictive horizon is forecasted.
The merit of this strategy is that in each sampling interval, a
constrained optimisation problem is solved. The limitations and
every change in the process constraints can be applied to the
system as the error signal. One of the appealing features of the
predictive control which has distinguished it from the other control
methods is that a series of control variables with a given length, i.e.
the predictive horizon is calculated for the future behaviour of the
system. Fig. 2A shows the block diagram of this control method.
Based on this figure, the problem constraints, the objective
function, and the output of the prediction system can be applied to
the optimisation system in order to obtain an appropriate output for
the system. As in this paper the predictive control strategy in the
multi-objective form is used, therefore, the utilised model is in the
state space to accurately follow the desired objectives. Thus, the
equation of the model-based predictive control is represented in the
state space as:

x(z + 1) = Fkx(z) + Gkb(z) + Hkc(z)
k(z) = Pkx(z) (13)

The objective function is selected in a way that the future
outputs are able to track the reference signal in the prediction
horizon, and the required control action is low as much as possible.
To attain the desired objectives, the objective function of the
predictive control can be described as: (see (14)) where the
prediction vector, which is considered for the system's output, is
defined as a 1 × ma matrix in which ma is called the prediction
horizon. Also, Δb is a 1 × mb matrix in which mb is named the
control horizon.

3.1 Considered constraints in the MPC

The following constraints are considered in solving of the problem
by the predictive control:

didsw
dt = ωbase Lmm

2 − LssLrr
−1[RsLrridsw + ((ωs − ωr)Lmm

2 − ωsLrrLss)iqsw − RrLmmidrw − ωrLrrLmmiqrw + LmmVdrw − LrrVdsw]

diqsw
dt = ωbase Lmm

2 − LssLrr
−1[( − (ωs − ωr)Lmm

2 + ωsLrrLss)idsw + RsLrriqsw + ωrLrrLmmidrw − RrLmmiqrw + LmmVqrw − LrrVqsw]

didrw
dt = ωbase Lmm

2 − LssLrr
−1[ − RsLmmidsw + ωrLssLmmiqsw + RrLssidrw + (ωsLmm

2 − (ωs − ωr)LSSLrr)iqrw − LssVdrw + LmmVdsw]

diqrw
dt = ωbase Lmm

2 − LssLrr
−1[ − ωrLssLmmidsw − RsLmmiqsw + ( − ωsLmm

2 + (ωs − ωr)LSSLrr)idrw + RrLssiqrw − LssVqrw + LmmVqsw]

(9)

dids
dt = − ωsRs

Xs
ids + ωsiqs − ωs

Xs
sin(ϕb + βs)Vdc + ωs

Xs
Vbuscos(βs)

diqs
dt = − ωsids − ωsRs

Xs
iqs − ωsiqs + ωs

Xs
cos(ϕb + βs)Vdc + ωs

Xs
Vbussin(βs)

dVdcs
dt = − 3ωsXdcsin(ϕb + βs)ids − 3ωsXdccos(ϕb + βs)iqs

(11)
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• Limitation on the amplitude and variations of the input.
• Limitation on the state variables.
• Limitation on the output variables.

These constraints can be mathematically described as

bmin ≤ b(r + z) ≤ bmax, Δbmin ≤ Δb(r + z) ≤ Δbmax

xmin ≤ x(r + z) ≤ xmax, Δxmin ≤ Δx(r + z) ≤ Δxmax

kmin ≤ k(r + z) ≤ kmax, Δkmin ≤ Δk(r + z) ≤ Δkmax

(15)

Furthermore, a vector with the length of mb having a forward
transmission is used to control the future signals in MPC. This
forward transmission matrix is defined as:

ΔB = Δb(r), …, Δb(r + z), …, Δb(r + mb − 1) (16)

3.2 Modelling the MPC using Laguerre functions

There is a challenging problem related to predictive control which
has limited its application, and it is the computational burden in

online implementation of this controller. As a result, in the systems
having low sampling times or complicated dynamics, the predictive
control is faced with a huge number of decision variables leading
to the deceleration of the real-time implementation. An applicable
alternative for reducing the computational effort is the use of
functional MPC (FMPC). In FMPC, for the selection of appropriate
paths, the linear combination of the system's future inputs is
considered as one or more basic functions. The functions used for
modelling of the input path are named the Laguerre functions [28].
In these functions, by parameterising the series of control signals,
the number of constraints in the prediction horizon, and
consequently, the number of parameters considered at each stage
can be decreased, and the computational burden of this controller
in large-scale systems is lowered. The Laguerre functions are a set
of discrete functions with orthogonal basis, which their Z-
transform is represented by

Γg = 1 − b2

z − b
z−1 − b

1 − bz−1

g − 1

, 0 ≤ b ≤ 1 (17)

Fig. 2  Block diagrams of the proposed model predictive control strategy
(a) Controller structure of the MPC,
(b) Block diagram of the proposed strategy

 

Ffit(r) = ∑
z = 1

ma

Gz k′(r + z) − kref(r + z) 2 + ∑
z = 1

mb

SzΔb(r + z)2, (14)
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In this transform, b is the pole of the power system; if 0 < b < 1,
the system will be stable. Now, each input control signal can be
described using the Laguerre functions as

Δb(r + z) ≃ ∑
g = 1

m
ag ⋅ f g(z) (18)

In (18), fg is the transposed form of the Laguerre functions defined
in (17), and ag is named the parameter vector. In practical
applications, the value of m is considered to be <10. Choosing
larger values for m will increase the input paths prediction for the
Laguerre functions.

3.3 Exponentially weighted MPC

Closed-loop performance of MPC depends on the length of the
prediction horizon. Generally, by increasing themagnitude of
prediction horizon, the closed-loop performance will be improved.
However, practically, selection of large prediction horizon is
limited by numerical issues, particularly in the process with a high
sampling rate. One approach to overcome this drawback is to use
exponential data weighting in MPC:

ΔB^ T = [ρ−0Δb(r), …, ρ−(mb − 1)Δb(r + mb − 1)]

X^ T = ρ−1x(r + 1), …, ρ−max(r + ma)

K^ T = [ρ−1k(r + 1), …, ρ−mak(r + ma)]

(19)

where the symbol ρ has been used for representing the adjustment
of parameters in exponential weight. The value of ρ is chosen to be
>1. Therefore, the new equations of the utilised model in the state
space can be explained as

x^(r + 1) = F^ x^(r) + G^ Δb
^(r)

k
^(r) = P^ x^(r)

(20)

Substituting the following relations in (20) results in the new
objective function as (22):

F^ = F
ρ , G^ = G

ρ , P^ = P
ρ (21)

F^
fit(r) = ∑

z = 1

ma

Gz k
^(r + z) − kref(r + z)

2

+ ∑
z = 1

mb

SzΔb
^(r + z)2

(22)

Also, the constraints of (15) are modified to

ρ−Zbmin ≤ b
^(r + z) ≤ ρ−Zbmax

ρ−ZΔbmin ≤ Δb
^(r + z) ≤ ρ−ZΔbmax

ρ−Zxmin ≤ x^(r + z) ≤ ρ−Zxmax

ρ−ZΔamin ≤ Δx^(r + z) ≤ ρ−ZΔxmax

ρ−Zkmin ≤ k
^(r + z) ≤ ρ−Zkmax

ρ−ZΔkmin ≤ ρ−ZΔk
^(r + z) ≤ ρ−ZΔkmax

(23)

After solving (23), the input path should be rewritten as

ΔBT = b0Δb
^(r), …, b(mb − 1)Δb

^(r + z), …, Δb(r + mb − 1) (24)

Briefly, the sequence of solving the problem of functional
predictive control can be followed as the following stages:

• Assigning a proper value for ρ.

• Substituting the matrices (F,G,P) and the variables (B,X,K) in
(21) and (22).

• Applying the constraints in the objective function according to
the characteristics of the problem using (23) and (24).

• Implementing the optimisation procedure for the objective
function based on the Laguerre functions, and calculating the
coefficients of this function.

• Processing the input control signals chosen by the Laguerre
functions using (18).

• Sorting the inputs according to (24), and applying it to the
considered system.

The functional MPC differs from the classical MPC in some
aspects. The Laguerre function and the exponentially weights
represented in (17) and (18) are employed to produce the initial
control input sequence Δb

^(r + z) in the case of functional MPC.
Then, by minimising the cost function F^

fit(r) described by (22) the
optimal control trajectory is achieved by means of the initial
control input sequence. The computational burden to acquire the
optimal control trajectory is reduced employing the initial control
input sequence with suitable weighting factors, Gk and Sk.
Whereas, in the case of classical MPC, minimising the cost
function Ffit(r) described in (14) results in the optimal control
trajectory Δb(r + z) directly. To minimise the cost function Ffit(r)
in this case, more calculations are required to obtain the optimal
control trajectory.

3.4 Adaptation of the presented strategy for the system
under study

In this section, for implementation of the predictive strategy in the
case study, it is required the relations of this strategy to be adapted
with the power system model. Therefore, the system's dynamic
equations including the equations of synchronous generators, wind
farms, and static compensators must be determined in the state
space. The state space equations are regarded as (25), in which X is
the vector of the system states

Ẋ = AX + BU + ER
Y = CX + DU

(25)

In (25), D equals to zero, the input vector of the predictive control
is U = [Vdrw, Vqrw, Vbus

∗ , VIs, Tmi]T, Y = [idrw, iqrw, βs]T is the
regulation output, R = [Vdsw, Vqsw, Vbus]T is considered as the
disturbance vector and X is defined as follows:

X = [XSG, XRSC, XSTATCOM]T

XSG = [Edi′ , Eqi′ , δi, ωi]
XRSC = [idsw, iqsw, idrw, iqrw]
XSTATCOM = [ids, iqs, Vdcs, βs]

(26)

To refine the resulted solution of the predictive control, the existing
constraints must be defined in an allowed range. In this study, the
constraints are defined as follows:

• Controlling the active and reactive powers of the DFIG for the
sake of selecting appropriate reference vectors for the RSC by
considering (Vdrw_min ≤ Vdrw ≤ Vdrw_max, Vqrw_min ≤ Vqrw ≤ 
Vqrw_max).

• Controlling the line power control by damping controller in
order to provide proper signals for inverter switching in
STSTCOM with a view to constraint (VIs_min ≤ VIs ≤ VIs_max).

In total, the minimum and maximum values of the above
descriptions for applying the constraints are as follows:
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vdrw_min

vqrw_min

VIs_min

VRi_min

= 0 ≤ u ≤ 1 =

vdrw_max

vqrw_max

VIs_max

VRi_max

(27)

Consideration of constraints for the control signals increases the
simulation time. However, the limitations on the state vectors are
not faced with this problem. Hence, in this study, the limitations on
the state vectors are regarded as follows (28):

idrw_min

iqrw_min

βS_min

=
0
0
0

≤ x ≤
3
7

0.7
=

idrw_max

iqrw_max

βS_max

(28)

Also, the parameters of the predictive control strategy used in the
simulations have been considered as: mb = 4, ma = 200, ρ = 1.02, m 
= 3, b = 0.21. Also, the coefficient values of the weighting matrices
have been selected as: G = 0.14 × Imb×mb, S = 1 × Ima×ma,
respectively. The sampling time for the predictive controller is
assumed as 0.02 s. Predictive controller parameters have been
chosen based on try and error. To understand more of the proposed
method, a block diagram of the control loop is shown in Fig. 2B.

3.5 Objective function optimisation

In this section, an objective function based on the eigenvalue is
used to optimise parameters of damping controller [25]. In this
objective function, the real parts and the damping ratio of non-
damping modes are formulated as follows:

min J KG, TG = w1 ∑
i = 1

N

∑
ζi ≤ ζ0

ζ0 − ζi, k
2

+ w2 ∑
k = 1

N

∑
σi ≤ σ0

σ0 − σi, k
2

(29)

Subject to:

KGmin ≤ KG ≤ KGmax

TGmin ≤ TG ≤ TGmax

where ζIk and σik are related to the damping ratio and real part of
ith eigenvalue from kth operating point; σ0 and ζ0 are the minimum
of real part and damping ratio, respectively; KG and TG are gains
and constants of damping controllers, respectively; and w1 and w2
are weight values. In this paper, σ0 and ζ0 are considered as −1 and
0.8, respectively. The following equation is used to find weight
coefficients owing to their importance in damping oscillations

w1 = 1 − error1

w2 = 1 − error2
(30)

error = ζ0 − ζi, k ζi, k

error = σ0 − σi, k ζi, k

(31)

3.5.1 Firefly algorithm: To optimise the proposed objective
function, the firefly algorithm is used. This algorithm is inspired by
the blinking behaviour of firefly for self-protection or taking bait
[29]. In summary it can be said that firefly d which has more glitter
can absorb other c fireflies according to following relation:

xd + 1 = xd + βte−xρ 2
dc xd − xc + αt rand − 0.5

where αt is a random parameter, βt reflects the attractiveness of
light source; ρdc is the distance between two fireflies in situations
xc and xd, and χ is determined according to the degree of the

attractiveness and is very useful in convergence. The distance
between two fireflies can be described as follows:

ρdc = ∑
j = 1

s
xd, j − xc, j

2 (33)

xc and xd include proportional integral (PI) controller parameters
for RSC and STATCOM which are defined as the following vector:

xd = [Zq1, Zq2, Zq3, Zi1, Zi2, Zi3]
xc = [Ka, KI, KDamp, Ta, TI, T1, T2, T3, T4]

Steps for implementing the firefly algorithm to solve optimisation
problem are shown in Fig. 3. 

Optimal results of control parameters for STATCOM and RSC
are shown in Table 1 in the Appendix.

4 Simulation results in three-machine power
system
In this section, the simulation results for the three-machine power
system are evaluated. Considering the single line diagram of this
system which is shown in Fig. 4, a wind farm consisting of four 5 
MW wind turbines based on DFIG in each unit and a 5 MVAR
parallel STATCOM compensator is used. 

4.1 Modal analysis and design of damping controller

In this section, initial points of the system in Table 2 are reported
first. Then the results of modal analysis for each part of system are
reported in Table 3. Considering this table, it can be seen that the
λ19,20 and λ21,22 modes have the lowest damping ratio rather than
other modes. These modes are related to rotor angle deviation Δδ12
and Δδ13, respectively. Therefore they have been used for
designing the damping controller for STATCOM in the three-
machine power system. Damping controller input in this system is
the flowing power of the line between the wind farm and power
system, which is shown in Fig. 4. 

4.2 Time domain simulation

In this section, by implementing a three-phase fault in bus 10 of the
test system in Fig. 4, simulation results are evaluated in four
different scenarios. This fault is implemented at 1 s and after 0.2 s
is cleared.

4.2.1 Scenario I: In this scenario, the wind speed for wind units 1
and 2, is increased from 11 to 12 m/s and their rotor speed in super-
synchronous mode was 1.09 p.u. Meanwhile, the wind speed for
units 3 and 4 is decreased from 11 to 10 m/s and their rotor speed
in synchronous mode was 1 p.u. In Fig. 5A rotor angle deviation of
Δδ12 is illustrated. In Figs. 5B and C the reactive power of
STATCOM and common bus voltage is illustrated, respectively.
Also, in Fig. 5D the active power response for wind unit 1 under
wind speed changing is illustrated. 

4.2.2 Scenario II: In this scenario, the wind speed for wind units 1
and 2 is increased from 11 to 12 m/s and their rotor speed in super-
synchronous mode was 1.09 p.u. Meanwhile, the wind speed for
units 3 and 4 is decreased from 11 to 8.5 m/s and their rotor speed
in sub-synchronous mode was 0.729 p.u. In Figs. 6A) and B the
STATCOM reactive power and SG1 terminal voltage are
illustrated, respectively. In Figs. 6C and D the reactive power and
DC link capacitor voltage for wind unit 3 are illustrated,
respectively. 

4.2.3 Scenario III: In this scenario, the simulation results are
evaluated by sever arbitrary changing of wind for wind units 1–2
and 3–4. The oscillation pattern for wind units is shown in Fig. 7A.
The active power of wind unit 1 is illustrated in Fig. 7B. In

104 IET Renew. Power Gener., 2018, Vol. 12 Iss. 1, pp. 98-111
© The Institution of Engineering and Technology 2017



Figs. 7C and D the input control signal (VIS) and STATCOM
reactive power are illustrated, respectively. 

4.2.4 Scenario IV: In this scenario with implementing a two-
phase-to-ground fault at 1 s between bus 10 and 11, simulation
results are evaluated. Fault duration was 0.1 s. The wind speed for
wind units was considered the same as in Scenario III. With this
difference by implementing a delay in damping controller input,
response changing is illustrated in Fig. 8. In Fig. 8A, the reactive
power of wind unit 1 is illustrated. In Figs. 8B–D the active power
of wind unit 3 and STATCOM and PCC bus voltage for the 200 ms
delay is illustrated, respectively. As it can be seen from these

figures, even with the existence of delay, oscillation damping by
the proposed controller is robust and fine. 

Finally, in Fig. 8E the input control signal of STATCOM and in
Fig. 8F the input control signal of RSC are illustrated.

In all scenarios, it can be seen that the proposed controller, in
comparison with the other controllers in the paper, has a finer
performance in overshot, undershot and settling time.

4.3 Computational aspects of the method

In this section, the performance of FMPC and MPC controllers in
terms of computational time and objective functions are evaluated.

Fig. 3  Flowchart of the firefly algorithm
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As seen in Table 4, the value of objective function for FMPC is far
less than MPC for both power systems. Since the objective
function is defined as the difference between input and output
signals, it can be concluded that the least value in this case
represents the optimal performance of the controllers. Given that
the unknown variables in FMPC are 20 times less than MPC,
therefore the computational time for each iteration of FMPC is
much less than that of MPC as shown in Table 4. This reduction in
the computational time can be considered as a benefit for the
FMPC controller. 

5 Conclusion
In this study, small signal stability for a three-machine power
system, in the presence of wind units and STATCOM by predictive
control was investigated. To use the presented MPC, at the first
state space model of the under-study system was extracted and
then, the connection approach of the power system with the
predictive control was determined in a block diagram. MPC was
used for controlling the power of DFIGs and to improve the inter-
area oscillation by predictive damping control in STATCOM. To
reduce the computational burden in the proposed MPC, Laguerre
functions were used for precise tacking of input paths and
exponential data weighing was used for reducing the sampling

time. Simulation results in four different scenarios of uncertainties
caused by wind change, three-phase and two-phase faults, and also
existence of time delay in input of the damping controller was
challenged. Moreover, it was demonstrated that the proposed MPC
has a more robust performance in comparison with the
conventional MPC or PI controller. Finally, a comparison of time
between the proposed predictive control and conventional MPC
was performed and it was demonstrated that the time of
conventional MPC is far more than the predictive control which
uses Laguerre functions.

Fig. 4  Single line diagram of three-machine nine-bus power system
 

Table 2 Initial points for each wind turbine in three-machine power system
V, p.u. Wind speed, m/s Q, MVAR P, MW Ω, p.u.
1 11 2.4215 5 1
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Table 3 Modal analysis results for the most critical eigenvalue in three-machine power system
Without damping controller for STATCOM With damping controller for STATCOM

Mode type Eigenvalues ζ Eigenvalues ζ
λ2,1 XSG-ELEC −1.959 ± 7.203j 0.2624 −4.101 ± 7.236j 0.4930
λ3,4 −1.584 ± 6.855j 0.2251 −4.291 ± 7.103j 0.5170
λ6,5 −1.789 ± 7.122j 0.2436 −4.166 ± 6.445j 0.5428
λ8,7 −1.727 ± 6.883j 0.2433 −4.201 ± 6.994j 0.5149
λ9,10 −1.662 ± 6.344j 0.2534 −4.356 ± 7.267j 0.5141
λ2,1 −1.569 ± 6.785j 0.2252 −4.114 ± 7.598j 0.4761
λ11,12 −1.654 ± 7.465j 0.2163 −4/457 ± 7.567j 0.5075
λ13,14 −1.688 ± 7.319j 0.2247 −4.228 ± 7.496j 0.4912
λ15,16 −1.577 ± 6.167j 0.2148 −4.745 ± 7.237j 0.5483
λ17,18 −1.695 ± 7.167j 0.2301 −4.993 ± 7.761j 0.5410
λ19,20 XSG-MECH −0.571 ± 10.367j 0.0549 −3.146 ± 7.255j 0.3978
λ21,22 −0.493 ± 10.577j 0.04656 −3.374 ± 7.993j 0.3889
λ22,23 X-DFIG −2.457 ± 7.798j 0.3005 −3.594 ± 6.762j 0.4693
λ24,25 −1.548 ± 6.679j 0.2257 −4.478 ± 7.549j 0.5101
λ26,27 −1.789 ± 7.694j 0.2264 −4.279 ± 7.699j 0.4857
λ28,29 −2.231 ± 7.235j 0.2946 −4.159 ± 6.574j 0.5243
λ30,31 XSTATCOM −2.447 ± 7.862j 0.2971 −4.456 ± 7.614j 0.5050
λ32,33 --- --- −4.736 ± 7/699j 0.5239
 

Fig. 5  Response of time-domain simulation for scenario I
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Fig. 6  Response of time-domain simulation for scenario II
 

Fig. 7  Response of time-domain simulation for scenario III
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Table 1a Employed system parameters
The optimal parameters of the system under study

parameters Zq1 Zq2 Zq3 Zi1 Zi2 Zi3 Ka KI KDamp Ta TI T1 T2 T3 T4
without optimisation 8.2 7.4 7.2 2.1 2.37 2.83 17.7 14.2 12.8 0.25 0.43 0.17 0.36 0.29 0.22
with optimisation 15.6 17.1 12.5 6.9 7.5 5.6 22.87 20.19 18.67 0.61 0.72 0.54 0.68 0.45 0.51
 

Table 1b 
DFIG-based wind turbine (100 MW)

P = 25 MW V = 0.69 kV Rs = 0.042 pu Rr = 0.005  pu Cdc = 0.01 F Lmm = 2.9pu Lrr = 3.056 pu Lss = 3.071 pu Xtg = 0.55 pu
Kt = 0.5 p.u. Ktg = 2.5 p.u. Ltg = 0.93 p.u. Ht = 0.05 p.u. Hg = 10.2 p.u. Zq1 = 15 Zi1 = 9.2 Zq2 = 8.6 Zi2 = 3.87
Zq3 = 15 Zi3 = 9.2 Zbg = 17.35 Zig = 10.43 Zpb = 12 Zib = 8.53 βwt_min = 0˚ βwt_max = 30˚ Zbβ = 1.11
d1 = 0.22 d2 = 116 d3 = 0.954 d4 = 0.18 d5 = 0.955 d6 = 6.161 d7 = 11.89 d8 = −12.95 d9 = 0.088
 

Table 1c 
STATCOM (±50 MVAR)

βs0 = 0.5 βsmin = 0 (deg) βsmax = 0.7 (deg) knsmin = 0 (deg) knsmax = 0.6 (deg) Tw = 10
 

Table 1d 
The optimal parameters of IEEE DC1A exciters

Generators Ti Kb Tb Kf Tf Te Efd_max Efd_min
1 0.031 4.2 0.07 0.035 1.05 0.27 5.3 −5.3
2 0.031 5.1 0.075 0.05 1.05 0.27 5.3 −5.3
3 0.031 7.9 0.06 0.05 1.02 0.25 5.1 −5.1
 

Table 1e 
The optimal parameters of PSS

Generators Tw KDAMP Ti T1 T2 T3 T4 Vs_max Vs_min
1 10 2 0.015 0.51 0.55 0.47 0.52 0.12 −0.12
2 10 2 0.015 0.53 0.55 0.47 0.55 0.12 −0.12
3 10 2.2 0.015 0.51 0.55 0.47 0.55 0.12 −0.12
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