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Compact Models for MOS Transistors:
Successes and Challenges

Colin C. McAndrew , Fellow, IEEE

Abstract— This paper provides an industry perspective
on the present state of compact models for MOS transistors.
It highlights the complexity of layout-dependent effects in
modern transistors, reviews some common misunderstand-
ings of MOS transistor capacitances, and introduces a new,
structurally symmetric, “gate-as-input” equivalent network
for these capacitances. Areas of focus for the future model
developments are also proposed.

Index Terms— Compact models, MOS transistors, SPICE.

I. INTRODUCTION

MOS transistors are the basic building block of the
Information Age. Although the structure of transistors

has evolved, from planar bulk transistors to ultrathin body
and box (UTTB) transistors to FinFETs to gate-all-around
transistors, the basic principal of operation has remained
unchanged: an electric field is applied transverse to the drain–
source axis of the transistor to induce a conducting charge
density, then another electric field is applied longitudinally to
the drain–source axis to induce current flow. The details of the
electrostatics of how the conducting charge density depends
on the applied fields vary between the different transistor
structures, but the fundamental principle of operation does not.

In the 45 years since SPICE [1], [2] was unleashed on the
world, integrated circuit (IC) design has been based on circuit
simulation. The accuracy of those simulations depends both on
the numerical algorithms used in a simulator and the compact
models available.1 There have been significant improvements
in compact models for MOS transistors over the past 30 years;
however, issues still remain. From my perspective in industry,
here I will briefly review what I think have been the biggest
steps forward, where the most pressing needs for continued
model improvement are, and where I see misunderstandings
about how MOS transistors, and models for them, work.
My comments are mostly generic, and independent of specific
transistor type (planar, FinFET, etc.).
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1One of the core strengths of SPICE was that it placed as much importance

on models as on algorithms; to quote from [1]: “particular emphasis is placed
upon the circuit models for the BJT and the FET” (today “circuit models”
are commonly referred to as “compact models” or “SPICE models”).

II. PATH TO THE PRESENT

Models for MOS transistors were developed more than
50 years ago [3], [4]. What is considered to be the reference
approach, the Pao–Sah model, followed shortly thereafter [5],
although, because of its double integral formulation, it was
impractical for use in circuit simulators for IC design. The
first MOS transistor model implemented in SPICE was the
Shichman–Hodges model [6], which apart from some “if”
conditions and absolute value operations was close to being
symmetric. The first practical MOS transistor model based on
a surface potential ψs appeared a decade later [7]. However,
there were difficulties with this approach that required years
of effort to solve before useful implementations became avail-
able. Consequently, MOS transistor model development went
down the path of source-referenced, threshold voltage-based
models. At the time, the fundamental shortcomings of this
approach, which eventually doomed it, were not recognized.
An alternative approach based on inversion charge was also
proposed [8].

Although complaints about problems with MOS transis-
tor models were raised over 35 years ago [9], no progress
on improvement was made until specific benchmarks were
defined, starting in [10] and culminating in [11] and
[12, Appendix K]. Once these became expected minimum
requirements for models, the source-referenced, threshold
voltage-based approach was discarded. Today’s models are
generally inversion charge based, like BSIM-BULK [13],
or ψs -based, for FinFET [14], UTTB [15], and bulk [16]
structures. Specifically, the symmetric linearization approach
used in PSP [16] was a major step forward. An innovative
formulation for double-gate MOS transistors was pioneered
in [17], but has not found its way into any standard models.
The “virtual source” approach to field-effect transistor model-
ing [18] has not (yet) found its way into mainstream CMOS
models, but has proven to be effective for a wide range of
devices, especially for GaN HEMT modeling [19].

Note the time horizons associated with model development,
implementation, and adoption. It took more than 30 years for
problems initially noted in [9] to be addressed in bulk MOS
transistor models, and over 5 years from the announcement of
[13] until parameter sets started to be provided by foundries.

III. CURRENT CHALLENGES

One of the major issues facing MOS transistor modeling is
complexity, not of the devices themselves, as their principle
of operation is relatively simple (as noted earlier, induce a
conducting charge with a transverse field, drive current with a
longitudinal field), but of the influence of their surroundings.
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TABLE I
PROXIMITY EFFECTS [20], [21]

Table I summarizes some of the proximity effects, also
known as layout-dependent effects (LDEs), that are found in
modern technologies. Each of these can have a significant
effect on transistor behavior, and the range of influence of
some effects can be of the order of a few micrometers [22].
Today, many surrounding devices or influencing edges can lie
within that distance of a specific transistor.

The transistor layouts used to characterize LDEs commonly
use “regular” layouts (i.e., with constant spacing to strain
sources). Fortuitously, parameterizing LDEs using integrated
“effective” spacings has proved to give reasonably accurate
results for irregular layouts as well [22], [23]. Characterization
of LDEs is usually done by varying one effect at a time, but
recently it has been discovered that different LDEs interact
and cannot be modeled as separate, additive effects [24].
If LDE characterization requires seven different transistor
geometry selections, and three “aggressor” edge spacings for

Fig. 1. Gate-as-output-centric capacitance equivalent circuit
(asymmetric).

Fig. 2. Gate-as-input-centric capacitance equivalent circuit (symmetric).

each LDE, then if five proximity effects are to be modeled
without interactions, this requires 105 separate test structures
per device type. However, if effect interactions are taken into
account, this would require 1701 test structures, which is
impractical.

In addition, shrinking device dimensions and the move to
FinFET structures introduce many significant parasitic resis-
tances and capacitances from and between interconnects, fins,
and access regions [25].

Modeling the LDEs and the parasitics is as important as and
can be more challenging than modeling the intrinsic transistor;
this is what I mean by “complexity” being a significant issue
in modeling MOS transistors in modern technologies.

IV. CAPACITANCES

Capacitances are, in my opinion, the least well-understood
aspect of MOS transistor behavior. I often find that people
do not know that or do not understand why Csd < 0 and
Cdg �= Cgd, although clear explanations are provided in [12].
Sometimes they cannot articulate the difference between Cdg
and Cgd, and are not sure which capacitances are the most
important for common circuit applications. In part, this is
because of the simplified, incomplete capacitance models pre-
sented in IC design textbooks. This section presents a simple
way to conceptualize MOS transistor capacitances, details
which capacitances are the most important for amplifiers
operating in saturation, proposes an alternative capacitance
representation that is more “design centric” than the commonly
used equivalent network, and discusses the root cause on
nonreciprocity at VDS = 0 in ψs -based models.

MOS transistor capacitances are often denoted generically
as Cij, but this gives no mental hint to help interpret what
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the capacitance means.2 Using the notation Cmf simplifies
interpretation: here m stands for measure and f stands for
force; Cmf then represents the current in port m when port f
is excited by a small-signal sinusoidal voltage.3

Fig. 1 shows the conventional quasi-static small-signal
capacitance representation for a MOS transistor [12], [26],
where Cm = Cdg − Cgd, Cmb = Cdb − Cbd, and Cmx =
Cbg − Cgb. In compact models, a charge is associated with
each port, and each charge is a function of the port voltages.
However, the sum of the port charges must be zero, and
one port needs to be used as a voltage reference, so there
are only three independent charges and three independent
voltages, therefore, nine independent capacitances (which are
the imaginary components of the elements of the 3 × 3
y-parameter matrix of the device [12]). A capacitor sym-
bol represents the imaginary component of current flowing
between two ports due to a small-signal excitation between
the same two ports; topologically only six such connections
can be made for a four-port device, so there must be at least
three “nonself-controlled” capacitance elements.

The topology of Fig. 1 was selected [26] because if reci-
procity is assumed, i.e., if Cm = Cmb = Cmx = 0, and
Csd is removed, then the equivalent circuit and capacitances
are identical to the common (but incomplete) five-capacitance
textbook representation. There are several problems with this
selection.

First, it does not embody the symmetry of the front and
back gates.4

Second, when excitation is applied to the gate, the capacitive
currents out of the drain, source, and body are determined by
Cdg, Csg, and Cbg, respectively (g is the “force” port), none
of which is directly included in the representation of Fig. 1.

Third, consider operation of a long-channel transistor in sat-
uration, with Vbs = 0, is a typical usage in analog circuits (this
is a common-source amplifier). Ignoring parasitics, the 2×2
capacitance matrix (port 1 is g and port 2 is d) is�

Cgg −Cgd
−Cgd − Cm Cdd

�
≈

�
Cgg 0

−Cdg 0

�
(1)

where the approximation recognizes that for a long-channel
transistor in saturation, derivatives with respect to the drain
voltage are small. The Cdg element is not immediately appar-
ent in Fig. 1, it is “hidden” in the Cm element; in fact,
thinking in terms of the common five-capacitance textbook
representation, the Cdg component of current is completely
missing. For a typical substrate doping in a planar device,
approximately 35% of the imaginary component of gate cur-
rent comes out of the drain, the other 65% out of the source

2Sometimes the term “transcapacitance” is used if i �= j , but they all
appear as ± jωCij entries in the y-parameter small-signal representation,
so following [12], the name capacitance is used here for all Cij.

3More precisely, the imaginary component of the current entering port m,
if m = f , or leaving port m, if m �= f , divided by ω, for a voltage excitation
at port f of 1+ j0.

4Fig. 1 can be made symmetric by replacing Cgb with (Cgb+Cbg)/2, scaling
the Cmx source by 1/2, and adding an additional source jωCmxvgb/2 from
the source to the (top) gate. However, this leads to an equivalent circuit with
10 elements, more than the minimum requirement of nine, and four “nonself-
controlled” capacitance elements, which obfuscates the intent of the equivalent
circuit as these are the least well intuitively understood components

Fig. 3. Capacitances of the small-signal capacitance model of Fig. 1.

Fig. 4. Capacitances of the small-signal capacitance model of Fig. 2.

and body; the “capacitive feedthrough” current to the drain is
omitted, or obscured, in common MOS transistor small-signal
model representations.

Fourth, Fig. 1 gives the appearance that the gate–drain
capacitance Cgd is Miller multiplied. This is true for the
overlap and fringing components of capacitance but is not true
for the intrinsic component; the “feedthrough” capacitance Cdg
is not Miller multiplied.

Finally, and more importantly, in normal circuit usage,
the gate is the input port, not the output port, so it is more
natural to represent the small-signal capacitances in terms
of Cmg rather than Cgf . Fig. 2 is an equivalent small-signal
capacitance representation for a MOS transistor that empha-
sizes the gate as an input. For a common-source amplifier in
saturation, it is immediately apparent in Fig. 2 that Cdg models
the gate-to-drain capacitative current.

Figs. 3 and 4 show intrinsic capacitances, normalized to the
total gate capacitance Cox, from an ideal long-channel model
in (relatively) strong inversion, for the small-signal capacitance
models of Figs. 1 and 2, respectively. There are only three
differences Csg, Csb, and Cds replacing Cgs, Cbs, and Csd,
respectively. Compatibility with the five-capacitance textbook
model is lost, but the importance of Cdg becomes obvious.
In addition, Fig. 2 reflects the structural gate symmetry of
UTTB devices, whereas Fig. 1 does not.

At VDS = 0, both detailed physical simulation and ther-
modynamic analysis show that MOS transistor capacitances
should be reciprocal, i.e., Cm = Cmb = Cmx = 0 should hold.
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Fig. 5. Capacitance nonreciprocity.

The inversion charge and ψs approaches to modeling MOS
transistors violate this. What is not widely known is that the
degree of violation of reciprocity can be quantified. Detailed
analysis in [27] gives, at VDS = 0

Cmx = 2Cmb = −2Cm = Cox

�
αm

∂ψs

∂VGB
+ ∂ψs

∂VSB
− 1

�
(2)

where αm is the bulk charge linearization factor. Fig. 5
shows capacitance nonreciprocity for an ideal long-channel
ψs -based model [16]. The relationship between the capaci-
tances clearly matches the prediction of (2), but overall the
magnitude of the capacitance nonreciprocity is small, less than
about 1% of Cox. Sometimes the cause of the nonreciprocity
is attributed to the charge-sheet approximation. However,
(2) shows that the underlying cause is that ψs is not pinned to
2φF+VSB+φZ [12] in strong inversion, where φZ is several
times the thermal voltage φt ; this is underscored because
the strong inversion charge model of [12] is based on the
charge-sheet approximation, but assumes pinning of ψs and
has reciprocal capacitances at VDS = 0.

V. VARIABILITY

Over the past decade, analog design has increasingly relied
on Monte Carlo like simulations (on extracted netlists, because
of parasitics and LDEs, see Section III) to verify yield and
manufacturability. However, there is still a strong belief that
corner (also known as worst case) simulations are sufficient,
but this is false [28].

Consider some performance measure em for a circuit. If it
depends on variability in a set of process parameters pi ,
e.g., oxide thickness, channel length variation, doping or sheet
resistance variation, and so on, then to first order

δem =
�

i

∂em

∂pi
δpi (3)

is the variation in em . The sensitivities ∂em/∂pi are specific
to each em , to circuit topology, and to the geometry and bias
for each device in the circuit. However, the δpi are fixed for
each corner. This means that a corner simulation guarantees
nothing about the prediction of the σ level for a specific
em (see examples provided in [28]). In addition, obviously
corner simulations vary each pi by the same amount for each

device, so they do not account for device mismatch (i.e., local
variability), which is often the main source of variability for
analog circuits.

Furthermore, propagation of variance gives

σ 2
δem

=
�

i

⎡
⎣

�
∂em

∂pi

�2

σ 2
δpi

+ 2
�
j>i

∂em

∂pi

∂em

∂p j
σpi p j

⎤
⎦ (4)

where σpi p j is the covariance of pi and p j . If correlations
between parameters are ignored, or are improperly modeled,
then any prediction of σδem is inaccurate. Without knowing
a priori the signs of ∂em/∂pi and ∂em/∂p j , it is not even
possible to predict whether (4) will overpredict or underpredict
σδem . Both are bad, i.e., the former leads to overdesign
(increased area or power) and the latter to yield loss. In
addition

σ 2
δem(total) = σ 2

δem(global) + σ 2
δem(local)(L,W, . . .) (5)

where the local component of variation depends (reciprocally)
on geometry (gate length L, gate width W , number of gates,
and so on). This means that the correlations between different
parameters depend on geometry because, by definition, local
variations for each parameter for each device are uncorrelated.

The simplest approach to statistical modeling, I believe,
is to use uncorrelated parameters; a general technique to model
parameter correlations using uncorrelated parameters, and to
use correlations between measured ems to characterize the
variances of the uncorrelated parameters, is available in [29].

VI. PATH TO THE FUTURE

Although many of the historic problems with MOS transis-
tor models have been resolved, some remain unsolved or have
not been addressed. The complexity of LDEs, parasitics, and
variability in modern processes were noted in Section III.
Additional areas that I believe warrant attention include:

1) modeling of sensitivities to layout;
2) efficient modeling of both fast digital transients and

analog behavior;
3) efficient and accurate modeling of transistors with

nonuniform lateral-channel doping (NULD);
4) development of “design centric” models and proactive

use of models for the design;
5) resolution of the discrepancies in electrical behavior

between transistors in test arrays, which are used for
characterization, and transistors found in typical circuits;

6) techniques and tools to automatically detect unphysical
behavior, or numerical problems, in models.

Note that some of these relate to “core” model developments
and some to “infrastructure.” Each item will now be discussed.

Since device, and therefore circuit, performances depend
strongly on LDEs, it has been recognized for some time that
the design of precision analog circuits can no longer be done
at the schematic level, with a final verification on an extracted
netlist, but must integrate schematic and layout in a single
design flow. Not all devices affect circuit performance equally,
and not all devices are equally affected by LDEs. Being able
to use models and simulations to evaluate which transistors to
take particular care of in layout could significantly simplify
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the design process. Impediments to this are that the pace
of technology and device innovation has shrunk below the
time horizon of model updates, implementation, and charac-
terization, and the understandable desire to protect proprietary
device optimizations. LDE models are now commonly deliv-
ered through “black box,” nonhuman-readable, mechanisms
that make a proactive determination of layout sensitivities
difficult.

Occasionally, IC designers will consult me about spikes they
see in simulation, and they want to know whether it is a real
phenomenon that needs to be factored into reliability analysis,
or whether they can ignore it. Usually, the cause turns out
to be, in essence, a long transistor with a resistive load being
driven by a fast switching waveform. Cdg couples the rapidly
changing gate voltage to the drain, which causes the spike.
However, in practice, the drain charge cannot respond until
the carriers have time to transit the length of the channel, and
that time varies to first order as L2 (besides, the distance to
travel increasing as L, the electric field, and therefore, the drift
speed, decreases as 1/L). There can be some small spike, from
coupling through overlap and fringe capacitances, but mostly it
is a simulation artifact, from a quasi-static model being used
where the transistor is operating in a nonquasi-static (NQS)
manner. NQS models exist but are rarely used because of
their computational expense. The spike can be suppressed
by selecting a different partitioning of the inversion charge,
allocating it all to the source in saturation rather than splitting
it between the source and the drain. This artificially forces
Cdg to be zero in saturation, and unphysically gives the wrong
sign for Csd and, in some cases, Cbs in nonsaturation, thereby
messing up modeling of analog behavior. At present, there
is no simple way to simulate both analog and (fast) digital
circuits with the same model (a transistor does not “know”
if it is analog or digital). It would be better if an efficient
technique for modeling charges/capacitances for both analog
applications and fast digital transients, without the need to
invoke a complex NQS model, could be developed.

Although FinFETs and UTTB transistors have negligible
channel doping, high voltage and power transistors are still
predominantly planar, and they can have NULD from halo
implants and/or from out-diffused channel regions. A good
“effective” threshold voltage model has been proposed for
halo-implanted devices [30], but this still does not enable
accurate modeling of the electrical characteristics of NULD
devices. In such transistors, the threshold voltage is determined
by the most highly doped portion of the channel; when a
transistor is turning ON the effective gate length that reduces
to the length of this region, then asymptotically increases
to approach the total channel length as VGS increases. This
gives a “peaked” gm(VGS) characteristic (Fig. 6) that can
only be approximated with a single-section model by using
nonphysical values for some model parameters.

In addition, because the lowly doped portion of the channel
inverts before the highly doped portion(s), the capacitance
behavior cannot be accurately represented using any standard
MOS transistor model. Fig. 7 shows capacitances, at VDS = 0,
for a uniformly doped transistor and a transistor with the
same doping as the uniformly doped transistor at its source

Fig. 6. gm for uniform and nonuniform lateral doping, VDS = 0.1 V.

Fig. 7. Cmf for uniform and nonuniform lateral doping, VDS = 0 V.

and a lower doping toward the drain. Clearly, Cgs and Cgd
are asymmetric. At present, the only known way to simulate
such behavior is with a sectional transistor model, but this
significantly increases simulation time. It would be better
if a single-section model that can fit such behavior were
developed.5

Rather than defining transistor geometries and biases and
then simulating their performance, IC design would be more
efficient if requirements for fT, gm, and matching were spec-
ified and an automated design tool could, based on the actual
design models and not simplifications, determine appropriate
geometries and biases. Steps in this direction have been
taken [33], [34] but the approach has not become mainstream.

As discussed in Section III, LDEs from parasitics to sur-
rounding interconnect, devices, and material and layer bound-
aries can significantly affect the electrical characteristics of
devices. Transistor behavior, therefore, depends strongly on
the surroundings. However, the test structures used for device
characterization and for process monitoring and control are
typically isolated devices, either individual or a mismatch pair,
connected to probe pads. Their surroundings are, therefore,
significantly different from those of devices in circuits, which

5Capacitances of NULD MOS transistors are not just asymmetric, they are
nonreciprocal at VDS = 0 [31], [32]; this behavior cannot be modeled even
quantitatively today using port charges of a single-section model.
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are densely packed with many interconnect lines. There is
substantial opportunity to improve how well test structures
reflect the behavior of “real” transistors by using devices in
representative circuits for characterization and modeling.

Finally, all novice, and even sometimes experienced, model
developers will occasionally formulate equations that violate
the laws of physics or implement code that is not numerically
robust. Following best practices [35] and using code standard
checkers can significantly help to improve model quality, but
these do not guarantee that a model obeys the laws of physics
or has no numerical problems. This is a hard problem but it
would be useful if an automated checker for passivity, order of
continuity, symmetry, numerical singularities, and so on, over
all possible parameter and bias conditions, could be developed.

VII. CONCLUSION

MOS transistor models continue to evolve, although in a
more evolutionary than revolutionary manner than in the past.
Apart from BSIM-BULK [13], most mainstream models are
ψs based, with differences for different device structures in
how the electrostatics is formulated and solved. A primary
emphasis of modeling today is not the core transistor behavior,
but rather on proximity effects and parasitics, which have a
significant influence on transistor behavior.

This paper presented a perspective, from industry, on var-
ious aspects of MOS transistor modeling. An alternative,
“gate-as-input-centric” capacitance model was proposed, some
limitations of existing models were highlighted, and what
I think are the fruitful areas for further development were
presented.
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