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A B S T R A C T

Given the importance of auditors’ assessing business risks and evaluating internal controls, we
investigate whether an audit firm’s industry expertise, tenure, and size can help its auditors better
understand external and internal threats faced by the client with less effort. Using reported in-
formation security breach incidents from 2004 to 2013, we find that, consistent with prior stu-
dies, audit fees are higher after the occurrence of an information security breach. However, such
an association is negatively moderated when the audit firm has industry-specific expertise, longer
experience with the client, and is one of the Big 4 firms. Our results suggest that because of their
better knowledge about a specific industry, increased familiarity with the client’s operations, and
more resources to understand a client’s vulnerabilities and/or information security policies and
procedures, these auditors are more capable of assessing the potentially changing information
security risks implied by the occurrence of information security breach incidents. Our results are
robust to a variety of sensitivity checks.

1. Introduction

Recent high-profile information security breaches such as Target and Yahoo! suggest that information security breaches affect a
firm’s operation and performance beyond financial losses. For instance, the cyber-attack on Sony in 2011, one of the biggest data
breaches since the advent of the Internet, cost Sony around $1 billion, not to mention the impact on its brand image and all of its
online networks of games, movies, and music.1 According to Verizon’s 2017 Data Breach Investigations Report (Verizon, 2017), 75%
of breaches are related to outsiders and 73% of breaches are financially motivated. These breaches, according to IBM’s 2016 Cost of
Data Breach Study (IBM, 2016), cost $4 million on average globally with a 29% increase in total cost since 2013. The U.S. has the
highest average per capita cost of data breaches at $221 in 2016 (IBM, 2016).

The upward trend of information security breaches has raised discussion about the importance of auditors’ understanding clients’
information technology environment. For example, the Center for Audit Quality (CAQ) released an alert to approximately 600 of its
public company audit firm members that summarizes external auditors’ duties with respect to cybersecurity (CAQ, 2014). In general,
auditors are required to understand the client’s environment, such as economic conditions, regulatory requirements, competitive
environment, technological developments, and internal controls (AICPA, 2006), and to report the effectiveness of internal controls
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over information systems (Boritz et al., 2012; Li et al., 2012). Such understanding could be critical because, on one hand, information
technology (IT) enhances the timeliness and accuracy of information as well as reduces the chance that controls will be circumvented,
both of which reduce the likelihood of misstatements and fraud (Bell et al., 1998; Messier et al., 2004). On the other hand, IT also
poses information security risks, such as unauthorized access to data, destruction of or improper changes to data, and/or data
unavailability for authorized use (AICPA, 2006), which has a significant impact on organizations and affects the reliability of fi-
nancial reporting and the effectiveness and efficiency of operations (AICPA, 2006; Gordon et al., 2008).2 Recently, Lawrence et al.
(2018) have demonstrated that computer data breaches, as an operational control risk, are positively associated with financial
reporting risk, as reflected in more restatements and SEC comment letters. Thus, to reduce audit risk ex ante, it is important for
auditors to devote time and effort to understanding and assessing clients’ information security risks. However, the extent of the time
and effort that auditors devote may be conditional on several audit-firm characteristics, such as the specific knowledge about an
industry, familiarity with the client’s operations, and resources to understand information security risks.

In this study, we examine the impact of audit firms’ characteristics on the association between audit fees and information security
breach incidents. As information security breach incidents have been commonly used in other studies to proxy for the effectiveness of
information security risk management (Kwon et al., 2013; Wang and Hsu, 2010b; Wang et al., 2013a), we first use the realization of a
firm’s information security risks (i.e., security breach incidents) to proxy for the level of the firm’s information security risks. Second,
to examine for auditors’ efforts to understand and assess clients’ information security risks and procedures, we use the audit fees
charged to the client in the subsequent period of breaches.

To present empirical evidence, we collect reported information security breaches from DataLossDB (http://www.datalossdb.org)
from 2004 to 2013. To supplement, we further conduct keyword searches of news articles from major media outlets through
LexisNexis. Our empirical findings, first, are consistent with existing literature (Higgs et al., 2017; Li et al., 2017) that audit fees after
the occurrences of information security breaches are on average 13.5% higher than those of firms without breaches. However, we
find that this positive association between reported information security breaches and subsequent audit fees is negatively moderated
by audit-firm characteristics, including industry expertise, tenure, and size. Specifically, as detailed in Section 4, industry expertise
decreases the association between reported information security breaches and audit fees from 52.0% to 11.3%. Long audit tenure also
decreases the association from 13.7% to −12.4%. Finally, audit-firm size, measured by Big 4 audit firms, decreases the association of
reported breaches and audit fees from 64.5% to 15.4%. The overall results demonstrate that these audit firms’ characteristics can help
auditors better assess clients’ information security risks and evaluate information security management processes with less effort.

Our study contributes to the literature in audit and information security risk management in the following ways. First, our study
fills the gap of literature between auditing and information security. The literature and several anecdotal evidence in information
security risk management have emphasized the threats brought to auditors by information technology. How auditors should response
to these threats have been highlighted in auditing standards (e.g., SAS 70) and IT governance frameworks (e.g., COBIT 5). The
ISACA’s risk assessment program and the security management guidelines provided by the National Institute of Standards and
Technology (NIST) have also pointed out the importance of understanding the client’s environment, assessing risks as well as
evaluating internal controls. In fact, although auditors are important external stakeholders of a firm, there is a lack of empirical
research that examine the link between auditors and information security issues. For example, prior studies examine the association
between the effectiveness of a firm’s information security risk management and various internal and external stakeholders, including
the board (Wang and Hsu, 2010b), the top management team (Kwon et al., 2013; Wang and Hsu, 2010a), and the change in
regulations (Gordon et al., 2006). Different from these studies that focus on how stakeholders may affect a firm’s management of
information security risks, our study addresses that a client’s information security and risk management should be an important factor
for auditors to consider. Thus, we focus on how audit-firm characteristics affect auditors’ efforts to understand and assess clients’
information security risks.

Second, our study enriches the literature by connecting between audit fees and information security by examining the moderating
effects of audit-firm characteristics. Two recent independent studies by Higgs et al. (2017) and Li et al. (2017) have examined the
association between audit fees and information security breaches. Different from these studies, our study highlights the effort au-
ditors devote to understanding and assessing clients’ information security risks and provides further evidence by examining the
moderating effects of audit-firm characteristics on the association between audit fees and security breaches.

Last, our study provides important policy implications. The high-profile information security breaches in recent years have raised
concerns for the Securities and Exchange Commission (SEC), the Public Company Accounting Oversight Board (PCAOB), and the
American Institute of CPAs (AICPA) as to whether firms should disclose information security management strategies, potential
threats, and consequences such as reputation loss or even the continuity of business operations. Given that operating uncertainties
and continuity of business operations are key factors auditors must consider, our analyses highlight the importance of auditors’
understanding information security vulnerabilities, the emerging threats specific to a certain industry, and the possible corresponding
controls based on existing information security program, standards, or guidance.

The remainder of the paper is organized as follows. We review relevant literature and develop hypotheses in Section 2. In Section
3, we discuss our research methodology. We present the results in Section 4 and conclude with limitations and future research
avenues in Section 5.

2 For example, see COBIT 5 for information security (https://www.isaca.org/COBIT/Documents/COBIT-5-for-Information-Security-Introduction.
pdf) or the FFIEC IT Examination Handbook (https://ithandbook.ffiec.gov/media/222209/ffiec_itbooklet_informationsecurity-2006.pdf).
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2. Literature review and hypothesis development

2.1. Information security and auditors

In the current digital era, information security has been a critical concern for business operation (Gordon and Loeb, 2002a, 2010).
Numerous studies have explored various information security risk management-related issues, such as information security invest-
ment (Gordon and Loeb, 2002a,b, 2006), sharing security information (Gal-Or and Ghose, 2005; Gordon et al., 2003), user security
awareness programs (Dinev and Hu, 2007), the role of the top management team or the board (Hsu and Wang, 2014a,b; Wang and
Hsu, 2013), the institutional factors that affect information security risk management (Hsu et al., 2012), adoption of information
security standards (Hsu et al. 2016), and security policy (Hu et al., 2012). Other lines of study focus on information-security-related
disclosures (Gordon and Loeb, 2010; Gordon et al., 2006; Wang et al., 2013a) and market reactions to security breaches (Acquisti
et al., 2006; Campbell et al., 2003; Cavusoglu et al., 2004; Ettredge and Richardson, 2003; Garg et al., 2003; Gordon et al., 2011;
Hovav and D'Arcy, 2003; Kannan et al., 2007; Wang et al., 2013b).

A security governance framework allows organizations to develop information security management processes and the associated
measurements for evaluating the progress of implementation (Johnston and Hale, 2009; Nolan and McFarlan, 2005). Recent high-
profile information security breaches have raised concerns for the SEC and PCAOB regarding whether firms should disclose potential
threats and the consequences of information security risks, such as reputation loss or even the continuity of business operations
(PCAOB, 2015; SEC, 2011). Given the importance of information security risks for business continuity, auditing standards (e.g., SAS
70) and the CPA’s external audit responsibilities include the assessment of information security. For example, the Center for Audit
Quality (CAQ, 2014) indicates that the auditor’s responsibilities encompass an evaluation of financial statements, including the risk of
material misstatements from unauthorized access to financial reporting-related IT systems and data:

The financial statement audit and, where applicable, the audit of ICFR [internal control for financial reporting], include procedures
with respect to a company’s financial reporting systems, including evaluating the risks of material misstatement to a company’s
financial statements resulting from unauthorized access to such systems. The auditor is also responsible for evaluating a com-
pany’s accounting for cybersecurity-related losses and for assessing the impact on a company’s financial statements and dis-
closures, including items such as contingent liabilities or claims, as they relate to the audit of the financial statements taken as a
whole and the impact on ICFR.

(CAQ, 2014, para. 3)

In addition, the AICPA has introduced new guidance for auditors in thoroughly assessing a firm’s information security risk
management program. As the AICPA has developed the exam and guidance, large audit firms have already been gearing up to
perform new services in assessing information security risks. Sandy Herrygers, a partner at Deloitte & Touche, notes that “It’s [the new
guidance] an attestation service that can be done to test the design and operating effectiveness of a firm’s information security risk
management controls” (Compliance Week, 2017, para. 2). This new guidance, which provides processes for detecting a firm’s in-
formation security vulnerabilities, serves as a tool for auditors in taking a deeper look at clients’ information security risks.

The increased effort to understand the client’s information security risks when auditors perform assurance services may be
reflected in audit fees.3 Studies have shown that more audit effort is needed for clients with higher complexity, such as those with
foreign subsidiaries or a higher number of subsidiaries or business segments (Hay et al., 2006). Audit efforts are also sensitive to
client size and inherent risk (O'Keefe et al., 1994). These efforts to understand the inherent risk of the client may be reflected in
higher audit fees. Given that a client’s complicated and interwoven IT systems4 increase the client’s inherent risk and the auditor’s
efforts to understand the business and assess operating risks, audit fees may be expected to be higher. To the best of the authors’
knowledge, two empirical research studies (Higgs et al. 2017; Li et al. 2017) have examined the direct association between audit fees
and information security breaches, but not further examined how audit-firm characteristics may affect auditors’ understanding and
evaluation of information security risk. Specifically, Li et al. (2017) argue that a cybersecurity incident implies deficiencies in a firm's
internal control over financial reporting and higher possibility of misstatements. Higgs et al. (2017) state that a cybersecurity breach
risk may affect audit fees because of the increased audit cost and the increased premium that reflects potential future litigation risk.
Different from these two studies, we focus on how audit-firm characteristics affect auditors’ efforts to understand and assess clients’
information security risks. In other words, we examine the moderating effects of audit-firm characteristics to provide evidence that an
auditor’s ability and effort matter when he/she assesses a client’s information security risks.

3 Audit fees may reflect auditors’ efforts to perform services or premiums to compensate auditors for their litigation risk, or both (DeFond and
Zhang, 2014; Simunic and Stein, 1996). Litigation risk is highly associated with clients’ risk factors, such as operating losses, modified opinions, and
weak governance. To mitigate or compensate for the litigation risk, auditors may take steps ex ante such as exerting additional effort or charging
higher fees as a premium. This argument on litigation risk also results in a positive association between audit fees and ex ante estimated risks (Beatty,
1993; Francis and Simon, 1987; Palmrose, 1986; Simon and Francis, 1988; Simunic, 1980) from reported breaches. In our context, our main
argument focuses on auditors’ effort in understanding the clients’ operational environment. The auditors’ litigation risk is beyond our scope.

4 The 2015 audit fee report by the Financial Executives Research Foundation (FERF, 2016) states, “Explaining that the audit fee is also multi-
faceted, some audit partners expressed how a company is structured has an important impact on the audit fee. ‘There are a number of companies
that have multiple divisions that have different ERP systems, and in some cases, 50–100 different IT packages. This type of structure will require us
to go and audit the system or at least understand the controls over the many systems at the important locations; whereas, other companies are
designed much more efficiently where they have one or a few number of instances of a global ERP’” (p. 5).
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2.2. The moderating effect of audit-firm industry expertise on the association between information security breaches and audit fees

PricewaterhouseCoopers (2002) argues that audit quality depends on the auditor’s knowledge and understanding of the industry
in which the client operates. Auditors obtain industry expertise through familiarity with the industry’s accounting practices and risks
in general and the experience of working with specific clients within an industry. Audit firms with industry expertise are likely to
train their auditors with more industry-specific knowledge (Krishnan, 2003) and such auditors can better understand the environ-
ment in which their clients operate (Curtis et al., 2009; Tucker, 2001). Empirically, audit firm industry specialization is also shown to
be positively associated with client disclosure quality, which is measured by analysts’ evaluations in AIMR reports (Dunn and
Mayhew, 2004), and negatively associated with financial fraud (Carcello and Nagy, 2004b). Audit firm industry specialization is
associated with clients’ larger earnings response coefficients and leads to lower levels of discretionary accruals (Balsam et al., 2003).
Stanley and DeZoort (2007) find that audit firm industry specialization is negatively associated with restatement.

In our context, industry-specific knowledge includes the inherent information security risks, legislation and regulations about
information security, and current trends in information security incidents.5 We argue that such an understanding helps auditors
better assess clients’ inherent and control risks as stated in AICPA (2006) with less effort than is required from auditors without
industry expertise. Therefore, given that auditors charge clients with reported breaches higher audit fees to reflect the increased effort
they need to devote to the audit engagement (Higgs et al., 2017; Li et al., 2017), auditors with industry expertise may not charge
audit fees that are as high as those charged by auditors without industry expertise. That is, there may be a negative moderating effect
of industry expertise on the association between reported information security breaches and audit fees. This argument leads to the
following hypothesis.

Hypothesis 1. Audit-firm industry expertise negatively moderates the positive association between information security breaches
and audit fees.

2.3. The moderating effect of audit-firm tenure on the association between information security breaches and audit fees

Previous studies discuss audit-firm tenure from two opposite perspectives. As tenure increases, expert knowledge about the
client’s resources, operations, and risks increase (Finkelstein and Hambrick, 1990; Hsu and Wang, 2014b; Wang and Hsu, 2010a,
2013; Zajac and Westphal, 1996). Longer tenure increases auditors’ competence as they are more familiar with the operation of the
client and industry, which leads to a positive association with audit quality (Carcello and Nagy, 2004a; Geiger and Raghunandan,
2002; Ghosh and Doocheol, 2005; Johnson et al., 2002; Li, 2010; Lim and Tan, 2010; Myers et al., 2003). On the other hand, longer
tenure also reflects the extent to which an individual is integrated into the networks of key stakeholders and obtains the resources and
coalitions needed to ‘‘orchestrate, nurture, and support’’ (p. 654) his/her initiatives (Simsek, 2007), which may decrease auditor
independence. For example, Congressman Richard Shelby stated, “How can an auditing firm remain independent when it has es-
tablished long term personal and professional relationships with a firm by auditing the same firm for many years, some 10, 20,
30 years?” (U.S. House of Representatives, 1985). Auditors with longer tenure are more familiar with the management team, which
may reduce their skepticism and objectivity (Carcello and Nagy, 2004a). Accordingly, longer tenure decreases auditor independence
by increasing the tendency to compromise with the client, which leads to a negative association with audit quality (Davis et al.,
2009).

Given that a firm’s information security risk is idiosyncratic,6 an auditor’s understanding of the client’s IT operations and business
processes can critically affect the auditor’s competency for assessing and understanding information security risks, as has been
emphasized in the ISO 27000 series standards regarding information security management systems. Based on the competency ar-
gument, we expect that the longer the tenure, the better the auditor can evaluate which information security clause or category is
important to the client or how it can be applied to various business processes. Given that auditors will charge clients with reported
breaches higher audit fees to reflect the increased effort they need to devote to the audit engagement (Higgs et al., 2017; Li et al.,
2017), auditors who are more competent and have more experience with the client may not need to increase their effort as much as
do those less competent. Thus, there might be a negative moderating effect of audit-firm tenure on the association between audit fees
and reported information security breach incidents. On the other hand, we do not find any existing literature discussing the role of
auditor independence in the context of information security risk management. Therefore, we state our second hypothesis based on the
argument of competence as follows.

Hypothesis 2. Audit-firm tenure negatively moderates the positive association between information security breaches and audit fees.

5 These factors are highlighted in the ISACA’s risk assessment program and security management guidelines provided by National Institute of
Standards and Technology (NIST). See https://www.isaca.org/journal/archives/2010/volume-1/pages/performing-a-security-risk-assessment1.
aspx.

6 According to the Basel II framework, IT risks are classified as an operational risk type (BCBS, 2001). Because operational risks “tend to be
idiosyncratic to a particular institution” (Herring, 2002, p. 43), their assessment is also difficult.
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2.4. The moderating effect of audit-firm size on the association between information security breaches and audit fees

The gap between Big N audit firms and non-Big N audit firms is getting larger since the mergers of audit firms in 1989 (Wolk et al.,
2001; Wootton et al., 1994). Despite debate and regulators’ discouragement, the audit market continues to be dominated by large
auditors. Several studies have shown that clients pay higher audit fees to Big N auditors (Fafatas and Sun, 2010; Ireland and Lennox,
2002; Palmrose, 1986; Vermeer et al., 2009), which is consistent with the argument that Big N auditors provide higher audit quality.

We argue that in the context of information security, audit-firm size also has a role.7 Large auditors usually have more experience
and resources through their business scale of both audit and advisory services. They may utilize their experience and resources to
better understand clients’ vulnerabilities and better assess information security risks that would influence business operations.
Therefore, given that auditors will charge clients with reported breaches higher audit fees to reflect the increased effort they need to
devote to the audit engagement (Higgs et al., 2017; Li et al., 2017), large auditors, measured by the Big 4, may not need to increase
their effort to understand the risks as much as do small auditors. Following this line of argument, we expect to observe a negative
moderating effect of audit-firm size on the association between reported information security breaches and audit fees as follows.

Hypothesis 3. Audit-firm size negatively moderates the positive association between information security breaches and audit fees.

3. Research design

3.1. Sample and data collection

We first extract all information security breaches collected by DataLossDB8 for the period from 2004 to 2013. DataLossDB is a not-
for-profit organization that collects details of information security breach incidents from news feeds, blogs, and websites on a daily
basis and verifies incidents by requesting breach notification documents from the U.S. State governments.9 In order to enhance the
completeness and accuracy of our data, we also conduct a subsequent manual search on LexisNexis for key words such as (1) security
breach, (2) hacker, (3) cyber attack, (4) virus or worm, (5) computer break-in, (6) computer attack, (7) computer security, (8)
network intrusion, (9) data theft, (10) identity theft, (11) phishing, (12) cyber fraud, and (13) denial of service in the Wall Street
Journal, USA Today, the Washington Post, and the New York Times, as in prior studies (e.g., Campbell et al., 2003; Wang et al., 2013a).
The final sample includes all major information security incidents collected through this two-step process.10

Table 1 shows the sample selection procedure. An initial list of reported breach incidents has 7518 organization-breach ob-
servations. After eliminating non-publicly traded firms, government agencies, and universities that do not have publicly available
information and CIK, a total of 310 incidents remain. A subsequent cross-match with Compustat and Audit Analytics results in a sample
of 22,467 firm-year observations, including 248 firm-year observations with reported breaches versus 22,219 firm-year observations
without reported breaches (denoted as the full sample). At the firm level, there are 3246 firms with available financial data for
analysis, where 164 firms have one or more reported breaches and 3082 firms have no reported breaches during the sample period.

In addition to the full sample, we construct a matched-pair control group using the propensity score matching (PSM) approach to generate
a sample of control firms that most resemble our sample firms with reported breaches based on several firm-level characteristics (Armstrong
et al., 2010; Rosenbaum and Rubin, 1983). The PSM procedure allows us to efficiently match along multiple dimensions at the firm level. In
particular, we establish a one-to-ten matched sample, as we notice that information security breaches are rare events. This one-to-many
matching approach allows us to improve bias reduction in the matching process as stated in Ming and Rosenbaum (2000) and to have enough
degrees of freedom when performing the analysis. First, at the firm level, we use the PSM approach based on firm size (average total assets of
a firm during the sample period) and industry to match each of the treatment firms (firms which have one or more reported breaches during
the sample period; 164 firms in total) to ten control firms (firms which have no reported breaches during the sample period; 3082 firms in
total).11 Next, we include all firm-year observations of these treatment firms and matched control firms in the sample (denoted as the PSM
sample). Therefore, the PSM sample consists of 248 firm-years with reported breaches and 12,460 firm-years without reported breaches.

Table 2 presents the sample distribution. Panels A and B demonstrate the distributions by year of the full sample and the PSM
sample, respectively. From the second column, which shows the by-year distribution of the breach events, we notice that most
breaches happen in 2008, 2009, 2011, and 2012 (about 56% of the total sample). At the firm-year level, Panels A and B show that

7 In our study, we do not consider the small audit firms that specialize in information security management, nor do we consider the scope of the
engagement.

8 DataLossDB (http://datalossdb.org/) has been used as the main data source in prior studies (e.g., Kwon et al., 2013; Sen and Borle, 2015;
Sullivan, 2010).

9 Most of information security breach incidents are reported by news media. We notice that the firms with breaches seldom report breach
incidents actively.

10 Information security incidents can be categorized into three not-mutually-exclusive types: confidentiality, integrity, and availability.
Confidentiality-type incidents refer to unauthorized disclosure or access to sensitive firm information. Integrity-type incidents refer to improper
authorization, inaccuracy, incompleteness, and delay of data process. Availability-type incidents refer to unavailability of a system that fails to meet
operational and contractual obligations (e.g., denial of service attacks). Our final sample consists of only confidentiality type incidents. We ac-
knowledge it as a limitation of the study.

11 We execute the one-to-one no-replacement PSM ten times to make sure no control firms are matched multiple times. The adjusted Pseudo R2s
range from 0.115 to 0.782, with an average of 0.480.
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there are more observations in later years than earlier years (1805 firm-years in 2004 versus 2606 firm-years in 2013), which is likely
caused by fewer missing variables in Audit Analytics in later years.

Panels C and D of Table 2 demonstrate the distributions by the one-digit SIC of the full sample and the PSM sample, respectively.
Panel C shows that the service industry (one-digit SIC codes 7 and 8) and the manufacturing industry (one-digit SIC codes 2 and 3)
have the most firm-year observations with reported breaches (85 and 60 observations, respectively). They are only 2.10% and 0.55%
of firm-years within the specific industry (85 of 4054 and 60 of 10,876, respectively). On the other hand, the agriculture industry
(one-digit SIC code 0), the public administration industry (one-digit SIC code 9), and the mining and construction industry (one-digit
SIC code 1) have the fewest firm-year observations with reported breaches (1, 2, and 4 observations, respectively). This is expected
because of the lower IT intensity and the nature of the business in these industries. In terms of percentage, the mining industry has the
smallest percentage (0.20% of firm-years with reported breaches). However, 5% of firm-years in the public administration industry
have reported breaches, which is the largest among all industries. One possible reason is that there are only 40 firm-years in the
public administration industries in our sample. Based on the PSM sample, Panel D shows similar results with larger percentages of
firm-years with reported breaches in industries, as we exclude several firm-years without reported breaches from the full sample.

3.2. Regression models

To establish the base model for the association between audit fees and information security breaches, we estimate the following
regression model, Eq. (1):

= + + + + + + +

+ + + + +

+lnAUDIT FEES breachvar MTB lnAT DEBTR CRTR ROI QCKR

LOSS SEG Years Industries

_ i t i t i t i t i t i t i t i t

i t i t i t

, 1 0 1 , 2 , 3 , 4 , 5 , 6 , 7 ,

8 , 9 , , (1)

where lnAUDIT_FEESt+1 is the natural log of audit fees charged to the firm for the audit service performed for the following year, t+ 1. We
examine audit fees in year t+ 1 instead of year t in order to examine the results of audit fee negotiation after the occurrence of breaches in
year t.12 In Eq. (1), the variable of interest, breachvar, is one of the following: BREACH, an indicator denoted as one if one or more reported
information security breaches occurred during year t, and zero otherwise. NBREACH is the number of reported information security breaches
during year t. In the base model, we expect a positive coefficient for breachvar (α1 > 0), indicating higher audit fees following reported
breaches (BREACH or NBREACH), compared to firms without breaches, all else being equal. Stated another way, a positive coefficient for
BREACH suggests that the auditor charges higher fees if a client has one or more information security breaches reported in the prior year, and
a positive coefficient for NBREACH suggests that the audit fees increase with the number of breaches reported in the prior year.

To isolate the effect of breaches on audit fees from the effect of other variables, we control for firm-specific variables that are
known as audit fee determinants following the recommendation of Ferguson et al. (2003). Since higher fees are related to larger
clients, measured by market-to-book ratio (MTB) and the natural log of total assets (lnAT), we expect positive signs for these vari-
ables. Since higher audit fees are associated with higher audit risk, we expect positive signs for debt ratio (DEBTR), which is long-term
debt over total assets, and current ratio (CRTR), which is current assets over total assets. Similarly, we expect negative signs for return
on investment (ROI), which is the earnings before interest expenses and taxes over total assets, and the quick ratio (QCKR), which is
current assets (minus inventories) over current liabilities. We include LOSS, an indicator denoted as one if there is a net loss in any of
the past three years, and zero otherwise. LOSS may represent audit risk, which leads to a positive association with audit fees.
However, LOSS may also reflect the client’s ability to pay the fees, which results in a negative association with audit fees. Finally, we

Table 1
Sample selection.

# of incidents # of firm-years # of firms

Information Security Breach Data
DataLossDB 7518
Minus: Missing CIK (5944)

No matched CIK (1264)
Total 310

Full Sample
Compustat (2004–2013) 70,273 20,731
Minus: Missing variables (25,764)

Missing CIK (5037)
Subtotal 39,472 11,343
Minus: Missing in Audit Analytics (17,005)
Total 22,467 3,246

Total (with breaches) 248 164
Total (without breaches) 22,219 3,082

12 We also perform a robustness test using audit fees in year t+ 2 as it is possible that the fees in year t+ 1 were predetermined in year t, and our
un-tabulated results remain similar.
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include the number of business segments or operating segments (if business segments are not reported) (SEG) to capture audit
complexity, as the higher the complexity, the higher the audit fees. The model includes year and industry (one-digit SIC code) fixed
effects, and the standard errors of coefficients are clustered by firms. To minimize the influence of outliers, we winsorize all con-
tinuous variables at the top and the bottom 1%.13 See the Appendix A for detailed variable definitions.

To test Hypothesis 1, the moderating effect of the audit-firm industry expertise on the relationship between breaches and audit

Table 2
Sample distribution.

Year Total number of breaches Firm-years

With breaches Without breaches Total

Panel A. Full sample by year
2004 2 2 1,803 1,805
2005 11 10 1,943 1,953
2006 34 23 2,023 2,046
2007 38 31 2,082 2,113
2008 46 37 2,191 2,228
2009 43 34 2,154 2,188
2010 34 27 2,328 2,355
2011 41 32 2,494 2,526
2012 43 34 2,613 2,647
2013 18 18 2,588 2,606
Total 310 248 22,219 22,467

Panel B. Propensity score matching sample by year
2004 2 2 1,055 1,057
2005 11 10 1,109 1,119
2006 34 23 1,151 1,174
2007 38 31 1,175 1,206
2008 46 37 1,239 1,276
2009 43 34 1,211 1,245
2010 34 27 1,294 1,321
2011 41 32 1,357 1,389
2012 43 34 1,439 1,473
2013 18 18 1,430 1,448
Total 310 248 12,460 12,708

One-digit SIC Total number of breaches Firm-years

With breaches Without breaches Total

Panel C. Full sample by industry
0: Agriculture, Forestry, and Fishing 1 1 (1.37%) 72 73
1: Mining and Construction 4 4 (0.20%) 1,989 1,993
2 & 3: Manufacturing 69 60 (0.55%) 10,816 10,876
4: Transportation and Utilities 60 47 (1.54%) 3,011 3,058
5: Wholesale and Retail Trade 31 25 (1.74%) 1,409 1,434
6: Finance, Insurance, and Real Estate 35 24 (2.56%) 915 939
7 & 8: Services 106 85 (2.10%) 3,969 4,054
9: Public Administration 4 2 (5.00%) 38 40
Total 310 248 (1.10%) 22,219 22,467

Panel D. Propensity score matching sample by industry
0: Agriculture, Forestry, and Fishing 1 1 (1.64%) 60 61
1: Mining and Construction 4 4 (0.51%) 779 783
2 & 3: Manufacturing 69 60 (1.69%) 3,483 3,543
4: Transportation and Utilities 60 47 (2.05%) 2,248 2,295
5: Wholesale and Retail Trade 31 25 (2.52%) 968 993
6: Finance, Insurance, and Real Estate 35 24 (2.56%) 915 939
7 & 8: Services 106 85 (2.10%) 3,969 4,054
9: Public Administration 4 2 (5.00%) 38 40
Total 310 248 12,460 12,708

Panels A and C present the distribution of the full sample, which includes all firm-year observations. Panels B and D present the distribution of the
propensity score matching sample, which includes the observations of the treatment firms (firms which have breaches during the sample period) and
the matched control firms (firms which have no breaches during the sample period). The second column of each panel shows the distribution of the
total number of breaches reported, and the remaining columns show the distribution of firm-year observations with/without breaches. In Panels C
and D, the percentages of firm-years with reported breaches over total firm-years of the industry are in the parentheses.

13 The empirical results of our tests are qualitatively the same when using un-winsorized data.
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fees, we estimate the following regression model, Eq. (2):

= + + + + +

+ + + + + + +

+ +

+lnAUDIT FEES breachvar EXPERTISE EXPERTISE breachvar MTB lnAT

DEBTR CRTR ROI QCKR LOSS SEG Years

Industries

_ i t i t i t i t i t i t i t

i t i t i t i t i t i t

i t

, 1 0 1 , 2 , 3 , , 4 , 5 ,

6 , 7 , 8 , 9 , 10 , 11 ,

, (2)

where breachvar is either BREACH or NBREACH as in Eq. (1). EXPERTISE is an indicator denoted as one if the audit firm has the
largest or more than 10% of market share in the industry (measured by total assets of firms) in which the client operates, and zero
otherwise.14 Auditors with industry expertise (or industry specialists) may charge higher fees as a premium to provide high quality
service because of their better knowledge of the industry than non-specialists or their higher reputational capital (DeFond and Zhang,
2014; Dopuch and Simunic, 1982). Thus, we expect a positive coefficient for EXPERTISE (α2 > 0), suggesting that auditors with
industry expertise charge higher fees. For the variable of interest, we use an interaction term (EXPERTISE*breachvar) in Eq. (2) in
order to examine whether the association between reported breaches and audit fees is conditioned upon whether firms engage with
auditors with expertise versus those without expertise. Hypothesis 1 translates into the expectation of a negative coefficient for
EXPERTISE*breachvar (α3 < 0), suggesting that the association between audit fees and reported breaches is reduced for clients whose
auditors have expertise in the industry in which the client operates, compared to those whose auditors have no expertise. All other
variables are as explained in relation to Eq. (1).

To test Hypothesis 2, the moderating effect of the audit-firm tenure on the relationship between breaches and audit fees, we
estimate the following regression model, Eq. (3):

= + + + +

+ + + + + +

+ + + + + +

+lnAUDIT FEES breachvar TENURE short TENURE long TENURE short breachvar

TENURE long breachvar MTB lnAT DEBTR CRTR ROI

QCKR LOSS SEG Years Industries

_ _ _ _

_
i t i t i t i t i t i t

i t i t i t i t i t i t i t

i t i t i t i t

, 1 0 1 , 2 , 3 , 4 , ,

5 , , 6 , 7 , 8 , 9 , 10 ,

11 , 12 , 13 , , (3)

where breachvar is either BREACH or NBREACH as in Eq. (1). TENURE captures the auditor-client relationship (Krishnan, 1994;
Krishnan and Krishnan, 1997). To consider the potentially non-liner effect of tenure, as discussed in Carcello and Nagy (2004a), we
follow the literature and employ two indicators: TENURE_short(long) is equal to one if the incumbent audit firm has audited the client
for four years or fewer (thirteen years or more), and zero otherwise. The two indicators split the sample into three groups: long tenure
(TENURE_long= 1 and TENURE_short= 0), medium tenure (TENURE_long= 0 and TENURE_short= 0), and short tenure (TE-
NURE_long= 0 and TENURE_short= 1). Thus, in Eq. (3), our variables of interest are the interaction terms, TENURE_short*breachvar
and TENURE_long*breachvar. Hypothesis 2 translates into the expectation of a negative coefficient of TENURE_long*breachvar
(α5 < 0), suggesting that the association between breaches and audit fees is less pronounced for clients with long tenure with the
incumbent auditors than for those with medium tenure. In addition, if such a reduction also holds for clients with long tenure
compared to those with short tenure, we should observe a statistically more negative coefficient of TENURE_long*breachvar than that
of TENURE_short*breachvar (α5 < α4). However, we do not have an expectation for the direction of the coefficient of TENURE_-
short*breachvar. All other variables are as explained in relation to Eq. (1).

To test Hypothesis 3, the moderating effect of Big 4 vs. non-Big 4 audit firms on the relationship between breaches and audit fees,
we estimate the following regression model, Eq. (4):

= + + + + + + +

+ + + + + + +
+lnAUDIT FEES breachvar BIG BIG breachvar MTB lnAT DEBTR CRTR

ROI QCKR LOSS SEG Years Industries

_ 4 4i t i t i t i t i t i t i t i t i t

i t i t i t i t i t

, 1 0 1 , 2 , 3 , , 4 , 5 , 6 , 7 ,

8 , 9 , 10 , 11 , , (4)

where breachvar is either BREACH or NBREACH as defined in Eq. (1). BIG4 is an indicator denoted as one if the client is audited by
one of the Big 4 audit firms, and zero otherwise. Several studies have found evidence that Big N auditors charge higher fees (Francis,
1984; Francis and Stokes, 1986; Palmrose, 1986; Simon and Francis, 1988). The higher fees charged by the Big N auditors may
represent higher audit quality, a risk premium, or monopoly pricing for their market power (DeFond and Zhang, 2014), which
suggests a positive coefficient for BIG4 (α2 > 0). For the variable of interest, we use an interaction term, BIG4*breachvar in Eq. (4) to
examine whether the association between breaches and audit fees is conditioned on whether firms engage with Big 4 versus non-Big 4
auditors. Hypothesis 3 translates into the expectation of a negative coefficient for BIG4*breachvar (α3 < 0), suggesting that the
association between security breaches and audit fees is reduced for firms audited by one of the Big 4 auditors compared to those
audited by one of the non-Big 4 auditors. All other variables are as explained in relation to Eq. (1).

4. Empirical results

4.1. Descriptive statistics

Table 3 presents the descriptive statistics of the variables in our analyses. Panels A and B show the statistics of the full sample and

14 We use the 10% cutoff to capture a minimum level of experience in an industry that an auditor needs to perform the service (Neal and Riley,
2004).
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the PSM sample, respectively. In both panels, we show the statistics of the observations with BREACH= 1 and BREACH= 0 sepa-
rately and compare the means and medians.

First, for those firm-years with reported breaches, the average number of breaches during the year is 1.25. Second, the mean of
audit fees (before log transformation) for observations with reported breaches (BREACH= 1) is 8.90 million, which is significantly
larger than those for observations without reported breaches (BREACH= 0) in both the full sample and the PSM sample (means of
2.4 million and 3.7 million, respectively). Focusing on EXPERTISE, about 90% of observations with reported breaches include au-
ditors with industry expertise, which is significantly more than observations without reported breaches (64% and 77% in the full
sample and the PSM sample, respectively). Moreover, the statistics for TENURE_short show that in about 17% of observations with
reported breaches, firms engage with the incumbent auditors for four years or fewer, while in observations without reported
breaches, 37% do (31% in the PSM sample). For TENURE_long, the statistics show that in 8% of observations with reported breaches,
firms engage with the incumbent auditors for 13 years or more, which is similar to the statistics for those without reported breaches
(5% and 6% in the full sample and the PSM sample, respectively).15 Finally, for BIG4, firms engage with Big 4 auditors in about 95%
of observations with reported breaches, which is significantly larger than the statistics for those without reported breaches (76% and

Table 3
Descriptive statistics.

Panel A. Full sample (N = 22,467)

Variable BREACH= 1 (N = 248) BREACH= 0 (N = 22,219) Diff in mean Diff in median

Mean S.D. p25 p50 p75 Mean S.D. p25 p50 p75

NBREACH 1.25 0.73 1.00 1.00 1.00
AUDIT_FEES (in millions) 8.90 8.40 2.70 5.30 13.00 2.40 4.20 0.38 0.97 2.30 6.50*** 4.33###
EXPERTISE 0.90 0.30 1.00 1.00 1.00 0.64 0.48 0.00 1.00 1.00 0.26*** 0.00###
TENURE_short 0.17 0.38 0.00 0.00 0.00 0.37 0.48 0.00 0.00 1.00 −0.20*** 0.00###
TENURE_long 0.08 0.27 0.00 0.00 0.00 0.05 0.21 0.00 0.00 0.00 0.03*** 0.00###
BIG4 0.95 0.22 1.00 1.00 1.00 0.76 0.43 1.00 1.00 1.00 0.19*** 0.00###
MTB 3.54 4.20 1.53 2.50 4.07 3.15 5.62 1.27 2.10 3.69 0.39 0.40###
AT (in billions) 28.83 37.13 3.12 10.05 37.18 5.55 16.22 0.11 0.56 2.87 23.28*** 9.49###
DEBTR 0.19 0.16 0.08 0.16 0.26 0.17 0.19 0.00 0.11 0.27 0.02* 0.05###
CRTR 0.4 0.21 0.23 0.36 0.55 0.48 0.26 0.27 0.47 0.69 −0.08*** −0.11###
ROI 0.1 0.08 0.06 0.10 0.14 0.00 0.30 0.00 0.07 0.12 0.10*** 0.03###
QCKR 1.54 1.68 0.85 1.17 1.70 2.60 3.29 0.98 1.52 2.77 −1.06*** −0.35###
LOSS 0.21 0.40 0.00 0.00 0.00 0.46 0.50 0.00 0.00 1.00 −0.25*** 0.00###
SEG 3.82 2.10 2.00 4.00 5.00 2.62 1.97 1.00 2.00 4.00 1.20*** 2.00###

Panel B. Propensity score matching sample (N = 12,708)

Variable BREACH= 1 (N = 248) BREACH= 0 (N = 12,460) Diff in mean Diff in median

Mean S.D. p25 p50 p75 Mean S.D. p25 p50 p75

NBREACH 1.25 0.73 1 1 1
AUDIT_FEES (in millions) 8.90 8.40 2.70 5.30 13.00 3.70 5.10 0.84 1.80 4.20 5.20*** 3.50###
EXPERTISE 0.90 0.30 1.00 1.00 1.00 0.77 0.42 1.00 1.00 1.00 0.13*** 0.00###
TENURE_short 0.17 0.38 0.00 0.00 0.00 0.31 0.46 0.00 0.00 1.00 −0.14*** 0.00###
TENURE_long 0.08 0.27 0.00 0.00 0.00 0.06 0.23 0.00 0.00 0.00 0.02 0.00
BIG4 0.95 0.22 1.00 1.00 1.00 0.88 0.33 1.00 1.00 1.00 0.07*** 0.00###
MTB 3.54 4.20 1.53 2.50 4.07 3.12 5.26 1.33 2.14 3.66 0.42 0.36###
AT (in billions) 28.83 37.13 3.12 10.05 37.18 9.61 20.78 0.48 2.16 7.62 19.22*** 7.89###
DEBTR 0.19 0.16 0.08 0.16 0.26 0.20 0.19 0.02 0.17 0.31 −0.01 −0.01
CRTR 0.40 0.21 0.23 0.36 0.55 0.41 0.24 0.21 0.38 0.58 −0.01 −0.02
ROI 0.10 0.08 0.06 0.10 0.14 0.07 0.17 0.04 0.08 0.13 0.03*** 0.02###
QCKR 1.54 1.68 0.85 1.17 1.70 1.97 2.45 0.89 1.30 2.09 −0.43*** −0.13###
LOSS 0.21 0.40 0.00 0.00 0.00 0.34 0.47 0.00 0.00 1.00 −0.13*** 0.00###
SEG 3.82 2.10 2.00 4.00 5.00 3.10 2.14 1.00 3.00 4.00 0.72*** 1.00###

Panels A and B present the descriptive statistics of the full sample and the propensity score matching sample, respectively. The propensity score
matching sample consists of the observations of the treatment firms (firms which have breaches during the sample period) and the matched control
firms (firms which have no breaches during the sample period). See the Appendix A for variable definitions. AUDIT_FEES and AT are audit fees and
total assets before log transformation. ***, **, and * represent significance levels at 1%, 5%, and 10%, respectively, based on two-tailed t-tests.
###, ##, and # represent significance levels at 1%, 5%, and 10%, respectively, based on two-tailed z-tests in the Wilcoxon rank-sum test.

15 We further examine whether the audit firm is retained after a client has an information security breach incident. In our sample, only 2 of the
248 breach incidents (0.8%) are followed by an auditor switch in a three-year post-breach period. The reason for the switch requires further
investigation as it may or may not be related to the breach and such an investigation is beyond our scope. We thank the anonymous reviewer for this
suggestion and leave this question for future research.
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88% in the full sample and the PSM sample, respectively).
For other variables, on average, observations with reported breaches have significantly larger values in AT, ROI, and SEG and

significantly smaller values in CRTR, QCKR, and LOSS. We find no significant differences between observations with and without
breaches in MTB and DEBTR. We also observe similar results when we compare medians between observations with BREACH= 1 and
BREACH= 0. These results provide initial evidence that firm-years with the occurrence of information security breaches are fun-
damentally different from those without breaches.

Table 4 displays the Pearson correlations between variables. The lower left and upper right sides present the results of the full
sample and the PSM sample, respectively. From the table, we first observe that lnAUDIT_FEES is positively correlated to BREACH in
both samples. The audit-firm characteristics (EXPERTISE, TENURE_long, and BIG4) are positively correlated to lnAUDIT_FEES as well.
These results are consistent with prior studies about audit fees. Second, we do not find high correlations between breachvar (BREACH
or NBREACH) and other control variables; the highest correlation ratio is 0.13 between BREACH and lnAT in the full sample. This
result does not show evidence of a potential multicollinearity problem.16

4.2. Regression results: the base model

Before we report the tests of our hypotheses, we first present the results of the base model, which regresses lnAUDIT_FEES on
BREACH or NBREACH. Columns (1) and (2) of Table 5 show the results using the full sample, and Columns (3) and (4) show the
results using the PSM sample. In Columns (1) and (2), the coefficients of BREACH and NBREACH are both significantly positive (0.127
and 0.087, respectively; both with p < 0.01). The estimated coefficients mean that audit fees in the next year are on average 13.5%
(e0.127−1) higher for firms with breaches than for firms without breaches, all else being equal. Also, audit fees in the next year
increase by 9.1% (e0.087−1) on average per breach, all else being equal. These results indicate that audit fees in year t+ 1 are higher
with the occurrence of an information security breach in year t. However, the results may come from the effect of firm size, that is, the
fees are originally higher for larger firms, which may also have a higher possibility of being attacked.

To reduce the size effect, we run Eq. (1) using the PSM sample. Columns (3) and Column (4) show that the coefficients of both
BREACH and NBREACH remain significantly positive (0.142 and 0.101, respectively; both with p < 0.01). In sum, the overall main
results are similar across different samples and models. These results are consistent with the findings of Higgs et al. (2017) and Li
et al. (2017) and provide initial evidence on the association between audit fees and the occurrence or the number of information
security breaches. With respect to the control variables, the signs of coefficients are mostly consistent with prior literature. The audit
fees are higher when the client size is larger (lnAT), when the audit case is more complex (SEG), and when the audit risk is higher, as
reflected in higher debt ratio (DEBTR), higher current ratio (CRTR), lower return on investment (ROI), lower quick ratio (QCKR), and
previous losses (LOSS).

4.3. Regression results: the moderating effect of audit-firm industry expertise

Table 6 presents the regression results of the test of Hypothesis 1. Columns (1) and (2) show the results using the full sample, and
Columns (3) and (4) show the results using the PSM sample. Compared to the base model, we include EXPERTISE and EXPERT-
ISE*BREACH (or EXPERTISE*NBREACH) in the regression. In Column (1), the main effect of EXPERTISE is significantly positive on
lnAUDIT_FEES (0.195 with p < 0.01), which is consistent with results in prior studies. The coefficient of BREACH remains sig-
nificantly positive (0.419 with p < 0.01). Moreover, the coefficient of EXPERTISE*BREACH in Column (1) and that of EXPERT-
ISE*NBREACH in Column (2) are both significantly negative (−0.312 and −0.254, respectively; both with p < 0.01). These results
are consistent when using the PSM sample, i.e., −0.242 in Column (3) and −0.195 in Column (4) (both with p < 0.05). The results
in Column (1), as an example, mean that among firms whose auditors have no industry expertise, the audit fees are on average 52.0%
(e0.419−1) higher for firms with breaches than for firms without breaches, all else being equal. However, the difference is only 11.3%
(e0.419–0.312−1) on average among firms whose auditors have industry expertise. In addition, the signs of all control variables are
consistent with our expectations. In sum, the negative coefficients of EXPERTISE*breachvar support Hypothesis 1; that is, the positive
association between audit fees and the occurrence or the number of information security breaches is negatively moderated when
firms engage with auditors who have industry expertise. This result may occur because less incremental effort is needed by audit
firms with industry expertise, compared to those without expertise, to estimate clients’ information security risks in future operations.

4.4. Regression results: the moderating effect of audit-firm tenure

Table 7 shows the results of the test of Hypothesis 2. In Column (1), the coefficient of BREACH is significantly positive (0.128 with
p < 0.05). The coefficient of TENURE_long*BREACH is, as expected, significantly negative (−0.260 with p < 0.01), while that of
TENURE_short*BREACH is statistically insignificant (0.108). These results show that among firms with medium audit-firm tenure,
audit fees are on average 13.7% (e0.128−1) higher for firms with breaches than for firms without breaches, all else being equal.
However, among firms with long audit-firm tenure, audit fees are reduced, on average, by 12.4% (e0.128–0.260−1) for firms with
breaches, compared to those without. The results are similar when we consider the number of breaches, i.e., Columns (2) and (4), or

16 We also calculate variance inflation factors (VIFs) after running the regressions to detect a potential multicollinearity problem and do not find
any VIF above the suggested threshold of 10. lnAT has the highest value of VIF at 2.78 and the mean VIF is 1.58.
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when we use the PSM sample, i.e., Columns (3) and (4).
Since the coefficient of TENURE_long*breachvar only represents the difference between long tenure and medium tenure effects, we

further test the difference between the coefficients of TENURE_short*breachvar and TENURE_long*breachvar to examine whether the
effects of long and short audit-firm tenures are statistically indifferent. The F test results are listed at the bottom of Table 7. In Column
(1), the F value is 7.334, which rejects the hypothesis that the two incremental effects of tenure are no different at the significance
level of 1%. The result is similar, albeit weak statistical significance, using NBREACH (p < 0.10). The results are also similar using
the PSM sample, except for Column (4). In sum, our results support Hypothesis 2. That is, auditors who have long tenure with current
clients may already have experience and be competent to better estimate clients’ potential information security risks with less effort.
Therefore, the audit fees they charge their clients with reported breaches may not be as high as the fees charged by auditors with
short or medium tenure.

4.5. Regression results: the moderating effect of audit-firm size

The results of Hypothesis 3 are shown in Table 8. As seen in Column (1), the coefficient of BREACH is significantly positive (0.498
with p < 0.01). Furthermore, as expected in Hypothesis 3, the coefficient of BIG4*BREACH is significantly negative (−0.355 with
p < 0.05). The negative coefficient of the interaction term means that the association between audit fees and the occurrence of
breaches is smaller for firms audited by one of the Big 4 auditors than for those audited by non-Big4 auditors. Specifically, among
firms engaging with Big 4 auditors, audit fees are only, on average, 15.4% (e0.498–0.355−1) higher for firms with breaches than for
firms without breaches, compared to 64.5% (e0.498−1) among firms engaging with non-Big 4 auditors, all else being equal. The
results are similar when we consider the number of breaches (NBREACH) instead of the occurrence of breaches (BREACH) in the
model, i.e., Columns (2) and (4), or when we use the PSM sample, i.e., Columns (3) and (4). The signs of control variables are mostly
consistent with our expectations.

4.6. Endogeneity consideration

Several factors may affect audit fees and the occurrence of information security breaches simultaneously, we consider the

Table 5
Base model: Audit fees and information security breaches.

Predicted sign Full sample Propensity score matching sample

(1) (2) (3) (4)
Dependent variable: lnAUDIT_FEES lnAUDIT_FEES lnAUDIT_FEES lnAUDIT_FEES
breachvar: BREACH NBREACH BREACH NBREACH

breachvar + 0.127*** 0.087*** 0.142*** 0.101***

(0.048) (0.032) (0.049) (0.032)
MTB + 0.005*** 0.005*** 0.003 0.003

(0.001) (0.001) (0.002) (0.002)
lnAT + 0.574*** 0.574*** 0.557*** 0.557***

(0.006) (0.006) (0.009) (0.009)
DEBTR + 0.174*** 0.174*** 0.196*** 0.196***

(0.052) (0.052) (0.074) (0.074)
CRTR + 0.767*** 0.767*** 0.939*** 0.939***

(0.051) (0.051) (0.077) (0.077)
ROI − −0.280*** −0.280*** −0.217*** −0.217***

(0.029) (0.029) (0.070) (0.070)
QCKR − −0.033*** −0.033*** −0.033*** −0.033***

(0.002) (0.002) (0.005) (0.005)
LOSS ? 0.124*** 0.124*** 0.124*** 0.124***

(0.016) (0.016) (0.020) (0.020)
SEG + 0.050*** 0.050*** 0.057*** 0.057***

(0.005) (0.005) (0.006) (0.006)
Intercept 9.550*** 9.549*** 9.396*** 9.392***

(0.139) (0.139) (0.282) (0.280)

Year fixed effects Included Included Included Included
Industry fixed effects Included Included Included Included
Observations 22,467 22,467 12,708 12,708
Adjusted R-squared 0.832 0.832 0.810 0.810

Columns (1) and (2) present the results based on the full sample, including the first breach of a firm-year and all breaches, respectively. Columns (3)
and (4) present the results based on the propensity score matching sample, including the first breach of a firm-year and all breaches, respectively.
The propensity score matching sample consists of the observations of the treatment firms (firms which have breaches during the sample period) and
the matched control firms (firms which have no breaches during the sample period). See the Appendix A for variable definitions. ***, **, and *
represent significance levels at 1%, 5%, and 10%, respectively. In parentheses are the standard errors of coefficients, which are clustered by firms.
All regressions include dummy variables to control for year fixed effects and industry fixed effects (one-digit SIC).
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potential endogeneity issue resulting from unobserved factors. For example, auditors may charge large clients higher fees because
more effort is needed. Large firms may be more likely to become the target of information security attacks. Missing these factors in
the regression model may lead to an endogeneity issue, which violates the assumption of the OLS model that =E( X) 0.

One way to address this issue is to run a two-stage least squares regression with instrumental variables (IVs). However, it is
theoretically and empirically difficult to find a suitable IV. Furthermore, there is a dilemma that the better the IVs are correlated with
the endogenous factors, the more difficult it is to claim that they are uncorrelated with the disturbances (Greene, 2000). Therefore, in
our context, we need to find a way to statistically address this issue even though no strong instrumental variables can be identified.
We adopt a method provided by Lewbel (2012), which generates IVs from existing variables based on higher moments and het-
eroscedasticity.17 We generate IVs based on the following equation, Eq. (5):

=IV X X( ¯ )j j (5)

where X is each of the exogenous variables in our main model, i.e., MTB, lnAT, DEBTR, etc.; X̄ is the mean of the exogenous variable;
and is the residual from the auxiliary regression of BREACH (or NBREACH) on all exogenous variables (MTB, lnAT, etc.). Thus, we
generate as many IVs as the number of exogenous variables in our main model. Next, we use these generated IVs to run two-stage
least squares regressions based on our main models with BREACH (or NBREACH) as the endogenous variable.

The empirical results are qualitatively similar to those of the main tests. Table 9 presents the results of the base model using
BREACH. In the full sample and the PSM samples, the coefficients of Predicted_BREACH from the second stage are positive with a weak
significance (0.104 and 0.125, respectively; both with p < 0.10). The un-tabulated results are also similar using NBREACH as the

Table 6
The moderating effect of audit-firm industry expertise.

Predicted sign Full sample Propensity score matching sample

(1) (2) (3) (4)
Dependent variable: lnAUDIT_FEES lnAUDIT_FEES lnAUDIT_FEES lnAUDIT_FEES
breachvar: BREACH NBREACH BREACH NBREACH

breachvar + 0.419*** 0.332*** 0.365*** 0.286***

(0.083) (0.075) (0.087) (0.076)
EXPERTISE + 0.195*** 0.195*** 0.151*** 0.151***

(0.019) (0.019) (0.028) (0.028)
EXPERTISE*breachvar (H1) - −0.312*** −0.254*** −0.242** −0.195**

(0.098) (0.082) (0.101) (0.083)
MTB + 0.004*** 0.004*** 0.002 0.002

(0.001) (0.001) (0.002) (0.002)
lnAT + 0.550*** 0.550*** 0.542*** 0.542***

(0.006) (0.006) (0.009) (0.009)
DEBTR + 0.176*** 0.176*** 0.190*** 0.191***

(0.051) (0.051) (0.073) (0.073)
CRTR + 0.744*** 0.744*** 0.918*** 0.918***

(0.050) (0.050) (0.077) (0.077)
ROI − −0.264*** −0.263*** −0.224*** −0.223***

(0.029) (0.029) (0.068) (0.069)
QCKR − −0.033*** −0.033*** −0.033*** −0.033***

(0.002) (0.002) (0.005) (0.005)
LOSS ? 0.116*** 0.116*** 0.124*** 0.123***

(0.015) (0.015) (0.020) (0.020)
SEG + 0.051*** 0.051*** 0.057*** 0.057***

(0.005) (0.005) (0.006) (0.006)
Intercept 9.567*** 9.568*** 9.440*** 9.437***

(0.136) (0.136) (0.275) (0.273)

Year fixed effects Included Included Included Included
Industry fixed effects Included Included Included Included
Observations 22,467 22,467 12,708 12,708
Adjusted R-squared 0.835 0.835 0.812 0.812

Columns (1) and (2) present the results based on the full sample. Columns (3) and (4) present the results based on the propensity score matching
sample. The propensity score matching sample consists of the observations of the treatment firms (firms which have breaches during the sample
period) and the matched control firms (firms which have no breaches during the sample period). See the Appendix A for variable definitions. ***, **,
and * represent significance levels at 1%, 5%, and 10%, respectively. In parentheses are the standard errors of coefficients, which are clustered by
firms. All regressions include dummy variables to control for year fixed effects and industry fixed effects (one-digit SIC).

17 Lewbel’s approach is to identify the coefficients by restricting the correlations of the product of residuals and the exogenous variables
( =E( X) 0' ) and by the heteroscedasticity of residuals (Lewbel, 2012). Since the identification is based on higher moments, the estimates are likely
to be noisier and less reliable than those based on standard exclusion restrictions. However, they may be useful when traditional instruments are
weak or nonexistent.
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major independent variable (0.068 and 0.082, respectively; both with p < 0.05). Next, to test the moderating effects of audit-firm
characteristics, we divide the sample by the three audit-firm characteristics and run the two-stage regressions separately (un-tabu-
lated). Using the subsample with industry expertise, the coefficients of BREACH and NBREACH are both significantly positive (0.115
with p < 0.10 and 0.077 with p < 0.05, respectively) and, consistent with Hypothesis 1, are smaller than those using the subsample
without industry expertise (0.359 and 0.270, respectively; both with p < 0.01). Using the subsample with long audit-firm tenure, the
coefficients of BREACH and NBREACH are both statistically insignificant (−0.085 and −0.082, respectively), while those using the
subsample without long audit-firm tenure are significantly positive (0.121 and 0.077, respectively; both with p < 0.05), which is
consistent with Hypothesis 2. Finally, using the subsample with Big 4 audit firms, the coefficients of BREACH and NBREACH are both
positive (0.128 and 0.084, respectively; both with p < 0.05) and, consistent with Hypothesis 3, are smaller than those using the
subsample without Big 4 audit firms (both 0.512 with p < 0.01).

4.7. Additional tests

The first additional test is to control for the three audit-firm characteristics simultaneously. To enhance our test of each audit-firm
characteristic, we include the main effects of industry expertise, tenure, and audit-firm size simultaneously as additional control
variables in our hypothesis-testing models. The un-tabulated results support our three hypotheses after controlling for all audit-firm
characteristics.

Table 7
The moderating effect of audit-firm tenure.

Full sample Propensity score matching sample

(1) (2) (3) (4)
Dependent variable: Predicted Sign lnAUDIT_FEES lnAUDIT_FEES lnAUDIT_FEES lnAUDIT_FEES
breachvar: BREACH NBREACH BREACH NBREACH

breachvar + 0.128** 0.097*** 0.146*** 0.113***

(0.055) (0.034) (0.055) (0.034)
TENURE_short ? −0.064*** −0.063*** −0.037* −0.036*

(0.013) (0.013) (0.019) (0.019)
TENURE_long ? 0.141*** 0.141*** 0.111*** 0.111***

(0.020) (0.020) (0.024) (0.024)
TENURE_short*breachvar ? 0.108 −0.003 0.066 −0.028

(0.099) (0.079) (0.099) (0.075)
TENURE_long*breachvar (H2) - −0.260*** −0.222*** −0.210** −0.173*

(0.100) (0.085) (0.104) (0.089)
MTB + 0.005*** 0.005*** 0.003 0.003

(0.001) (0.001) (0.002) (0.002)
lnAT + 0.569*** 0.569*** 0.555*** 0.555***

(0.006) (0.006) (0.009) (0.009)
DEBTR + 0.178*** 0.178*** 0.199*** 0.199***

(0.052) (0.052) (0.074) (0.074)
CRTR + 0.765*** 0.766*** 0.938*** 0.939***

(0.051) (0.051) (0.077) (0.077)
ROI − −0.277*** −0.277*** −0.222*** −0.221***

(0.029) (0.029) (0.070) (0.070)
QCKR − −0.033*** −0.033*** −0.033*** −0.033***

(0.002) (0.002) (0.005) (0.005)
LOSS ? 0.129*** 0.129*** 0.128*** 0.128***

(0.015) (0.016) (0.020) (0.020)
SEG + 0.050*** 0.050*** 0.056*** 0.056***

(0.005) (0.005) (0.006) (0.006)
Intercept 9.621*** 9.622*** 9.436*** 9.430***

(0.136) (0.135) (0.281) (0.278)

Year fixed effects Included Included Included Included
Industry fixed effects Included Included Included Included
Observations 22,467 22,467 12,708 12,708
Adjusted R-squared 0.833 0.833 0.811 0.811

F test: TENURE_short*breachvar=TENURE_long*breachvar
F value 7.334 3.468 3.981 1.515
p value 0.007 0.0627 0.046 0.219

Columns (1) and (2) present the results based on the full sample. Columns (3) and (4) present the results based on the propensity score matching
sample. The propensity score matching sample consists of the observations of the treatment firms (firms which have breaches during the sample
period) and the matched control firms (firms which have no breaches during the sample period). See the Appendix A for variable definitions. ***, **,
and * represent significance levels at 1%, 5%, and 10%, respectively. In parentheses are the standard errors of coefficients, which are clustered by
firms. All regressions include dummy variables to control for year fixed effects and industry fixed effects (one-digit SIC).
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The second additional test is the sensitivity test of audit-firm tenure. In the main test of Hypothesis 2, we use the cutoff of 4 and
13 years of tenure. To examine whether the results are driven by the chosen cutoff, we re-run the regression using alternative tenure
cutoffs. Using 8, 9, and 10 years as long tenure cutoffs and 3 and 5 years as short tenure cutoffs, the results are mostly similar, except
for less significance in some regression results. The coefficient of TENURE_long*breachvar remains negative while that of TENURE_-
short*breachvar remains statistically insignificant.

The third additional test is the sensitivity test of the PSM sample. Instead of the one-to-ten PSM sample, we use matched samples
with different numbers of nearest neighbors (from nine to five). Thus, the size of the PSM sample becomes 11,655 (one-to-nine),
10,470 (one-to-eight), 9406 (one-to-seven), 8328 (one-to-six), and 7216 (one-to-five). The un-tabulated empirical results of the base
model, i.e., Eq. (1), and the industry expertise model, i.e., Eq. (2), using different PSM samples are qualitatively similar to those using
the one-to-ten PSM sample. For the variable of interest (EXPERTISE*breachvar), the coefficients remain significantly negative
(p < 0.05) across different PSM samples. In the tenure test, i.e., Eq. (3), the main effects of breachvar, TENURE_short, and TE-
NURE_long using different PSM samples are qualitatively similar to those using the one-to-ten PSM sample, while the coefficients of
TENURE_long*breachvar become less significant (p < 0.10) or insignificant. In the audit-firm size test, i.e., Eq. (4), the results using
different PSM samples are mostly similar to those using the one-to-ten PSM sample, albeit the insignificant coefficients of
BIG4*breachvar in the one-to-six and one-to-five PSM samples.

5. Conclusions and discussion

This paper examines how audit-firm characteristics affect auditors’ efforts to understand and assess clients’ information security
risks. In particular, we focus on the moderating effects of audit-firm industry expertise and tenure as well as audit-firm size on the
association between reported information security breaches and the subsequent audit fees. Given the importance of IT in a firm’s
operating environment, information security risks may potentially have an impact on the confidentiality, integrity, and availability of
a firm’s information, which in turn relates to/affects the reliability of the financial reporting, operation and reputation of the firm,

Table 8
The moderating effect of audit-firm size.

Predicted sign Full sample Propensity score matching sample

(1) (2) (3) (4)
Dependent variable: lnAUDIT_FEES lnAUDIT_FEES lnAUDIT_FEES lnAUDIT_FEES
breachvar: BREACH NBREACH BREACH NBREACH

breachvar + 0.498*** 0.497*** 0.462*** 0.462***

(0.135) (0.135) (0.136) (0.136)
BIG4 + 0.299*** 0.299*** 0.254*** 0.254***

(0.025) (0.025) (0.042) (0.042)
BIG4*breachvar (H3) - −0.355** −0.398*** −0.321** −0.360***

(0.144) (0.139) (0.144) (0.139)
MTB + 0.004*** 0.004*** 0.002 0.002

(0.001) (0.001) (0.002) (0.002)
lnAT + 0.537*** 0.537*** 0.537*** 0.537***

(0.007) (0.007) (0.010) (0.010)
DEBTR + 0.166*** 0.166*** 0.185** 0.185**

(0.052) (0.052) (0.074) (0.074)
CRTR + 0.725*** 0.726*** 0.923*** 0.924***

(0.051) (0.050) (0.077) (0.077)
ROI – −0.267*** −0.267*** −0.256*** −0.256***

(0.028) (0.028) (0.068) (0.068)
QCKR – −0.034*** −0.034*** −0.033*** −0.033***

(0.002) (0.002) (0.005) (0.005)
LOSS ? 0.113*** 0.113*** 0.124*** 0.124***

(0.015) (0.015) (0.020) (0.020)
SEG + 0.054*** 0.054*** 0.058*** 0.058***

(0.005) (0.005) (0.006) (0.006)
Intercept 9.541*** 9.540*** 9.309*** 9.305***

(0.127) (0.127) (0.301) (0.298)

Year fixed effects Included Included Included Included
Industry fixed effects Included Included Included Included
Observations 22,467 22,467 12,708 12,708
Adjusted R-squared 0.838 0.838 0.813 0.813

Columns (1) and (2) present the results based on the full sample. Columns (3) and (4) present the results based on the propensity score matching
sample. The propensity score matching sample consists of the observations of the treatment firms (firms which have breaches during the sample
period) and the matched control firms (firms which have no breaches during the sample period). See the Appendix A for variable definitions. ***, **,
and * represent significance levels at 1%, 5%, and 10%, respectively. In parentheses are the standard errors of coefficients, which are clustered by
firms. All regressions include dummy variables to control for year fixed effects and industry fixed effects (one-digit SIC).
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and even continuity of the firm. In this study, we bring the audit-firm characteristics to the context of information security by arguing
that audit-firm industry expertise, tenure, and size help auditors comprehend emerging and common issues regarding information
security within the industry and become equipped with client-specific knowledge. Our findings suggest that these three audit-firm
characteristics negatively moderate the positive association between information security breaches and audit fees. We believe that
our findings not only enrich the existing literature related to both auditing and information security in academics but also provide
implications in practice. As several parties, such as the SEC, PCAOB, and AICPA, have raised concerns about the potential threats of
information security vulnerabilities to business operations and financial reporting quality, our results highlight the importance for
auditors to be equipped with knowledge about information security risks. Our results also provide implications to these professional
associations that a more detailed guidance for auditors to examine and detect information security vulnerabilities is urgently needed
in correspondence with the escalating information security issues.

We acknowledge several limitations and suggest several avenues for future research. First, as discussed in Section 3, we consider

Table 9
Endogenous model for the base model.

Predicted sign Full sample Propensity score matching sample

First stage Second stage First stage Second stage

Dependent variable: BREACH lnAUDIT_FEES BREACH lnAUDIT_FEES

Predicted_BREACH + 0.104* 0.125*

(0.057) (0.065)
MTB −0.000*** 0.005*** −0.000 0.003

(0.000) (0.001) (0.000) (0.002)
lnAT 0.003*** 0.574*** 0.005*** 0.558***

(0.000) (0.006) (0.001) (0.009)
DEBTR −0.001 0.173*** −0.004 0.195***

(0.002) (0.052) (0.004) (0.074)
CRTR 0.001 0.767*** 0.014*** 0.939***

(0.002) (0.051) (0.005) (0.077)
ROI −0.003* −0.281*** −0.030** −0.217***

(−0.002) (0.029) (0.013) (0.070)
QCKR −0.000 −0.033*** −0.000 −0.033***

(0.000) (0.002) (0.000) (0.005)
LOSS −0.001* 0.124*** −0.005** 0.124***

(0.001) (0.016) (0.002) (0.020)
SEG 0.001** 0.050*** 0.001 0.057***

(0.000) (0.005) (0.000) (0.006)
IV_MTB −0.009 −0.009

(0.006) (0.010)
IV_lnAT 0.175*** 0.248***

(0.015) (0.034)
IV_DEBTR −0.012 −0.157

(0.148) (0.261)
IV_CRTR 0.307** 0.667***

(0.138) (0.244)
IV_ROI 2.685*** 2.720***

(0.283) (0.614)
IV_QCKR −0.003 0.001

(0.016) (0.022)
IV_LOSS 0.183*** 0.171*

(0.056) (0.094)
IV_SEG 0.004 0.011

(0.012) (0.019)
Intercept −0.001 9.373*** −0.028 9.376***

(0.010) (0.265) (0.015) (0.283)

Year fixed effects Included Included Included Included
Industry fixed effects Included Included Included Included
Observations 22,467 22,467 12,708 12,708
Adjusted R-squared 0.888 0.832 0.715 0.810

The results are based on two-stage least squares with generated instrumental variables as suggested by Lewbel (2012). IV_vars are the instrumental
variables generated by the product of mean-centered var and the residuals from the auxiliary regression, which regresses BREACH on all control
variables (vars). Columns (1) and (2) present the results based on the full sample, and Columns (3) and (4) present the results based on the
propensity score matching sample. The propensity score matching sample consists of the observations of the treatment firms (firms which have
breaches during the sample period) and the matched control firms (firms which have no breaches during the sample period). See the Appendix A for
variable definitions. ***, **, and * represent significance levels at 1%, 5%, and 10%, respectively. In parentheses are the standard errors of
coefficients, which are clustered by firms. All regressions include dummy variables to control for year fixed effects and industry fixed effects (one-
digit SIC).
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only publicly available confidentiality-type incidents. Examining additional types of information security breaches (when publicly
available) might be a fruitful future research endeavor. Second, our empirical study does not capture the processes of how auditors
evaluate clients’ information security risks or assess clients’ information security management policies. For future research avenues,
first, it would be interesting to examine whether external audits may improve the effectiveness of a firm’s information security risk
management. Second, future research may examine auditor retention after breaches, as auditors may choose to leave instead of
charging higher fees, to avoid high audit risk resulting from the change in a client’s information security risk.

Appendix A. Variable definitions

Variable Definition Data
source

Dependent variable:
lnAUDIT_FEES Natural log of total fees of year t + 1 to perform the audit or review in accordance with GAAS Audit

Analytics

Major independent variables:
BREACH 1 if one or more information security breach incidents are reported in year t, and 0 otherwise DataLossDB
NBREACH Number of reported information security breach incidents in year t DataLossDB
EXPERTISE 1 if the audit firm has the largest or more than 10% of market share in the industry in which the

client operates, and 0 otherwise. The market share of an industry is measured by total assets
Audit
Analytics

TENURE_short
(long)

1 if the incumbent audit firm has audited the client for 4 years or fewer (13 years or more), and 0
otherwise

Audit
Analytics

BIG4 1 if the client is audited by one of the Big 4 audit firms, and 0 otherwise Audit
Analytics

Control variables
MTB Market to book ratio, which is the market value over book value of common equity at the end of year

t
Compustat

lnAT Natural log of total assets at the end of year t Compustat
DEBTR Debt ratio, which is the long-term debt over total assets at the end of year t Compustat
CRTR Current ratio, which is the current assets over total assets at the end of year t Compustat
ROI Return on investment, which is the earnings before interest expenses and taxes over total assets of

year t
Compustat

QCKR Quick ratio, which is current assets (minus inventories) over current liabilities at the end of year t Compustat
LOSS 1 if there is a net loss in any of the past three years, and 0 otherwise Compustat
SEG Number of business segments or operating segments (if business segments are not reported) in year t Compustat
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