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Abstract—Thanks to the recent improvements in renewable en-
ergy technologies throughout the world, distributed energy sources
are now playing an undeniable role in supplying the electricity in
distribution networks. This paper studies the impacts of utilizing
distributed generation units on the task of network reconfiguration
in distribution systems. Considering the importance of reducing
voltage drops and voltage sags in distribution systems, network re-
configuration is formulated as a multiobjective optimization prob-
lem in this study to minimize these two objective functions. A
Pareto-based metaheuristic optimization algorithm is proposed to
identify a Pareto frontier representing the alternative high-quality
suboptimal configurations. The proposed optimization method is
tested on a 69-bus distribution system to demonstrate the perfor-
mance of the algorithm.

Index Terms—Distributed generation (DG), distribution net-
work reconfiguration, shuffled frog leaping algorithm (SFLA), volt-
age drop, voltage sag.

I. INTRODUCTION

THE GROWING trend of installing distributed energy re-
sources, including renewable energies, has dramatically

changed the structure of power systems. That is the reason re-
searchers have shown interest to rely on smart grids as an ap-
proach to increase the hosting capacity for distributed resources
[1], [2]. This new paradigm of electrical grids proposes the
adoption of two-way flows of electricity and builds a distributed
energy delivery network. As a result, utilities are enforced to
evolve their classic topologies to accommodate distributed gen-
eration (DG). DG units are categorized in two main groups: (1)
conventional generation resources such as gas turbines, diesel
generators, fuel cells, and battery banks; (2) renewable energy
resources such as wind turbines, solar cells, hydro power, and
hybrid wind-PV-battery system. The idea of decentralized gen-
eration suggests the generation of electricity from many small
energy resources with the purpose of improving the security of
supply and decreasing the environmental impacts of excessive
burned fossil fuels in central plants. The motivation of this study
is to analyze a potential smart grid solution for the problem of
distribution network reconfiguration.

Distribution network reconfiguration is a critical issue in dis-
tribution systems management. Network reconfiguration is the
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process of changing the status of sectionalizing and tie switches
to satisfy the objective functions defined by the system oper-
ator. This concept was proposed in 1975 by Merlin and Back
with the purpose of identifying the optimal configuration repre-
senting the minimum power loss [3]. Considering the potential
industry applications of this concept, researchers extended this
field of study to apply it for the objective functions of optimizing
the balance of feeder’s load [4], restoration procedure of power
grids [5], operation of switching devices [6], voltage deviations
[7], and power quality [8].

The main challenge of implementing this idea is the high
number of different possible switching combinations in a net-
work to be considered and analyzed. For this reason, researchers
have proposed different meta-heuristic intelligent optimization
algorithms to simulate and solve this NP-hard combinatorial
non-differentiable optimization problem [9]–[15]. However, it
should be emphasized that heuristic methods do not guarantee to
identify the actual optimal solution. By improving its structure,
one can be hopeful to develop a heuristic optimization algorithm
which is able to find high-quality suboptimal solutions which
are close enough to the global optimum [16].

Considering the noticeable growing trend of on-site genera-
tion units in distribution systems over the last years, researchers
have shown interest to solve the problem of network recon-
figuration in the presence of DGs. In [17], a particle swarm
optimization (PSO) algorithm is presented to solve network
reconfiguration problem with the purpose of maximizing DG
integration and minimizing total power loss. A meta-heuristic
harmony search algorithm (HSA) is employed in [18] to simul-
taneously solve the optimal DG placement and network recon-
figuration problems to optimize power loss and voltage profile.
Optimal locations of DG units are recognized by sensitivity
analysis in this study. A genetic algorithm (GA) is utilized in
[19] to reconfigure distribution system so that it maximizes the
penetration of DG units while it optimizes voltage profile and
thermal constraints (i.e., total loading of the branches). In [20],
operation strategies are taken into account to utilize network
reconfiguration of automated distribution systems in the pres-
ence of DGs as a real-time operation to optimize power loss and
service restoration. An artificial bee colony (ABC) algorithm is
presented in [21] to reconfigure a distribution network contain-
ing hybrid renewable systems (wind turbines and solar cells)
as DGs so that the total power loss, the total electrical energy
cost, and the total reduced emission of atmospheric pollutants
are optimized.

Shuffled frog leaping algorithm (SFLA) is presented in this
paper to simulate the problem of network reconfiguration. SFLA
is a meta-heuristic search model which provides a frog leaping
rule for local search and a memetic shuffling rule for global
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information exchange [22]. Despite of its more complicated
implementation, SFLA has three main advantages over the more
classic meta-heuristic optimization algorithms (e.g., GA and
PSO), which is the main reason it is employed in this work: (A)
It is less sensitive to parameter settings. For example, in GA, the
inappropriate determination of Pc (probability of crossover) and
Pm (probability of mutation) leads to the identification of low-
quality solutions. In SFLA, there is no “sensitive parameter”
which should be tuned by the operator. Once the algorithm
is developed, it can simply be employed for any case studies
without the necessity of updating its parameters. (B) Because
of the parallel-based local optimization in its structure, it can
identify the solutions with higher quality which will be discussed
in Section III. (C) It has a higher convergence speed [23].

The objective functions which are addressed by this optimiza-
tion tool are voltage sag and voltage drop. Instead of assigning
weights to the objective functions and defining a single objective
function for the algorithm, the concept of Pareto dominance is
utilized for the algorithm to search for the non-dominated sub-
optimal solutions. Developing this Pareto-based optimization
technique, the system operator will not have to rely on only
one single solution. The algorithm will identify a set of high-
quality suboptimal solutions on the Pareto frontier which are
unable to dominate each other. Any of the recognized solutions
on the Pareto frontier might be adopted as a candidate network
configuration based on the situation of system. A Pareto domi-
nance approach is presented in the structure of SFLA to update
an Archive Set (i.e., a set of non-dominated solutions) as the
optimization algorithm proceeds.

The focus of this paper is to present a new study which ana-
lyzes the quality of solutions (i.e., network configurations) iden-
tified by the proposed algorithm while new distributed energy
sources are being installed in the network. The classic SFLA is
improved in this work to develop a Pareto-based optimization
method which performs based on a fuzzy logic. The reconfig-
uration model is tested on a 69-bus radial system to verify the
performance and effectiveness of the presented method. Simu-
lation results demonstrate that the developed algorithm is able
to identify the solutions with higher quality compared to the
classic SFLA, GA, and PSO.

The rest of this paper is organized as follows: problem formu-
lation is provided in Section II; the methodology is elaborated
in Section III; simulation results and discussions are described
in Section IV; and Section V outlines the conclusion.

II. PROBLEM FORMULATION

In this paper, the objective functions of optimal feeder recon-
figuration problem are voltage drop and voltage sag which are
calculated for each possible solution to perform the optimization
process:

A. Voltage Drop

Voltage drop is a significant factor in distribution networks
since its reduction not only causes the voltage profile improve-
ment but it also decreases the network power loss. This vari-
able indicates how the energy supplied by substation is reduced

through the system. The total voltage drop in a network is for-
mulated as follows:

F1 =
N∑

i=1

|Vref − Vi | (1)

where, Vi , Vref , and N stand for the voltage value of bus i, the
rated voltage of substation (1 p.u.), and the number of nodes
(i.e., buses) in the network, respectively.

B. Voltage Sag

Voltage sag is one of the main factors representing the power
quality level in distribution systems. This variable is caused by
short-circuit study and is defined as a decrease to between 0.1
and 0.9 p.u. in root mean square voltage at the power frequency
for durations of 0.5 cycle to 1 min [24]. To calculate voltage
sag, three-phase faults are studied to take into account the worst
case scenario. The buses the sagged voltage is considered for
are the points of common coupling (PCC). The total voltage sag
in a distribution system is formulated as follows:

F2 =
NP C C∑

i=1

N∑

j=1

∣∣∣∣
zij + zf

zs + zij + zf

∣∣∣∣ (2)

where, zij signifies the impedance between bus i and fault lo-
cation j. zf and zs refer to the fault impedance and the source
impedance at bus i. N and NPCC are the number of buses and
the length of PCC, respectively.

The constraints that should be checked for each configuration
to consider it as a feasible topology are as follows.

Bus voltage limits:

V min ≤ |Vi | ≤ V max i ∈ {1, 2, . . . , N} (3)

where, Vi , V min and V max represent the voltage of bus i, the
minimum and maximum allowed voltage values of the network,
respectively.

Feeder capacity limits:

|Ik | ≤ Imax k ∈ {1, 2, . . . , L} (4)

where, Ik , Imax , and L refer to the current passing through
branch k, the maximum allowed current value of each branch,
and the total number of branches in the system, respectively.

Radial configuration: There should be only one possible path
between each bus and the substation.

It should be emphasized that voltage sag is utilized as a cri-
terion of power quality in this study. A lower value of F2 for a
network configuration means that the system has a higher power
quality so that the possibility of happening voltage sag for that
network is lower. If a possible solution does not meet the three
constrains of the problem formulation for any reasons (e.g., non-
radial network), a noticeable penalty factor is considered for the
configuration so that it will be automatically removed from the
optimization process after a number of iterations.

III. METHODOLOGY

SFLA is a meta-heuristic optimization model that mimics
the memetic evolution of a group of frogs looking for the stone
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Fig. 1. The flowchart of algorithm.

containing the maximum food in a swamp. The structure of this
algorithm is on the basis of “frog leaping rule” and “shuffling
rule” which, respectively, bring about local search and global
information exchange during the optimization process. In this
study, the concept of Pareto dominance is considered within the
structure of SFLA to develop a multi-objective optimization
model discovering a set of non-dominated solutions located
on the optimal Pareto frontier. Fig. 1 shows the flowchart of the
presented reconfiguration optimization algorithm.

The main processors of the presented hybrid algorithm are
loop-based encoding, updating the archive set members, classi-
fying, local search, and shuffling process, which are elaborated
at the rest of this section. The first operator presents a strat-
egy to encode each possible configuration to a unique frog. The
second operator saves the non-dominated configurations, which
are found during the optimization process, to add them to an
archive set. It also removes the members of this set that are
dominated by the new identified solutions. The third operator
classifies the frogs into different memeplexes to prepare them
for local search. The fourth operator improves the worst frogs
in different memeplexes in parallel. At the end of each iteration,
the last operator combines the different improved memeplexes
to build a united population.

A. Encoding

The main coding techniques to encode distribution networks
are loop-based [25], node-based [26], branch-based [27], and
binary switch-based strategies. Since the number of loops in a
radial network is less than the number of nodes and branches,
that will be more computationally efficient to rely on the loop-
based method to encode distribution systems.

In order to implement the loop-based encoding, it should be
considered that in a radial network (i.e., tree) the number of

Fig. 2. A radial network with three loops.

closed branches is one unit less than the number of nodes. Also,
the number of open branches should be equal to the number of
loops in the system. Each encoded network configuration using
this technique contains P bits where P is the number of loops.
Only one open branch should be assigned to each loop. The
loops are not allowed to consist of less than or greater than one
open branch. It means that each bit of an encoded configuration
indicates the branch number of the corresponding loop which is
open. For instance, the encoded individual (i.e., frog) for the net-
work topology shown in Fig. 2, which contains ten nodes, nine
closed branches and three loops, is F = {10, 4, 11}. If node-
based or branch-based encoding approaches were adopted, the
number of bits of each encoded configuration would be associ-
ated with the number of nodes or branches. This difference for
larger distribution networks will be more considerable which
dramatically increases the computational burden of the opti-
mization process.

B. Updating the Archive Set Members

A unique pair of voltage drop (F1) and voltage sag (F2)
distinguishes each configuration (frog) from the others. The
two network configurations x (Fx1, Fx2) and y (Fy1, Fy2) are
considered as an example. x is dominated by y if and only
if Fy1 ≤ Fx1 and Fy2 ≤ Fx2. But x and y are two non-
dominated configurations if Fy1 ≥ Fx1 and Fy2 ≤ Fx2 or
Fy1 ≤ Fx1 and Fy2 ≥ Fx2.

An archive set (AS) contains the set of the best non-dominated
solutions identified during the optimization process. For exam-
ple, Fig. 3(a) shows the AS members found at iteration T. As
it can be seen, no frog in this set is able to dominate any other
members of AS. At each iteration, AS members should be up-
dated in two steps: (A) The new generated frogs, which are not
dominated by the current AS members, should be added to the
Pareto frontier. As it can be realized from Fig. 3(b), the frogs z,
m, and n are the new AS members which are identified at itera-
tion T + 1. (B) The old AS members, which are dominated by
the new AS members, will be removed from the Pareto frontier
at the next iteration. As it can be gathered from Fig. 3(c), the
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Fig. 3. Updating the archive set members. Circles: The AS members at It-
eration T Triangles: The new identified AS members (a) AS at Iteration T (b)
Adding the new non-dominated frogs (c) Removing the dominated frogs.

Fig. 4. Determining the fitness fuzzy value for classification.

frogs x and y, which are dominated by the new members z, m,
and n, are deleted from the archive set.

C. Classifying

The purpose of this step is to prepare different groups of frogs
to be improved in parallel by Local Search. Different methods
can be adopted to classify the encoded frogs (i.e., network con-
figurations) into m memeplexes. In this work, a fuzzy-based
strategy is presented to assign one single fitness value to each
frog as a criterion of selection for classifying. Two objective
functions of voltage drop and voltage sag are calculated for
each frog using (1) and (2). As it is shown in Fig. 4, two fuzzy
values are assigned to these objective values using the trape-
zoidal fuzzy functions. The multiplication of these fuzzy values
(F = F1 × F2) will yield the fitness value of the corresponding
frog. Using a trial-and-error approach, the parameters in Fig. 4
(i.e., a, b, c, d, e, and f) are determined so that they bring about
more accurate classifications (i.e., a process that puts a range of
high-quality and low-quality configurations in each class).

In the next step, the frogs should be classified in different
memeplexes. Roulette wheel method [28] is employed for this
purpose. All the memeplexes should contain the same number
of frogs and they should be prepared fairly consisting of less
fertilized and more fertilized frogs. That is the reason at the
beginning step the first member of each memeplex should be
selected from the roulette wheel so that, most likely, the frogs
with higher fitness values will be chosen. When the first mem-
bers of all of the memeplexes are selected, this process will be
repeated to determine the second member of each memeplex,
and so on. It should be emphasized that each selected frog should
be taken out and it will not be put back in the roulette wheel for
further selections.

D. Local Search

This step is an evolutionary method that is repetitively applied
to each memeplex to improve the worst frogs of the correspond-
ing memeplex. Using (5) and (6), the best and worst frogs in the
memeplex are used to generate a new frog

D = rand().(Xb − Xw,old) (5)

Xw,new = Xw,old + D;

−Dmax ≤ D ≤ Dmax (6)

where, rand() is a random value between zero and one. Xb ,
Xw,old , and Xw,new refer to the best frog, the current worst frog,
and the new frog in the corresponding memeplex, respectively.
D and Dmax stand for the step size and the maximum allowed
step size.

If the worst frog is dominated by the new frog, it will be
replaced by Xw,new . Otherwise, this process will be repeated
with the difference that instead of (5), (7) is used in which
the best frog among all of the memeplexes (i.e., Xg ) will be
employed to generate the new frog. If the new developed frog
cannot still dominate the older worst frog (i.e., Xw,old ) in the
memeplex, this old frog will be replaced by another frog that is
randomly generated. It is notable that the worst frog is dominated
by the new one when its voltage drop and voltage sag values
are higher than that of the new frog. Repeating this evolutionary
process for each memeplex, the frogs will be improved locally
in all the memeplexes

D = rand().(Xg − Xw,old). (7)

E. Shuffling Process

At the end of each iteration, this step is applied to make
the cultural evolution free from any bias. After applying the
local search to each memeplex in order to improve the worst
frogs locally, the shuffling processor will combine all of the
frogs located in different memeplexes to develop a united
population.

IV. SIMULATION RESULTS AND DISCUSSIONS

In order to simulate the proposed optimization algorithm,
MATLAB software is employed on a computer with the pro-
cessor of Intel(R) Xeon(R) CPU E5-2603 0 at 1.80 GHz. The
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TABLE I
THE DESCRIPTION OF DIFFERENT SCENARIOS

No. DG Units Bus No. Power (KVA)

Sc #1 0 – –
Sc #2 5 11, 21, 50, 55, 61 80, 50, 150, 10, 500
Sc #3 10 7, 11, 12, 21, 49,

50, 55, 61, 64, 65
15, 80, 80, 50, 150,

150, 10, 500, 100, 30

Fig. 5. The number of AS members found by the algorithm.

reconfiguration model is tested on a 69-bus radial distribution
system [29] which contains 68 sectionalizing switches and five
tie switches. The main transformer is connected to a substation
with the nominal voltage of 12.66 KV and the MVA base
is assumed at 100 MVA. As it can be found in [29], in the
initial topology the Branch #69, 70, 71, 72, and 73 are open
(i.e., Encoded Frog = {69, 70, 71, 72, 73}). The stopping
criterion of algorithm is to reach Iteration #100 while the local
search process is repeated 10 times for each memeplex in
each iteration. Newton–Raphson is utilized as the power flow
program. The PCC for voltage sag calculation are assumed to
be Bus #12, 20, 24, and 28. a, b, c, d, e, and f are 0.8, 3.5, 0.1,
22, 43, and 0.15, respectively (see Fig. 4).

The main concentration of this study is to study the impact
of distributed energy sources integration on the task of opti-
mal network reconfiguration. For this purpose, the proposed
optimization method is implemented in three different scenar-
ios (described in Table I) and its efficiency in identifying high-
quality solutions is compared for the three scenarios. It is notable
that the power factor of all of the installed DG units is 0.8 lag.

As the optimization algorithm proceeds, the number of non-
dominated solutions (i.e., the archive set’s frogs) increases since
it identifies a higher number of non-dominated configurations
located on the Pareto frontier. This growing trend for different
scenarios is compared in Fig. 5. As it is observed from the figure,
approximately, the same number of non-dominated solutions is
identified by the algorithm after 100 iterations for the three
scenarios.

As it is discussed in Section II, the first defined objective
function is voltage drop. In order to present the fluctuations of
this fitness value during the optimization process, the average

Fig. 6. The declining trend of average voltage drop.

Fig. 7. The declining trend of average voltage sag (no unit).

voltage drop of all of the non-dominated solutions is recorded as
the voltage drop representative of the corresponding iteration.
Equation (8) clarifies how the average voltage drop is calculated
for each iteration:

AveF1 =
∑M

i=1 F1(i)
M

(8)

where, AveF1, M, and F1(i) refer to the average voltage drop,
the number of solutions on the Pareto frontier, and the voltage
drop (see (1)) of the ith solution (i.e., configuration), respec-
tively.

Fig. 6 provides a comparison among the declining trends of
average voltage drop for the three scenarios. This observation
simply verifies that the integration of DG units to the network
will bring about higher qualified solutions (i.e., the candidate
configurations with lower voltage drop values) identified by the
reconfiguration algorithm.

The second objective function defined for the algorithm
is voltage sag formulated in (2). As there are different non-
dominated solutions found in each iteration, the average voltage
sag of the identified solutions is recorded to stand for the second
fitness value of the relevant iteration. The declining trends of
average voltage sag for the three scenarios during the optimiza-
tion process are compared in Fig. 7. As it is demonstrated, the
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Fig. 8. The Pareto frontiers identified by the algorithm.

TABLE II
THE CONFIGURATIONS WITH THE LOWEST VOLTAGE DROP

Configuration Voltage Drop (After) Voltage Drop (Before)

Sc #1 10, 20, 13, 58, 26 1.0637 1.8460
Sc #2 69, 20, 13, 58, 64 0.6961 1.4621
Sc #3 69, 19, 13, 58, 64 0.6236 1.3382

higher penetration of DG units in the network will lead to the
identification of configurations with lower voltage sag values.

As it is presented in Fig. 5, the algorithm finds approximately
the same number of solutions as the archive set members after
100 iterations for different scenarios. These identified network
configurations are located on the Pareto frontiers which are
illustrated together in Fig. 8. Any of these AS members can
be employed by the system operator for a unique purpose
depending on the situation of network. As it was expected, this
study, by focusing on the problem of network reconfiguration,
verifies that the more utilization of distributed energy sources
in a distribution network results in the recognition of Pareto
frontiers with higher quality presenting the configurations with
lower values of voltage drop and voltage sag.

Table II presents the configurations with the lowest value of
voltage drop on the identified Pareto frontiers shown in Fig. 8.
The second column of this table indicates the open switches of
each identified topology through the optimization. The words
“Before” and “After” in this table refer to before and after run-
ning the optimization algorithm. The topology of the network
before optimization is the initial configuration (i.e., Frog = {69,
70, 71, 72, 73}). For Sc #2 and Sc #3, five and ten DG units
(described in Table I) are added to this initial network topology.

The voltage profiles of the network topologies presented in
Table II are depicted in Fig. 9. The green line shows the voltage
profile of the network before optimization when no DGs are
yet installed in the system. The red line presents the network
voltage profile after optimization (i.e., Sc#1). As it can be noted,
the total voltage drop of the network has been improved after
the network reconfiguration. The black and blue lines show the
voltage profile of the network after optimization when 5 (Sc#2)
and 10 (Sc#3) DG units are added to the system. The other
observation of this comparison is the considerable voltage drop
of Sc#1 at Bus# 27 although running the optimization for this
scenario has led to a better overall voltage profile compared to

Fig. 9. The voltage profile of configurations presented in Table II.

TABLE III
THE CONFIGURATIONS LOCATED AT THE CENTER OF PARETO FRONTIERS

Configuration Voltage Drop Voltage Sag

Initial 69, 70, 71, 72, 73 1.8460 30.9650
Sc #1 10, 19, 12, 58, 25 1.1305 26.8401
Sc #2 69, 19, 12, 58, 26 0.7693 24.8758
Sc #3 69, 19, 12, 58, 25 0.7406 24.3895

TABLE IV
COMPARISON OF SFLA, GA, PSO AND THE PROPOSED METHOD

FOR SCENARIO #1

Ave. Volt. Drop Ave. Volt. Sag Computational Burden (Second)

Initial 1.8460 30.9650 –
Proposed Model 1.1305 26.8401 10283
Classic SFLA 1.1491 28.0624 9612
Classic GA 1.5703 28.7523 13671
Classic PSO 1.6138 29.1191 12714

the initial configuration. It means that running the optimization
will not guarantee the improvement of voltage at every bus of
the network. This issue can be resolved by adding DG units to
the network. As it can be seen in Fig. 9, after adding DG units
in different locations of the distribution system (see Table I), the
optimization algorithm has identified the configurations which
have a better overall voltage profile and also lower voltage drops
at every bus of the network compared to the initial configuration.

As it was explained in Section I, the advantage of employ-
ing a Pareto dominance-based optimization algorithm is that the
system operator will have a higher flexibility in making deci-
sion in the process of network reconfiguration. It means that
the operator will have the opportunity to pick any of the iden-
tified solutions on the Pareto frontier based on the situation of
network. If the operator decides to consider an equal impor-
tance for voltage drop and voltage sag, the solution located at
the center of Pareto frontier will be a desired topology for the
network. Table III shows the corresponding fitness values of the
configurations located at the center of Pareto frontiers for each
scenario. As it is demonstrated, the higher number of DG units
in the network leads to an improved solution identified by the
optimization algorithm.
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In Table IV, the performance of the proposed algorithm is
compared with that of the classic SFLA, GA, and PSO for Sc #1
(i.e., no DG unit). In order to present a fair comparison, the same
Pareto-based technique is applied to the corresponding classic
methods so that, instead of only one single solution, they can
find Pareto frontiers as well.

As it was expected, the SFLA related methods have a less
computational burden compared with the other two methods
(i.e., GA and PSO). Although the implemented classic SFLA
is faster than the corresponding improved model, the proposed
algorithm can identify high-quality solutions (i.e., the configu-
rations with lower values of voltage drop and voltage sag).

The case study in this work is a system with only 69 buses;
however, the real-world networks contain thousands of buses.
For the implementation of distribution system reconfiguration
task in larger networks, the utilization of distributed computing
methods should be explored.

V. CONCLUSION

A Pareto-based meta-heuristic optimization algorithm is pro-
posed in this paper to solve the multi-objective problem of dis-
tribution system reconfiguration with the purpose of optimizing
voltage profile and voltage sag. The optimization method utilizes
a Pareto dominance technique to recognize the non-dominated
solutions identified by an improved SFLA. A fuzzy logic is in-
troduced in the partitioning step of SFLA based on the values of
voltage drop and voltage sag in order to provide a more accurate
criterion for the classification of frogs. The proposed optimiza-
tion algorithm is implemented in the presence of DGs to step
toward the integration of smart grids embedded in the structure
of power systems. The simulation results verify that the recon-
figuration model is able to recognize the solutions with higher
quality when a higher number of distributed energy sources are
installed in the distribution network.

REFERENCES

[1] F. Andren, R. Brundlinger, and T. Strasser, “IEC 61850/61499 control
of distributed energy resources: Concept, guidelines, and implementa-
tion,” IEEE Trans. Energy Convers., vol. 29, no. 4, pp. 1008–1017,
Sep. 2014.

[2] Y. She, X. She, and M. E. Baran, “Universal tracking control of wind
conversion system for purpose of maximum power acquisition under hi-
erarchical control structure,” IEEE Trans. Energy Convers., vol. 26, no. 3,
pp. 766–775, Aug. 2011.

[3] A. Merlin and H. Back, “Search for a minimal-loss operating spanning
tree configuration in an urban power distribution system,” in Proc. 5th
Power Syst. Comput. Conf., Cambridge, U.K., 1975, pp. 1–18.

[4] M. A. Kashem, V. Ganapathy, and G. B. Jasmon, “Network reconfiguration
for load balancing in distribution networks,” IEE Proc. Gen. Transm.
Distrib., vol. 146, no. 6, pp. 563–567, Nov. 1999.

[5] D. Shirmohammadi, “Service restoration in distribution networks via net-
work reconfiguration,” IEEE Trans. Power Del., vol. 7, no. 2, pp. 952–958,
Apr. 1992.

[6] A. Coelho, A. B. Rodrigues, and M. G. Da Silva, “Distribution network
reconfiguration with reliability constraints,” in Proc. 2004 Int. Conf. Power
Syst. Technol., Singapore, 2004, pp. 1600–1606.

[7] A. Mendes, N. Boland, P. Guiney, and C. Riveros, “Switch and tap-changer
reconfiguration of distribution networks using evolutionary algorithms,”
IEEE Trans. Power Syst., vol. 28, no. 1, pp. 85–92, Feb. 2013.

[8] S. Jazebi and B. Vahidi, “Reconfiguration of distribution networks to
mitigate utilities power quality disturbances,” Elect. Power. Syst. Res.,
vol. 91, pp. 9–17, Oct. 2012.

[9] H. D. de Macedo Braz and B. A. de Souza, “Distribution network re-
configuration using genetic algorithms with sequential encoding: subtrac-
tive and additive approaches,” IEEE Trans. Power Syst., vol. 26, no. 2,
pp. 582–593, May 2011.

[10] F. Ding and K. A. Loparo, “Hierarchical decentralized network recon-
figuration for smart distribution systems—part I: Problem formulation
and algorithm development,” IEEE Trans. Power Syst., vol. 30, no. 2,
pp. 734–743, Mar. 2015.

[11] R. S. Rao, S. V. L. Narasimham, M. R. Raju, and A. S. Rao, “Optimal
network reconfiguration of large-scale distribution system using harmony
search algorithm,” IEEE Trans. Power Syst., vol. 26, no. 3, pp. 1080–1088,
Aug. 2011.

[12] F. R. Alonso, D. Q. Oliveira, and A. C. Zambroni de Souza, “Artificial
immune systems optimization approach for multiobjective distribution
system reconfiguration,” IEEE Trans. Power Syst., vol. 30, no. 2, pp. 840–
847, Mar. 2015.

[13] Y. -J. Jeon, J. C. Kim, J. Kim, J. R. Shin, and K. Y. Lee, “An efficient
simulated annealing algorithm for network reconfiguration in large-scale
distribution systems,” IEEE Trans. Power Del., vol. 17, no. 4, pp. 1070–
1078, Oct. 2002.

[14] M.-A. Rostami, A. Kavousi-Fard, and T. Niknam, “Expected cost mini-
mization of smart grids with plug-in hybrid electric vehicles using optimal
distribution feeder reconfiguration,” IEEE Trans. Ind. Informat., vol. 11,
no. 2, pp. 388–397, Apr. 2015.

[15] A. Asrari, S. Lotfifard, and M. S. Payam, “Pareto dominance-based multi-
objective optimization method for distribution network reconfiguration,”
IEEE Trans. Smart Grid, to be published.

[16] H. P. Schmidt, N. Ida, N. Kagan, and J. C. Guaraldo, “Fast reconfiguration
of distribution systems considering loss minimization,” IEEE Trans. Power
Syst., vol. 20, no. 3, pp. 1311–1319, Aug. 2005.

[17] R.-F. Chang, Y.-C. Chang, and C.-N. Lu, “Feeder reconfiguration for
accommodating distributed generations interconnection,” in Proc. 16th
Int. Conf. Intell. Syst. Appl. Power Syst., Hersonissos, Greece, 2011,
pp. 1–6.

[18] R. S. Rao, K. Ravindra, K. Satish, and S. V. L. Narasimham, “Power
loss minimization in distribution system using network reconfiguration in
the presence of distributed generation,” IEEE Trans. Power Syst., vol. 28,
no. 1, pp. 317–325, May 2012.

[19] V. Calderaro, A. Piccolo, and P. Siano, “Maximizing DG penetration
in distribution networks by means of GA based reconfiguration,” in
Proc. Int. Conf. Future Power Syst., Amsterdam, The Netherlands, 2005,
pp. 1–6.

[20] J.-H. Choi, J.-C. Kim, and S. Moon, “Integration operation of dispersed
generations to automated distribution networks for network reconfigura-
tion,” in Proc. IEEE Bologna Power Tech. Conf., Bologna, Italy, 2003,
pp. 1–5.

[21] H. Nasiraghdama and S. Jadid, “Optimal hybrid PV/WT/FC sizing and
distribution system reconfiguration using multi-objective artificial bee
colony (MOABC) algorithm,” Solar Energy, vol. 86, pp. 3057–3071,
Oct. 2012.

[22] M. M. Eusuff, K. Lansey, and F. Pasha, “Shuffled frog-leaping algorithm:
A memetic meta-heuristic for discrete optimization,” Eng. Optimization,
vol. 38, pp. 129–154, Jan. 2007.

[23] E. Elbeltagi, T. Hegazyb, and D. Grierson, “Comparison among five
evolutionary-based optimization algorithms,” Adv. Eng. Inform., vol. 19,
no. 1, pp. 43–53, Jan. 2005.

[24] P. Heine and M. Lehtonen, “Voltage sag distributions caused by power
system faults,” IEEE Trans. Power Syst., vol. 18, no. 4, pp. 1367–1373,
Nov. 2003.

[25] W. M. Lin and M. T. Tsay, “Distribution feeder reconfiguration with
refined genetic algorithm,” Proc. IEE Gen. Transm. Distrib., vol. 147,
no. 6, pp. 349–354, Nov. 2000.

[26] Y. Y. Hong, C. Li, and S.-Y. Ho, “The Dandelion code: A new coding
of spanning trees for genetic algorithms,” IEEE Trans. Evol. Comput.,
vol. 11, no. 1, pp. 91–100, Feb. 2007.

[27] F. R. Davalos and M. R. Irving, “The edge-set encoding in evolutionary
algorithms for network reconfiguration problems in power distribution
systems,” in Proc. 16th Power Syst. Comput. Conf., Glasgow, Scotland,
2008, pp. 1–7.

[28] R. S. Rao, K. Ravindra, K. Satish, and S. V. L. Narasimham, “Adap-
tive probabilities of crossover and mutation in genetic algorithms,” IEEE
Trans. Syst., Man Cybern., vol. 24, no. 4, pp. 656–667, Apr. 1994.

[29] N. C. Sahooa and K. Prasad, “A fuzzy genetic approach for network
reconfiguration to enhance voltage stability in radial distribution systems,”
IEEE Energy Convers. Manage., vol. 47, no. 18/19, pp. 3288–3306, Nov.
2006.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE TRANSACTIONS ON ENERGY CONVERSION

Arash Asrari (S’10–M’12) received the Ph.D. de-
gree in electrical engineering from the University
of Central Florida, Orlando, FL, USA, in 2015. His
research interests include power systems operation
and planning, electricity market analysis, power sys-
tem protection, power system optimization, and smart
grid.

Thomas X. Wu (S’96–M’98–SM’02) received the
Ph.D. degree in electrical engineering from the Uni-
versity of Pennsylvania (Penn), Philadelphia, PA,
USA, in 1999. In the Fall of 1999, he joined the
University of Central Florida (UCF) as an Assistant
Professor, where he was promoted to an Associate
Professor in 2005 and a Professor in 2011. He also got
his tenure in 2005. Prof. Wu was an ASEE Summer
Faculty Fellow at Air Force Research Lab (AFRL) in
the Summer of 2009 and 2010. He was also the pres-
tigious National Research Council Senior Research

Associate at AFRL from September 2010 to August 2012. He built a solid foun-
dation in electromagnetics, applied physics, control, electronics, and semicon-
ductor devices in his early career with 4.0 GPA in the Penn Ph.D. program. Since
joining UCF, he has been working on multiphysics modeling, optimization, de-
sign, fabrication, and control of advanced electrical machines and complex
electromagnetics devices, and has been PI or Co-PI for more than 40 research
projects with a total of more than US $10 million research funding. He has
published more than 75 journal and 150 conference papers. Since joining UCF,
he has guided 16 Ph.D. students to finish their Ph.D. dissertation. His current
research interests include high-speed electric machines, multiphysics model-
ing and optimization, high-efficiency electric machines, variable frequency ac
drives, SiC devices with application to high-power machine drives, voltage reg-
ulator module, etc.

Prof. Wu was the Chairman of the IEEE Orlando Section in 2004. He re-
ceived the Distinguished Researcher Award of the Department of Electrical and
Computer Engineering in 2003, the Distinguished Researcher of College of En-
gineering and Computer Science Award in 2004, and the University Research
Incentive Award in 2005. He is also an Outstanding Teacher at the University. He
received the Excellence for Undergraduate Teaching Award from the School of
Electrical Engineering and Computer Science in January 2006, the Excellence
for Undergraduate Teaching Award from the College of Engineering and Com-
puter Science in February 2006, the Excellence for Graduate Teaching Award
from the School of Electrical Engineering and Computer Science in January
2007, the University Teaching Incentive Award in May 2007, and the Distin-
guished Researcher Award of the School of Electrical and Computer Science in
January 2010.

Saeed Lotfifard (S’08–M’11) received the Ph.D.
degree in electrical engineering from Texas A&M
University, College Station, TX, USA, in 2011. He
is currently an Assistant Professor with the School
of Electrical Engineering and Computer Science,
Washington State University, Pullman, WA, USA.
His research interests include power systems pro-
tection and control, intelligent monitoring and out-
age management, selfhealing grids, distribution au-
tomation, cyber-physical energy system/smart grid
technologies, as well as applications of statistical

methods and signal processing in power systems.


