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A B S T R A C T

With the rapid proliferation of Web 2.0, the identification of emotions embedded in user-contributed
comments at the social web is both valuable and essential. By exploiting large volumes of sentimental
text, we can extract user preferences to enhance sales, develop marketing strategies, and optimize supply
chain for electronic commerce. Pieces of information in the social web are usually short, such as tweets,
questions, instant messages, messages, and news headlines. Short text differs from normal text because
of its sparse word co-occurrence patterns, which hampers efforts to apply social emotion classification
models. Most existing methods focus on either exploiting the social emotions of individual words or the
association of social emotions with latent topics learned from normal documents. In this paper, we
propose a topic-level maximum entropy (TME) model for social emotion classification over short text.
TME generates topic-level features by modeling latent topics, multiple emotion labels, and valence
scored by numerous readers jointly. The overfitting problem in the maximum entropy principle is also
alleviated by mapping the features to the concept space. An experiment on real-world short documents
validates the effectiveness of TME on social emotion classification over sparse words.
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1. Introduction

The big data era has descended on many communities including
e-commerce, governments, and health organizations [2]. While
there are increasingly numerous forms of multimedia content,
such as images, photos, and videos, text is rapidly becoming a
major part of enterprise data, especially for e-commerce firms [3].
Understanding text and extracting knowledge from it can be
valuable to the business world, allowing for consolidation and
promotion of customer opinions of a product, brand, or organiza-
tion [4]. Social web is an important source of big data and is quite
suitable for text mining [2]. With the prevalence of mobile
Internet, more and more users can conveniently post messages to
express their feelings through Twitter, Flickr, YouTube, and other
social web apps. These messages provide a voice for customers to
praise or criticize a particular product or service, which is useful for
helping e-commerce firms understand the opinions of individuals,
or to measure aggregated emotions of the public [5]. However,
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these data are not easily accessible to computers because they are
not only primarily unstructured and specifically produced for
human consumption [4], but also rapidly expanded and constantly
evolved [6]. To analyze and better understand such large volumes
of big data for e-commerce, it is indispensable to identify
sentiments and opinions of users on them. A typical application
of sentiment analysis is the stock price prediction, which extracts
sentiment features from news articles to predict the directions of
stock price movement [7,8]. In light of these considerations and
applications for e-commerce, sentiment analysis is concerned with
the automatic and accurate emotion classification of an opinion
holder towards either a topic or the overall tone of a document [9],
which can facilitate comparison shopping, product design,
marketing strategies development, and supply chain optimization
[10].

Sentiment analysis has been extensively studied for product
and movie reviews, which probably form a small part of the social
web [11]. The other abundant sentimental documents include
messages concerning politics, news and sports, and daily
discussions in social network sites. Several factors hinder the
application of traditional sentiment analysis methods in the above
documents. First, unlike standard reviews with many words for
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most samples, the document length in the social web is quite
diverse [11]. For instance, many documents posted in Twitter,
Tumblr and other micro-blogging services only consist of a few
phrases or 1–2 sentences. Second, traditional sentiment analysis
research focused mainly on classifying the attitudes of authors/
writers who created the reviews. Typically, this is achieved by
using reviews where the author rating was expressed either with
stars or with some numerical value to train machine learning
algorithms [12]. In the social web, however, the emotion labels of
documents (e.g., news, blog posts, and tweets) are mainly provided
by readers using social annotation services such as online
crowdsourcing [13]. For this reason, the aggregation of emotional
responses from the reader is termed social emotion [14,15].
Traditional sentiment analysis methods from the perspective of
authors may not applicable to readers because authors and readers
do not always share the same emotion for the same text [16,17].
Thus, we aim to classify social emotions from the reader’s
perspective over short documents.

Work has been performed to exploit the social emotion of
individual words because words play a central role in how we
describe and understand emotions [18]. The SWAT algorithm [19]
was one of the top-performing lexicon-based algorithms on the
SemEval “affective text” task [20], which aimed to annotate news
headlines according to the emotions they evoked in readers. In the
SWAT algorithm, a word-emotion mapping lexicon was first
constructed, in which, the emotions of each word was scored as
the average of emotions of every headline contained this word. The
emotion-term algorithm was created by improving the naïve Bayes
classifier [14]. The algorithm differs from the traditional naïve
Bayes classifier, by taking into account emotional ratings when
calculating the probability of a category and the probability of a
word given an emotion label. The limitation, however, of such
word-level algorithms is that the words used to express certain
emotions can be quite different across different contexts [21]. This
difference is observed because words that have sentiment
ambiguity and multiple emotions are difficult for word-level
emotion lexicons to recognize [22].

As a concept-level approach [23], the topic model has emerged
to measure the social emotions evoked by the online text. The
emotion-topic model [14], the affective topic model [24], the
multi-label supervised topic model, and the sentiment latent topic
model [25] were built by introducing an additional layer of
emotion modeling into latent Dirichlet allocation (LDA). Experi-
mental results have shown that those topic-level models outper-
form word-level algorithms as well as support vector machines
and several other methods in the classification of social emotions
over normal documents. With the emergence of social media, short
documents are prevalent on the Web. The existing social emotion
classification methods based on conventional topic models, such as
LDA, typically used statistical techniques to learn the topic
proportions of each document and the topic-word distributions.
Thus, those topic-level models may suffer from the severe data
sparsity problem (i.e., the sparse word co-occurrence patterns in
individual document), and their performance is limited on social
emotion classification over short documents [26]. An effective
solution to the data sparseness problem is to employ the maximum
entropy (ME) method [12], whose flexible modeling capability has
alleviated data sparseness more successfully than the other
probabilistic models. However, the standard word-level ME
method suffers from undesirable overfitting, especially for sparse
words because the equality constraints on feature expectations are
uncertain. Although inequality constraints [27] can be used to
alleviate such problems, it introduces extra cost to determine the
optimal constraint width, and again, the same word may evoke
different social emotions in different topics.
Motivated by the above observation, this paper is concerned
with the following research questions:

� Given a set of short documents with social emotion labels, how
can one predict social emotions for the new short documents in
an effective and stable way?

� How can one alleviate the overfitting problem caused by the ME
method and the sparse problem caused by conventional topic
models in a unified social emotion classification model for short
documents?

To address the abovementioned research questions, we propose
a topic-level maximum entropy (TME) model for social emotion
classification over short documents. We bring the insight that the
problem of overfitting when using the ME method on sparse words
can be alleviated by latent topics. To mitigate the data sparsity
problem of conventional topic models, and the overfitting problem
of the standard ME method, we learn latent topics over short
documents by modeling the word co-occurrence patterns explic-
itly, in addition to using the aggregated word co-occurrence
patterns in both the training and testing set to smooth the equality
constraints on feature expectations. A real-world corpus that
contained 11,813 short documents, which were emotionally
annotated by readers, was employed to evaluate the effectiveness
of our model. Experimental results show that the proposed model
is robust against overfitting on sparse words. The rest of this paper
is organized as follows. A summary of related work on sentiment
analysis, social emotion classification, and short-text topic
modeling is given in Section 2. Our model and experiment analysis
are presented in Section 3 and Section 4, respectively. Finally, the
paper’s conclusions are presented in Section 5.

2. Related work

In this section, we briefly summarize the related work from the
following three perspectives: sentiment analysis, social emotion
classification on normal documents, and topic modeling over short
text.

2.1. Sentiment analysis

The first line of work on sentiment analysis applied many pre-
developed sentiment lexicons, for example, Subjectivity Wordlist
[28], WordNet-Affect [29], and SentiWordNet [30] to classify
documents by emotions. The Subjectivity Wordlist is built by a
manually selected seed set of subjective words, a small raw corpus,
and an online dictionary, which is a subjectivity lexicon
distinguishing subjective versus objective words. The WordNet-
Affect is a linguistic resource in which the synsets representing
emotional concepts are labeled. Synset is the synonym set that
represents a sense or a concept in the WordNet lexicon. As many as
2874 synsets and 4787 words are annotated in the WordNet-Affect.
The SentiWordNet is a lexical resource developed for supporting
sentiment classification. This resource scores each synset in the
WordNet along three emotional dimensions: positivity, negativity,
and neutrality. The second method adopted either supervised [12]
or unsupervised [31] learning algorithm for sentiment classifica-
tion. However, these studies focus on extracting emotions from the
perspective of writers primarily.

2.2. Social emotion classification

Social emotion classification annotates reader emotions to-
wards certain contexts. The first line of research into social
emotion classification is the “affective text” in SemEval-2007 tasks
[19]. To annotate social emotions of unlabeled news headlines, the
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proposed algorithms assumed that all words, even neutral ones,
can effectively convey positive or negative emotions of readers.
However, due to the limited information of news headlines or
sentences, it is usually difficult to annotate the emotions
consistently, even for a human [22]. Thus, the emotion-term
[14] and the word-emotion [26] algorithms were proposed to
make use of all words in the body of a news document. These
algorithms were effective for associating different words with
social emotions accurately, but they struggled to distinguish the
sentiment ambiguity of the same word.

In order to recognize different emotional senses of the same
word, topic models such as LDA were extended for social emotion
classification, in which, a topic acted as an important component of
an emotion, and informative and coherent topics were extracted
and grouped under different emotions. In the emotion-topic model
[14], a distribution over reader ratings is first generated from a
multinomial distribution for each document. Then, for each word
in the document, a single emotion label is sampled according to the
above distribution. Finally, a latent topic is generated from a
Dirichlet distribution conditioned to the emotion label, and a word
is generated from the latent topic, which is modeled by another
multinomial distribution over words. To have discriminative
power between affective and background topics, the multi-label
supervised topic model and the sentiment latent topic model [25]
were proposed by representing the set of reader ratings as a bag of
emotion labels. Another way to model all words, topics, and social
emotions jointly is using the exponential distribution to generate
reader ratings over each emotion label [24]. The limitation,
however, of such topic-level models is that they were designed for
normal text that contain sufficient words in an individual
document.

2.3. Short-text topic modeling

Short text is prevalent on the Web, especially with the
emergence of social network apps. The main feature of short text
is the sparsity of content. Because most words only occur once in
each short text, it is difficult to conduct topic modeling and other
tasks accurately. To address this issue, a common solution is to
aggregate short documents into long pseudo-documents before
training a standard topic model, that is, to expand short text and
use external knowledge for short-text topic modeling. Phan et al.
[32] trained a topic model over massive external data collected
from Wikipedia or MEDLINE, and then predicted the topic
distribution of short text. Jin et al. [33] proposed a Dual-LDA
model that learns topics over both the original short text and
related long documents. External linguistic knowledge could
alleviate the problem of sparsity and enhance the topic learning
of short text; however, it usually leads to topic bias, and the
effectiveness of such methods is highly dependent on the accuracy
of the external information. Therefore, according to the empirical
comparison among topic learning methods over current data of
Twitter [34], it is necessary to design a specialized and universal
topic model for short text. To address these issues, Cheng et al. [35]
proposed a generative biterm topic model (BTM) to learn topics
over short documents by directly modeling the generation of
biterms (i.e., unordered word pairs co-occurring in a short context)
in the whole corpus. Unfortunately, these models were designed to
reveal the main topics in a collection, not directly applicable for
social emotion classification in short text.

3. TME model

In this section, we propose the TME model for social emotion
classification over short text. The extraction of topics from short
text is first defined, and the framework of TME is subsequently
presented in detail. An ME model using words as features, that is,
word-level maximum entropy (WME), is also briefly described for
comparison. Finally, we describe the estimation and prediction of
parameters for TME.

3.1. Topic extraction

The aim of topic extraction in the TME model is to identify the
latent topics from short documents to tackle the data sparsity
problem, which always occurs in word-level features. For example,
two short documents “BMW X1 is a good suv” and “The oil cost of
Benz cars is really expensive” do not have any overlapping features
(terms) in the word level, while they share the same topic
“automobile” in topic level.

Without loss of generality, topics are represented as groups of
correlated words in topic models. Conventional topic models, such
as LDA, learn topics based on document-level word co-occurrence
patterns, whose effectiveness will be highly influenced in short-
text scenario where the word co-occurrence patterns become quite
sparse in each document [32]. Mixture of unigrams [36] was
designed for topic extraction over short text, which assumed that
all the words in a document share a same topic. In other words, it
models the whole corpus, rather than a document in LDA, as a
mixture of topics. By leveraging the information of the whole
corpus, it alleviates the sparsity problem in topic extraction of
short text. However, the constraint that a document has a single
topic is too strict to model fine topics in documents. Recently, the
BTM was proposed to extract topics by breaking each document
into biterms and learning a global topic distribution for short
documents [35]. In the BTM, a biterm is constructed by any two
distinct words co-occurring in a document.

BTM is an effective topic model over short documents. The
generative process of BTM is as follows:

1. For the whole corpus, draw a topic distribution u � Dir(a)
2. For the k-th topic, draw a word distribution fk� Dir(b)
3. For each biterm (wi,1, wi,2)

(a) draw a topic assignment zi� Multi(u)
4. draw two words wi,1, wi,2� Multi(fzi )

In the above, the notation of “biterm” denotes an unordered
word pair co-occurring in a short text, that is, a small, fixed-size
window over a word sequence. In short documents with limited
length, each document is often used as an individual context unit.
For instance, given a window size equal to three, a document with
four words will generate five biterms: (w1, w2, w3, w4) ! {(w1, w2),
(w1, w3), (w2, w3), (w2, w4), (w3, w4)}. A larger size of the window
will generate more biterms but weaken the probability of sharing
the same topic for the two words. The biterm can also be extended
to N-term (i.e., an unordered group of N words co-occurring in the
same document), while the performance decreases gradually as N
grows [35]. In particular, the model is equivalent to a mixture of
unigrams when N is equal to or larger than the maximum length of
documents in the corpus, which has a strict constraint of all the
words in a document sharing the same topic.

BTM is appropriate for topic extraction of short text but is not
designed for social emotion classification. In other words, BTM is
an unsupervised topic model of learning topics from word co-
occurrence patterns (i.e., biterms) in the whole corpus, while social
emotion classification requires us to model words and multiple
types of emotions voted by various readers jointly. A straightfor-
ward way to address the problem is to extend BTM by adding an
extra distribution to generate reader ratings over each emotion, or
using a two-layer generation process through representing the set
of reader ratings as a bag of emotion labels. The challenge of these
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solutions, however, is that a large window size is required to
generate enough biterms for each short document. Because a
larger size of the window will weaken the probability of sharing
the same topic for the two words, we cannot rely on tuning the
window size to achieve good performance on social emotion
classification of short text.

3.2. Model description

In this section, we first define the issue of social emotion
classification over short documents and the related notations, and
then present our model that named TME .

A short-text collection consists of D documents {d1, d2, . . . , dD}
with word tokens and multiple emotion labels. We represent the
set of all word tokens by {w1, w2, . . . , wV}, where V is the number
of unique word tokens. The k-th emotion label is represented as
ek2[1,E], where E is the amount of predefined emotion labels such
as positive and negative. The numbers of training set with words
and emotions jointly, and testing set with words only are Dtr and
Dte, respectively. We formulate the task of social emotion
classification over short text as learning an accurate classifier
from the training set with sparse word co-occurrence patterns in
individual documents to predict the evoked social emotions of
unlabeled documents in the testing set. Following the convention
of BTM, we denote the number of biterms and topics as NB and K,
respectively. The topic indicator of the i-th biterm (wi,1, wi,2) is
represented as zi2[1,K]. The prevalence of topics in the corpus is
denoted by a multinomial distribution u. The word distribution for
topics is represented as a K � V matrix f where the k-th row is a V-
dimensional multinomial distribution. For the multiple emotion
labels and reader ratings, a matrix R is used to represent the reader
votes over each emotion label for all short documents in the
training set. In the D � M matrix R, the element rjk denotes the
ratings over the k-th emotion among all users who have read the j-
th short text. The reader ratings were normalized and summed to
one for each short document.

To alleviate data sparseness, we associate word tokens and the
generated topics with social emotions based on the ME principle.
The ME principle states that from all the probability distributions,
we should select the distribution that satisfies all prior conditions
and constraints [37]. Different from the standard ME models using
uni-grams or bi-grams as features, we generate features by the co-
occurrences of wi and ek, in addition to zi and ek, that is, (zi, ek). The
set of all topic–emotion pairs is represented by F. Table 1
summarizes the notations of frequently used variables.

The graphical representation of TME is shown in Fig. 1, in which
shaded nodes are observed data, blank ones are latent (not
observed), and arrows indicate dependence. The set of all emotions
and features is denoted by e and f, respectively.

In our model, the prior conditions and constraints are the co-
occurrences of word tokens, topic indicators, and emotion labels in
the training set. The detail of associating word tokens with
emotion labels can be found in Ref. [1], and we focus here on the
Table 1
Notations of frequently used variables.

Symbol Description

D Number of short documents
Dtr Number of training set
Dte Number of testing set
V Number of unique word tokens
E Number of predefined emotion labels
K Number of topics
F Number of unique features
F Set of all topic–emotion pairs
R [rjk]: D � E matrix of normalized ratings for each emotion
additional modeling of topics and emotions. Table 2 shows the
samples of a training set with topic indicators, where D = 3, K = 4,
E = 3, and F = 12.

To associate multiple emotion labels annotated by users with
topics generated by unsupervised topic models in short training
documents, we use the following feature function based on the
Bernoulli model:

f nðzi; ekÞ ¼ 1 zi 2 ½1;K�; ek 2 ½1; E�; ðzi; ekÞ 2 F
0 otherwise

;

�
ð1Þ

where a binary indicator is assigned for each topic–emotion pair
(zi, ek). For example, the second and the third columns of Table 2
present the topic indicators and reader ratings over three emotion
labels of each training document, respectively. The first topic
indicator in d1 is associated with each of the three emotion labels
e1, e2, and e3, which generates three features, that is, f1(1, e1), f2(1,
e2), and f3(1, e3). Among various feature representation methods,
the Bernoulli model works best for modeling short documents
[38]. Thus, the value of all features listed in the third column of
Table 2 is one.

We then measure the strength of each topic–emotion pair by
aggregating the reader ratings of each training document over ek,
as follows:

pðzi; ekÞ /
X

dj2Ti
rjk

� �
=jFj; ð2Þ

where pðzi; ekÞ is the empirical probability distribution of topic–
emotion pair (zi, ek), F is the set of all topic–emotion pairs in the
training set, and Ti is the collection of training documents that
contain zi. In the above samples, we have |F| = 18, as shown in the
last column of Table 2.

Given a set of features, the moment constraint is often used in
the ME models [37]. It requires that the moment of the features as
observed from the training set, that is, Eðf nÞ, should be the same as
that predicted from the model, that is, Eðf nÞ. The expected value of
each feature fn(zi, ek) with respect to the empirical distribution in
the training set can be estimated by

Eðf nÞ ¼
X

zi ;ek
pðzi; ekÞf nðzi; ekÞ: ð3Þ

The expected value of fn(zi, ek) with respect to the probability of
emotion label ek conditioned to topic indicator zi, that is, p(ek|zi), is
derived as follows:

Eðf nÞ ¼
X

zi ;ek
pðziÞpðekjziÞf nðzi; ekÞ; ð4Þ

where pðziÞ is the empirical distribution of zi in the training set.
Thus, the moment constraint of the TME is as follows:

Eðf nÞ ¼ Eðf nÞ: ð5Þ



Table 2
Samples of a training set with topic indicators.

Short text Topic indicators Emotions and ratings Features

d1 {1, 2} e1: r11,e2: r12, e3: r13 f1(1, e1), f2(1, e2), f3(1, e3),
f4(2, e1), f5(2, e2), f6(2, e3).

d2 {3, 4} e1: r21, e2: r2, e3: r23 f7(3, e1), f8(3, e2), f9(3, e3),
f10(4, e1), f11(4, e2), f12(4, e3).

d3 {2, 3} e1: r31, e2: r32, e3: r33 f4(2, e1), f5(2, e2), f6(2, e3),
f7(3, e1), f8(3, e2), f9(3, e3).

982 Y. Rao et al. / Information & Management 53 (2016) 978–986
According to Eq. (3) and Eq. (4), we have
X

zi ;ek
pðziÞpðekjziÞf nðzi; ekÞ ¼

X
zi ;ek

pðzi; ekÞf nðzi; ekÞ: ð6Þ

A mathematical measure of the uniformity of the conditional
distribution p(ek|zi) is provided by the conditional entropy:

HðPÞ ¼ �
X

zi ;ek
pðziÞpðekjziÞlogpðekjziÞ: ð7Þ

Then, the model is formulated as the following optimization
problem:

min
pðejzÞ

� HðPÞ ¼ P
zi;ek

pðziÞpðekjziÞlogpðekjziÞ
s:t: Eðf nÞ � Eðf nÞ ¼ 0 1 � n � FP

ek
pðekjzÞ � 1 ¼ 0 for all z:

ð8Þ

To estimate the values of p(e|z) that minimize H(P), we resolve
the above primal optimization problem to an unconstrained dual
optimization problem by introducing the Lagrange parameters l.
The values of p(e|z) are estimated as follows:

plðejzÞ ¼ 1
SlðzÞ

expð
XF
n¼1

lnf nðz; eÞÞ; ð9Þ

SlðzÞ ¼
X

e
expð

XF
n¼1

lnf nðz; eÞÞ: ð10Þ

Next, we develop an iterative algorithm to achieve optimal
values of l, that is, the weight of connections between topics
generated by unsupervised topic models and multiple emotion
labels annotated by users, with the purpose being to predict social
emotions for the new unlabeled short documents.

3.3. Parameter estimation

To estimate the topic indicator of each biterm z and the optimal
values of each parameter ln for TME, an iterative algorithm is
proposed, as shown in Algorithm 1. The number of biterms
assigned to topic z is denoted by cz, and the number of times a word
w is assigned to topic z is represented as czw. The symbol :i means
that the i-th biterm is excluded from the number. The model can
also be simplified to a WME model when generating features f(w, e)
for each word w in the 8-th step.
Algorithm 1 Iterative algorithm for TME

Input:
Topic number K, hyperparameters a and b, window size s
Output:
Optimal values of each parameter ln, i.e., the weight of fn(z, e)
1. Extract a sequence of N words via a single scan over the documents
2. For b = 1 to N
3. For e = b + 1 to b + s � 1
4. Generate a biterm (wi,b, wi,e) and i = i + 1
5. Set cz , czwi;1

, and czwi;2
to 0

6. Randomly initialize the topic assignments for all the biterms 7. For each
biterm (wi,1, wi,2), repeat until convergence

Draw topic z from ðc:i;z þ aÞ
ðcz:i;wi;1

þbÞðcz:i;wi;2
þbÞ

ðcz:i;�þVbþ1Þðcz:i;�þVbÞ
(Continued)

Algorithm 1 Iterative algorithm for TME

Update cz , czwi;1
, and czwi;2

8. For each topic indicator z and emotion label e
Generate the feature fn(z, e) according to Eq. (1)

9. Set lð0Þ
n to 0

10. For each fn, repeat until convergence

lðtþ1Þ
n ¼ lðtÞ

n þ
log Eðf nÞ=EðtÞðf nÞ

� �
M

where (t) is the iteration index and the constant M is the length of the short text
that contains the maximum number of topic indicators.

After estimating the optimal values of parameter l, predicting
the emotion label of unlabeled short text d is straightforward. We
can first extract the topics of d using the same method of topic
extraction used for the training set because the process is totally
unsupervised. Next, the topic indicators of d and each emotion
label can be used to generate features according to Eq. (1). For
example, given the topic indicators of 1 and 4 for d, the emotion
label of d can be predicted as follows:

plðe1jdÞ ¼ expðl1f 1 þ l10f 10Þ=SlðdÞ; ð11Þ

plðe2jdÞ ¼ expðl2f 2 þ l11f 11Þ=SlðdÞ; ð12Þ

plðe3jdÞ ¼ expðl3f 3 þ l12f 12Þ=SlðdÞ; ð13Þ
where

SlðdÞ ¼ expðl1f 1 þ l10f 10Þ þ expðl2f 2 þ l11f 11Þ
þ expðl3f 3 þ l12f 12Þ: ð14Þ

The difference between TME and WME on the prediction of
unlabeled short text is the scope of feature utilized. For word-level
models such as WME, we cannot generate features from the words
that appear in the unlabeled documents but do not occur in the
training set. Thus, as number of iterations increases, the prediction
of social emotions will be more likely to overfit the sentiment
orientation of words that only appear in the training set. The above
problem is alleviated in TME by mapping the original words in both
the training set and unlabeled documents to a unified concept
space because the topics can be extracted without any emotion
label.

4. Experiments

In this section, we evaluate the performance of the proposed
model for social emotion classification over short text. We
designed the experiments to achieve the following two goals: (i)
to analyze the influence of the number of iterations on the accuracy
of TME and WME and (ii) to conduct comparative analysis with
various baselines.



Table 3
Statistics of the dataset.

Category Mean words Documents

BBC 64.76 1000
Digg 33.63 1077
MySpace 19.76 1041
Runners World 64.25 1046
Twitter 16.81 4242
YouTube 17.38 3407
All six combined 27.00 11,813
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4.1. Dataset

To test the adaptiveness, effectiveness, and robustness of our
model on social emotion classification over short text, a real-world
dataset was employed in the experiment.1 The dataset contains
11,813 short documents including BBC Forum posts (BBC), Digg.
com posts (Digg), MySpace comments (MySpace), Runners World
forum posts (Runners World), Twitter posts (Twitter), and YouTube
comments (YouTube). Each document was manually labeled by
readers—who were allowed to use their own judgments rather
than being trained to annotate in a predefined way—with the
positive and negative sentiment strengths. The positive sentiment
strength ranges from 1 (not positive) to 5 (extremely positive), and
the negative sentiment strength ranges from �1 (not negative) to
�5 (extremely negative). Table 3 summarizes the statistics of the
dataset, where the second column presents the mean words of
each document for the category.

We randomly selected 50% of short documents as the training
set and used the remainder as the testing set.

4.2. Experimental design

In order to evaluate the performance of the proposed TME
model, as well as the ME model using words as features (WME), the
following baselines were implemented for comparison:

1. SWAT algorithm, which was also designed for short text
originally [19]. This algorithm scored the emotions of word w
as the averaged emotional scores of every headline that contains
w.

2. Emotion-term (ET) algorithm and emotion-topic model (ETM)
[14]. The ET algorithm was proposed to improve the traditional
naïve Bayes classifier, and the ETM was developed by
introducing an additional topic layer into ET.

3. Multi-label supervised topic model (MSTM) and sentiment
latent topic model (SLTM) [25]. The MSTM and SLTM designed a
two-layer topic model to associate emotions with documents.

4. Affective topic model (ATM) [24]. The ATM used the exponential
distribution to generate reader ratings over each emotion label.

To make an appropriate comparison between methods, all
parameters in the topic-level models (i.e., TME, ETM, MSTM, SLTM
and ATM) were set as follows: (i) the hyperparameters a = 50/K and
b = 0.01. The values of them were tuned via grid search, which
always works well on the short-text collection [35]. (ii) The
iteration number of Gibbs sampling is 300. Here we randomly
select 50% of training documents as the validation set to determine
the above value. (iii) The number of topics K ranges from 100 to
300, and the validation set as mentioned earlier is used to choose
the optimal K value. Although the value of K can be also determined
by estimating the probability of words conditioned to topics [39], it
has high time complexity.

In terms of the biterm extraction, we set the window size s to
3 for TME, because a larger size of the window will weaken the
probability of sharing the same topic for the two words [35]. This is
consistent with the characteristics of our experimental corpus.
There are 815 (6.9%) documents with less than four words, a model
with s > 3 will “force” two words in many different documents to be
the same topic. For instance, given d1 = {w1, w2, w3} and d2 = {w4}, it
will generate six biterms when s > 3: (w1, w2, w3, w4) ! {(w1, w2),
(w1, w3), (w1, w4), (w2, w3), (w2, w4), (w3, w4)}. The words from
different documents, that is, w1 and w4, occurred in d1 and d2 are
1 The dataset is available in public at: http://sentistrength.wlv.ac.uk/documen-
tation/.
combined to be a biterm, but they are unlikely to share the same
topic. The value of s cannot be too small either, for example, when
s = 2, the above sequence of four words will generate three biterms:
(w1, w2, w3, w4) ! {(w1, w2), (w2, w3), (w3, w4)}. In that case,
although the two words within two windows have a large
probability of sharing the same topic over the whole corpus, the
number of biterms is even less than the original length of the
documents.

4.3. Evaluation metrics

We employed three evaluation metrics as indicators of
performance: accuracy at top 1 (Acc@1), mean of average precision
(MAP), and averaged Pearson’s correlation (AP). Acc@1 is essen-
tially the micro-averaged F1 measure that weights precision and
recall equally [38]. This metric was also used to evaluate the
performance of various social emotion classification baselines
[14,24,25]. Given an unlabeled document d, the top-ranked
predicted emotion ep, and the truth emotion set Etop@d, which
includes the top-ranked emotions, Accd@1 is calculated as

Accd@1 ¼ 1 if ep 2 Etop@d
0 else:

�
ð15Þ

The emotion distribution of d is predicted correctly if ep 2 Etop@d.
Then, Acc@1 is estimated by averaging Accd@1 of all testing
documents. MAP is used to measure the quality of a ranked list
when there are only two coarse-grained levels: relevant and
irrelevant [40]. AP is conducted using the averaged Pearson
measure of correlation between the gold standard scores and the
predicted scores over all emotion labels [19]. The higher the values
of Acc@1, MAP, and AP, the better the model performance.

4.4. Influence of the number of iterations

To evaluate the influence of iteration number, we varied the
number of iterations from 1 to 300. Fig. 2 presents the Acc@1 of
WME and TME over all datasets (i.e., the combined collections from
BBC, Digg, MySpace, Runners World, Twitter, and YouTube) when
using different numbers of iterations.

According to Fig. 2, our first observation is that WME performed
best in the first 50 iterations, while its performance was gradually
decreased as the number of iterations increased. This is consistent
with the ME principle that is employed by WME. Because the
equality constraint was used for our models, as shown in Eq. (5),
the weight of features (i.e., the co-occurrence of words and
emotions in WME) overfitted to the training set with larger
numbers of iterations. However, the drop rate of the performance
was relatively slow over all datasets. The reason is that the number
of generated features in all datasets is sufficient (the mean of words
is 27). We also found that TME converged to its asymptote in
approximately 100 iterations for 100, 200, and 300 topic numbers.
This is because the topic indicator of each biterm can capture the
same emotional orientation of different words. For example, in the
category of electronic product reviews, the word “compact” is
often used to express a positive sentiment. On the other hand, in

http://sentistrength.wlv.ac.uk/documentation/
http://sentistrength.wlv.ac.uk/documentation/
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Fig. 2. Performance of WME and TME over all datasets.

Table 4
Performance of different models over all datasets.

Models Acc@1 (%) MAP AP

TME 86.06 0.87 0.46
WME 85.67 0.86 0.48
ETM 84.66 0.86 0.01
ET 85.72 0.87 0.00
SWAT 81.88 0.86 0.16
ATM 62.62 0.64 0.23
SLTM 74.38 0.85 0.11
MSTM 75.63 0.86 0.17
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the books category the word “exciting” expresses a primarily
positive sentiment. The proposed TME is useful for modeling these
words by combining them to biterms and mapping each biterm to
the same topic indicator.

Fig. 3 illustrates the Acc@1 of WME and TME on Twitter subset.
The results illustrate that the performance of WME was obviously
decreased as the number of iterations increased. This is because
the overfitting problem in WME becomes severe when the number
of generated features is insufficient in the dataset (the mean of
words is 16.81 in the Twitter subset). However, we can still find
that TME has relatively flat curves for 100, 200, and 300 topic
numbers over Twitter subset. The results in Fig. 2 and Fig. 3
indicate that the proposed TME can alleviate the problem of
overfitting in ME and classify the social emotions accurately.

4.5. Comparison with baselines

In this section, we measure and compare the performance of
different models on social emotion classification over all datasets
comprehensively, as presented in Table 4.

The results indicate that both TME and WME outperformed
others in terms of AP and yielded performance that is competitive
with various baselines in terms of Acc@1 and MAP. First, the
existing topic-level models, that is, ETM, ATM, SLTM, and MSTM
performed poorly on this combined corpus from six categories,
because they focused on associating emotions with topics specific
to one context primarily. The generated biterm in TME acted as the
“bridge” between different contexts, thus enhancing the social
emotion classification performance in real-world environments.
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Second, although ET and SWAT performed well in terms of MAP,
that is, the quality of a ranked list when there are only two coarse-
grained levels, their performance was not satisfactory in terms of
the fine-grained evaluation metric AP. This is because they used the
limited words as features only, while both TME and WME
generated features by exploiting reader ratings over multiple
emotion labels. Third, TME performed well in terms of Acc@1 and
MAP, while slightly worse than WME in terms of AP. The reason is
that we used a validation set to choose the optimal number of
iterations for both TME and WME, which may introduce differ-
ences on the performance over the testing set. It follows that a
better method of determining the optimal iteration number
deserves further research.

Table 5 presents the performance of different models on Twitter
subset. We found that most models performed well in terms of the
coarse-grained evaluation metric MAP, especially for SWAT and
ATM. However, most existing models (e.g., ETM, ET, SWAT, SLTM,
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Table 5
Performance of different models on a Twitter subset.

Models Acc@1 (%) MAP AP

TME 85.01 0.84 0.31
WME 84.91 0.85 0.31
ETM 82.27 0.81 0.01
ET 85.20 0.83 0.00
SWAT 80.06 0.90 0.06
ATM 79.63 0.90 0.17
SLTM 78.88 0.86 0.05
MSTM 78.83 0.86 0.02
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and MSTM) performed poorly in terms of AP. The experimental
result shows that short documents lack enough content from
which statistical conclusions can be drawn, thus the performance
of these models was quite unstable. We exploited the reader
ratings over multiple emotion labels to enrich features for both
TME and WME, thus achieving better performance.

5. Conclusions

As increasing numbers of users share their experiences, ideas,
and opinions on the Web [41,42], sentiment analysis has become a
popular topic for those who wish to understand public opinion
from online data [43]. For instance, electronic commerce websites
such as Amazon (www.amazon.com) and Epinions (www.epi-
nions.com) allow users to write reviews on products, which have
generated large volumes of data for sentiment analysis. Measuring
the opinions of the general public regarding company strategies,
marketing campaigns, product preferences, and social events has
also steadily attracted interest in business intelligence areas [44].
Although sentiment analysis has attracted numerous investiga-
tions, little research has been performed on social web data from
the reader’s perspective compared to product and movie reviews
written by writers. Automatically classifying reader emotions can
help us analyze the opinions/emotions embedded in user-
contributed comments in the social web and further extract user
preferences using big data analytics to enhance competitiveness
for electronic commerce.

In this paper, we proposed a TME model to classify the social
emotions evoked in readers. The topic indicators generated by
unsupervised topic models were combined with word tokens to
alleviate the overfitting problem in the ME principle. We
conducted experiments to evaluate the effectiveness of the
proposed models on real-world short documents. The results
indicated that the performance of our approach is competitive
when compared to various baselines. For future research, we plan
to (i) explore the part-of-speech information for feature genera-
tion, (ii) integrate recent learning models [45–47] to enhance the
efficiency of the classification, and (iii) extend our approach to
other applications, such as the emotionally aware recommenda-
tion of events in social media enhanced systems [48,49] and
multimedia retrieval systems by integrating with low-level
features [50–52].
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