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There has been a great deal of research on software quality, but few studies have stressed the factors beyond the scope
of software products that can influence the final product's quality. These factors can also determine project success.
Objective: In this paper, a comparative study is conductedof thedeterminants of softwarequality, basedonaprior study
that only exploredU.S. CIOs' (Chief InformationOfficers) perceptions of factors that could affect thefinal quality of soft-
ware products. The aim of this study is to explore the perceptions of different users involved in the software develop-
ment cycle andgenerate results that can be generalized and employed as an aid in themanagement of software project
resources.
Method: The study was conducted through an online survey to various users involved in the software development
cycle inBrazil. The respondents analyzed the same24 itemsproposed in theprevious study, categorized into individual,
technological, and organizational factors. Based on the 175 responses obtained, a factor analysis techniquewas applied,
considering the statisticalmodel of themain components in order to identify the factors determining thequality of soft-
ware products.
Results:After the factor analysis, itwas identified that all 24 analyzed itemsdisplayed factor loadings greater than 0.5.Nine
factors (9 eigenvalues greater than1.0)were extracted from this analysis,with the value of the total variance equal to 72%.
Conclusion: Based upon the comparison between the studies, it was concluded that the most relevant factor identified in
both surveys presented an individual character. This factor related items such as competence, training, knowledge, and
level of user involvement as well as resistance to change. It was also identified through factor analysis that technological
aspects had the highest ratings due to the strong relationship of the items comprising these factors compared to organiza-
tional aspects.
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1. Introduction

According to the study conducted by Cap Gemini, Sogeti, and HP,
disclosed in the “World Quality Report 2014–15” [1], investments in the
area of quality assurance have increased in recent years. The percentage
of budget invested in this area increased from 18% in 2012 to 23% in
2013, and reached 26% in 2014. However, even with this obvious growth
of investment, only one group (1% to 3%) of executives surveyed in 2012
and 2013 reported that their companies used more than 40% of their IT
budget for quality assurance. However, even with the increased invest-
ment in the area of quality assurance, there is still no guarantee of the
quality of the developed products. It should be noted that much of the
success of software projects relates to user satisfaction and, consequently,
the quality of the generated products. To address these software quality
issues, the ISO/IEC (International Standards Organization/International
Electrotechnical Commission) published the 25,000 family of standards
known as SQuaRE (Software Product Quality Requirements and
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o@paludo.com (M.A. Paludo).
Evaluation), which presents the Model of Software Product Quality [2].
This model is based on software product quality characteristics and sub-
characteristics that can be used for both specifying software quality
requirements as well as for their evaluation. Due to the importance
of this topic, several studies have been developed in the area of
quality that explore software product quality characteristics and
sub-characteristics [3]. However, most of the studies address pure-
ly technological aspects such as: Metrics to assess the functional
quality of the products generated [4], the quality of the generated
code presented [5,6], and the number of errors found or aspects re-
lated to the product's usability [7,8]. Little research has focused pri-
marily on the analysis of behavioral aspects that could affect the
quality of software products, with Hoffman [9] and Acuña et al.
[10] being among the few examples.

After identifying this gap, a study was conducted in 2010 by Gorla
and Lin [11], with the main objective of identifying the factors beyond
the scope of the software product that could influence software quality
in organizations. These factors could be organizational, technological, or
individual. To conduct this study, the authors sent a survey to some
American CIOs (Chief Information Officers). The choice of these respon-
dents was motivated by a prior study [12] that indicated improved

http://crossmark.crossref.org/dialog/?doi=10.1016/j.csi.2016.04.002&domain=pdf
http://dx.doi.org/10.1016/j.csi.2016.04.002
mailto:sheila.reinehr@pucpr.br
mailto:marco@paludo.com
http://dx.doi.org/10.1016/j.csi.2016.04.002
http://www.sciencedirect.com/science/journal/09205489
www.elsevier.com/locate/csi


11K. Curcio et al. / Computer Standards & Interfaces 48 (2016) 10–18
quality in information technology as one of the top five concerns of IT
executives. At the end of the study, 112 responses were obtained,
which were assessed using different methods of analysis such as factor
analysis and logistic regression. The result of the first analysis was
intended to derive the factors (individual, technological, and organiza-
tional) that influence the quality of software products. The result of
the second analysis sought to measure the strength of the association
between the factors and attributes of software quality. The results of
these analyses could help CIOs and CEOs (Chief Executive Officers) in
the development of quality improvement programs, enabling a suitable
management of resources within an organization.

In the study conducted by Gorla and Lin [11], it was possible to
derive the factors determining software quality and to identify which
of those identified factors were predominant. The authors identified
the “Capacity of the users” as the most representative factor of the
first analysis (factor analysis), i.e., a factor classified as individual. How-
ever, at the end of the second analysis (logistic regression), factors relat-
ed to organizational aspects were identified as the most influential for
software quality. This result is not surprising, given that the respondents
were all CIOs who, in general, have a strategic view of the business,
thereby considering organizational factors to be more relevant than
technological ones.

Due to the importance of identifying the factors determining
software quality in order to ensure a better management of resources
within organizations, this study aims to conduct a comparison with
the results obtained in the first stage of analysis performed by Gorla
and Lin, while using different profiles of respondents involved in the
software development cycle. It will thus be possible to complement
the prior study, which only explored the perceptions of American
CIOs, by adding the perspectives of new respondents.

The inclusion of new respondents when compiling the results is rel-
evant because it will thus be possible to try to generalize the results and
reduce the bias generated in the previous study. To this end, the same
data collection method (survey) will be used and the same analysis
(factor analysis) will be performed, as proposed by Gorla and Lin [11],
but from the perspective of new respondents.

This paper is organized as follows: Section 2 presents the literature
review and an explanation of the ISO/IEC 9126 and ISO/IEC 25000 stan-
dards. Section 3 describes the model used in the research as well as the
relationship between the variables. Section 4 presents the research
method used and the statistical calculations in detail. Section 5 presents
the analysis of the results and Section 6 discusses the results achieved.
Section 7 concludes by presenting some limitations and possibilities
for future work.

2. Theoretical background

2.1. History of software quality models

According to the ISO/IEC 8402 standard [13], which is referenced in
the ISO/IEC 9126 [3] and ISO/IEC 25000 [2] standards, software quality is
the software product's ability to satisfy explicit and implicit needs under
specific conditions. Since software quality is considered multidimen-
sional, it is very important to establish which aspects are important to
evaluate.

Various software quality models have previously been proposed
such as the McCall model in 1977 [14], followed by the Boehm model
in 1978 [15], the FURPS model proposed by Robert Grady in 1987, and
the Dromey model in 1995 [16].

The model proposed by McCall [14] in 1977 is considered one of
the forerunners, originally emerging as a product quality improvement
project, developed by the US Air Force Electronic Systems Division
(ESD), the Rome Air Development Center (RADC), and General Electric.
Initially established with 55 characteristics, the model was reduced
to only 11 factors: correctness, reliability, efficiency, integrity, usability,
maintainability, testability, flexibility, portability, reusability, and
interoperability. Themodel organizes the quality characteristics accord-
ing to three different aspects: product operation, product review, and
product transition. The major contribution of this model is the relation-
ship between the quality factors and metric qualities of software.

In the Boehm model [15], despite a close similarity to the McCall
model, a hierarchical division of quality characteristics was proposed
in order to further refine the model. As in the McCall model, Boehm
also included the needs of users and added some other characteristics.

The FURPS model [17] was proposed by Robert Grady and the
Hewlett-Packard Company. The quality characteristics were divided
into two groups: functional and non-functional; therefore, the first let-
ter of the acronym FURPS represents the functional characteristics of
the model. The rest of the acronym “URPS” represents non-functional
characteristics (usability, reliability, performance, supportability). IBM
Rational Software used this model and later transformed it into the
FURPS+ model [18].

Themain objective of themodel proposed by Dromey [16] was to be
comprehensive enough to work with different systems. Dromey be-
lieved that quality evaluation differed for each product and, therefore,
a dynamic process was necessary. The model focused on the relation-
ship of characteristics and sub-characteristics of quality, proposing
sub-levels of relationships. The main characteristics of quality proposed
by this model were functionality, reliability, maintainability, reusability,
and portability.

In 2001, the ISO standardized the concept of software product qual-
ity and published the ISO/IEC 9126 standard. This standard is divided
into four parts:

a) ISO/IEC 9126-1 product quality model;
b) ISO/IEC 9126-2 external metrics;
c) ISO/IEC 9126-3 internal metrics;
d) ISO/IEC 9126-4 quality in use.

Through the standard, six characteristics were specified for the
software product quality model: functionality, reliability, usability, effi-
ciency, maintainability, and portability. According to the ISO/IEC 9126-1
standard, the quality of the process contributes to improving the quality
of the product, and the product contributes to improving the quality in
use, as shown in Fig. 1. The software product's quality can be assessed by
measuring the internal attributes (typically, static measurements of
intermediate products), external attributes (typically by measuring
the behavior of the code when executed) and, finally, the attributes of
quality in use [3].

Due to the importance of these standards and the wide adoption of
their use, they are constantly being reviewed. Subsequently, a new se-
ries of standards was created by the ISO/IEC, called SQuaRE (Software
Product Quality Requirements and Evaluation), which became known
as the ISO/IEC 25000 family of standards. This standard was divided
into five parts:

a) ISO/IEC 2500n — quality management;
b) ISO/IEC 2501n — quality model division;
c) ISO/IEC 2502n — quality measurement division;
d) ISO/IEC 2503n — quality requirements division;
e) ISO/IEC 2504n — quality assessment division.

Theoverall objective of creating a set of SQuaRE standardswas to ob-
tain a logically organized, rich, and unified series covering two main
processes: the specification of software quality requirements and the
evaluation of software quality, supported by a process measuring soft-
ware quality [2].

This set of standards formed the conceptual basis used to guide the
concepts of software product quality in the study conducted by Gorla
and Lin [11] as well as this study.



Fig. 1. Quality in the life cycle according to the ISO/IEC9126 standard [3].
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2.2. Factor analysis

Factor analysis, one of themultivariate statistical methods, emerged
in 1904 through a study by the American psychologist Charles Spear-
man concerning mental abilities [22,23]. As a result, he developed the
technique of factor analysis, which tries to identify factors that explain
the correlations among a set of variables. The purpose of applying factor
analysis can be data reduction or structural simplification, classification
and grouping of data, an investigation of the dependencies between
variables, prediction, or the elaboration of hypotheses to then be tested.
Factor analyses can achieve their goals through an exploratory or confir-
matory perspective and to perform it is necessary to follow seven basic
steps [19,20]. The first one collects measurements using a set of p
variables, with n observations for each variable, in order to obtain the
following arrangement of variables: [Xij] where (I = 1,2, …, n) and
(j = 1,2, …, p).

The factor analysis model assumes that each variable Xj, extracted
from a population with mean vector μ and covariance matrix Σ, is line-
arly dependent on a few random unobserved variables, F1, F2, … Fm
(m b p), called common factors, and p additional sources of variation
ε1, ε2,…, εp, called errors or, sometimes, specific factors. The coefficient
“l” is called the loading factor and represents the weight of the variable
“ï” in the factor “j” [23]. Therefore, the factor model can be represented
by: Xp = μp + lp1F1 + lp2F2 + … + lpmFm + εp.

The second step obtains the correlation between the variables and
for this correlation matrices or a covariance matrix can be used. It is
also possible to extract other statistical data based upon the correlation
and covariance matrices, as in the case of the eigenvalues. The purpose
of calculating the eigenvalues is to obtain a set of independent vectors
explaining the maximum data variability. The sum of all of the eigen-
values equals the total number of variables and indicates the total
variance caused by each vector.

Usually, the acceptable and recommended values in exploratory re-
search for the total variance are those greater than 80%, but it is not un-
common that in the social sciences, a field in which factor analysis is
heavily used, values that explain 60% of the total variance are consid-
ered [21]. Other statistical data that can be extracted are loading factors,
which determine the correlations between the original variable and the
factor, the higher the loading factor, the greater the correlationwith the
factor. Usually, the relevant loading factors are those with values above
0.5 [20]. The third step selects the number of factors for inclusion in the
analysis. There are various criteria to determine the correct number of
factors to be extracted from an analysis, but in this study, the data anal-
yseswill be based solely on the criterion of eigenvalues greater than 1.0,
as presented by Kaiser–Guttman [20,21]. The fourth step is the extrac-
tion of factors. There are different methods to perform the extraction
of factors from the correlation matrix, but this study will address the
method of principal components. The purpose of factor extraction is to
find a set of factors that form a linear combination of the original vari-
ables or of the correlation matrix. Thus, if the variables X1, X2, X3, …,
Xn are highly correlated, they will be combined into one factor, and so
on with the other variables of the correlation matrix. In other words, a
linear combination of the variables X1, X2, …, Xn may be represented
by the following formula: Fj = C1jX1 + C2jX2+ … + CnjXn where Fj is
called the main component. Then, the variance explained by the first
factor is excluded from the correlationmatrix,with the result of residual
matrices. Repeating the same steps above, the second main factor will
be found, and so on, until a very small variance remains with no expla-
nation. The fifth step is the rotation of the factors to assist the data inter-
pretation task. There are two ways to accomplish the rotation:
Orthogonal rotation (varimax rotation), which keeps the factors non-
related, and oblique rotation, which correlates the factors among them-
selves. In this study, orthogonal (varimax) rotationwill be used in order
to maintain the same methods used by Gorla and Lin [11], enabling a
comparative study. The sixth step is the interpretation of the factors.
This task is a very subjective and dependsmuchmore on the conceptual
background of the analyzer (versus an empirical one) [20]. Themost im-
portant results extracted from a factor analysis are the factors; how
many they are and which original variables are parts of each factor. In
addition, the eigenvalues associated with each factor, and the percent-
age of total variance explained by each, demonstrate the degree of
importance of each factor in explaining the proposed problem. The sev-
enth and last step is the construction of factors scores in case to perform
additional analysis. These scores can be obtained as a result of a linear
combination of all the measures, weighted by the correspondent factor
loading [19].

Once the steps and their respective details needed to promote the
factor analysis are presented, in the next section, the basic structure of
the research used by Gorla and Lin [11] will be presented, which will
serve as a reference for this study.

3. Basic structure of the research

This section presents the basic structure of the research conducted
by Gorla and Lin [11], also used in this study to make possible the com-
parative study. Fig. 2 illustrates how the relationship of the organiza-
tional, technological, and individual factors with software quality was
conceived.

In the research conducted by Gorla and Lin [11], the software quality
was represented by five characteristics, identified by: (1) reliability,
(2) ease of use, (3) maintainability, (4) usefulness, and (5) relevance.
According to the authors, the original characteristic of the ISO/IEC
9126 standard “functionality” was replaced by “relevance” and
“usefulness,” because a system rich in functionality will provide infor-
mation that is more appropriate (relevant and useful) to users.

The characteristic of “usability,” since it is linked to the ease with
which the user implements a tool, was renamed by the authors “ease
of use,” based upon the assumption that in this way, the term would
be clearer. The characteristics of reliability and maintainability were
retained pursuant to the ISO/IEC 9126 standard.



Fig. 2. Basic structure of the research proposed by Gorla and Lin [11].
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This model did not include the characteristics of portability and effi-
ciency from ISO/IEC 9126, since it was considered that the former
should only be applied to software products that need to be implement-
ed on multiple platforms, and that the latter should be considered a
characteristic of quality internal to the product, and therefore related
to response time and the consumption of computing resources.

The mapping between the characteristics of software product quali-
ty from ISO/IEC 9126 and those used by Gorla and Lin [11] is presented
in Table 2.

Through this basic structure, Gorla and Lin [11] proposed a relation-
ship between the factors (technological, organizational, and individual)
and software quality to analyze the existence of a relationship between
them, along with mapping the intensity of the strength of these rela-
tionships. To conduct this analysis, Gorla and Lin used independent
and dependent variables. Conceptually, independent variables are the
variables to be manipulated, introduced purposefully in order to verify
their behavioral relationship to the other variables. The dependent
variables are only measured or recorded, since their behavior is verified
in accordance with the dependent variables.

Following this reasoning, the independent variables in the structure
proposed by Gorla and Lin [11] are the organizational, technological,
and individual factors. The dependent variables are the characteristics
of software quality, represented here by reliability, ease of use, main-
tainability, relevance, and utility, with their behavior mapped according
to the dependent variables.

The relationship between the independent variables (organizational,
technological, and individual factors) and the dependent variables
(characteristics of software quality) was proposed by Gorla and Lin
[11] through the hypotheses described below:

Hypothesis 1. Technological factors, such as the use of a specific data-
base, a programming language, and an appropriate developmental
method, can directly affect the quality of a software product. It is under-
stood that the inclusion of a process bymeans of a suitable development
method may facilitate the maintainability of the software product and
reduce the likelihood of errors. The use of a suitable development tool,
presenting facilities for building graphical user interfaces, may result
in products with interfaces which are rich in resources, easier to use,
and much more user-friendly.

Hypothesis 2. Individual factors, such as user training, competence,
resistance, and involvement, can affect the quality of a software product.
Table 2
Mapping of the characteristics of quality.

Attributes of quality from the ISO/IEC 9126
standard

Attributes used by Gorla and Lin
[11]

1 — Reliability 1 — Reliability
2 — Usability 2 — Ease of use
3 — Maintainability 3 — Maintainability
4 — Functionality 4 — Relevance

5 — Usefulness
5 — Efficiency –
6 — Portability –
It is understood that users who are more involved with the project can
be more collaborative and contributemore to the project requirements,
just as competent and well-trained users can have a better understand-
ing of the inputs and outputs of the system and, consequently, can col-
laborate in the survey of processes. The most resistant users tend to
position themselves negatively with regard to change and hence be-
come a problem. These users tend to request more and more changes
to the system, increasing the chances of the tool becoming unreliable.

Hypothesis 3. Organizational factors, such as topmanagement support
regarding appropriate projects, and budget availability, can lead to the
development of better products. The higher the management position,
the greater the understanding of organizational needs and, therefore,
the greater the likelihood of more relevant and pertinent information
being added to the products.

Since the goal of this study is to explore the perceptions of different
users involved in the software development cycle to assess the factors
determining software product quality and ensure better resource man-
agement within organizations, the above hypotheses exemplify how
each of the factors (technological, organizational, and individual) can
influence the final quality of the software products.
4. Research method

A surveywas conductedwith three distinct stages: collection of per-
sonal identification data, collection of the characteristics of the organi-
zation where the respondent works, and the evaluation of 24 items
that might or might not influence software product quality in the opin-
ion of each respondent.

The target audience was professionals involved in the software de-
velopment cycle, but specifically those handling operational activities,
with less involvement in management activities. This made it possible
to compare the results with the research conducted by Gorla and Lin
[11], which only involved CIOs who, in general, have a strategic view
of the business.

The first step was to conduct a pilot test with two respondents in
order to evaluate response time and the quality of the questions as
well as to identify any weaknesses. After the pilot test, changes to
some questions were necessary. The surveys were then sent to a small
contacts network by e-mail and attached to it amessagewas sent asking
them to spread the link to get more contributors for this research. The
survey was available for 20 days and during this period this snowball
technique was getting strength. A total of 175 responses were obtained
from professionals of 62 different organizations in both public and pri-
vate sectors, most of them from the southern of Brazil. These were
then used in formulating this study's conclusions. During the execution
of the survey some pre-defined options were offered for the respon-
dents to be checked as a valid answer. One of these questions was
about the role of the respondents in the software development cycle.
In case the respondent did not find the answer there was an option
called “Others” where the respondent should complete with an appro-
priate answer. Four out of 175 respondents complete this field with a
different role as described here: Team Leader, Test Manager, Business



Fig. 3. Graph representing the roles of the respondents.
Fig. 4. Graph representing the main activity developed by the organizations.
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and Commercial. Fig. 3 shows the quantitative information describing
the roles of the respondents involved in this study and Table 3 presents
the profiles of the respondents.

Another important information provided by the respondents was
themain activity of the organizationwhere the respondentswerework-
ing for at that moment. This information may be considered important
as different types of companies have different characteristics, work
with different scopes, have different kind of projects and consequently
the employees get involved with it and focus their effort in different
quality characteristics. Fig. 4 shows the quantitative results gathered
during the application of the survey.

The 24 items to be evaluated were divided into categories: Individu-
al, technological, and organizational (Table 4). To evaluate these, a
Likert scale was used, asking the respondents to identify the degree of
importance each entry had on the software product quality: “Very
High,” “High,” “Medium,” “Little,” or “None.”

In order to conduct a comparative study, taking into account the re-
search conducted by Gorla and Lin [11], an exploratory factor analysis
was performed regarding the set of answers to the 24 items in the ques-
tionnaire. The main components' model and the normalized varimax
rotation were thus taken into consideration.
Table 3
Respondent profile.

Characteristics Frequency Percentage

Type of the organization
Public 76 43.42%
Private 99 56.57%

Length of time in this role (experience in years)
Less than 1 year 14 8%
From 1 to 5 years 70 40%
More than 5 to 10 years 50 28.57%
More than 10 to 15 years 20 11.42%
More than 15 years 21 12%

Number of people in the organization
Up to 9 10 5.71%
From 10 to 49 8 4.57%
From 50 to 99 7 4%
100 or more 150 85.71%

Number of individuals involved in the development of systems
Up to 9 21 12%
From 10 to 49 15 8.57%
From 50 to 99 23 13.14%
100 or more 116 66.28%
5. Results

Since themain objective of this study is to explore the perceptions of
different users involved in the software development cycle in order to
analyze, through a comparative study, the factors determining software
product quality, an exploratory factor analysis was performed, taking
into consideration the model of principal components and the normal-
ized varimax rotation. The results from the questionnaires were
described in frequencies and percentages, according to the response op-
tions (none, little, medium, high, or very high) as shown in Appendix A
of this study.

The factors were extracted from the eigenvalues greater than 1,
and for the composition of the factors, the items with factor loadings
(weight) greater than 0.5, were included. The data were analyzed
with IBMSPSS v.20 software. Nine factorswere extracted (9 eigenvalues
greater than 1), with an explained variance equal to 72%. The result of
the factor analysis indicated that all the items defined by the model
Items evaluated by the respondents.

Individual factors Ind 1: user competency
Ind 2: user training
Ind 3: user knowledge
Ind 4: user involvement
Ind 5: user resistance to change

Technological
factors

Tec 1: suitability of the Database Management System
employed
Tec 2: suitability of the programming language
Tec 3: suitability of the development method employed in the
organization
Tec 4: support of the departments connected to IT
Tec 5: experience of the team
Tec 6: level of ability of the team
Tec 7: type of system development methodology employed
Tec 8: type of programming language employed
Tec 9: type of model used by the Database Management
System

Organizational
factors

Org 1: support from management
Org 2: managerial experience
Org 3: sufficiency of budget
Org 4: quality of the generated documentation
Org 5: overall number of employees in the organization
Org 6: number of employees working in the development
sector
Org 7: employee turnover in the organization
Org 8: employee turnover in the development sector
Org 9: frequency with which users request changes in the
system
Org 10: position of the Board of Directors in the corporate
organizational chart



Table 5
Results of exploratory factor analysis.

Factor Weight of the factors

Factor 1: capabilities of users (I) Eigenvalue: 4.74; percentage
of variance: 19.75%

Ind 1: user competency 0.776
Ind 2: user training 0.803
Ind 3: user knowledge 0.834
Ind 4: user involvement 0.731
Ind 5: user resistance to change 0.564

Factor 2: suitability of employed technology (T) Eigenvalue: 2.53; percentage
of variance: 10.55%

Tec 1: suitability of the Database Management
System employed

0.871

Tec 2: suitability of the programming language 0.811
Tec 8: type of programming language employed 0.633
Tec 9: type of model used by the Database
Management System

0.786

Factor 3: technological capacity (T) Eigenvalue: 2.32; percentage
of variance: 9.66%

Tec 5: experience of the team 0.823
Tec 6: level of ability of the team 0.861
Tec 7: type of system development
methodology employed

0.582

Factor 4: size of the organization (O) Eigenvalue: 1.75; percentage
of variance: 7.30%

Org 5: overall number of employees in the
organization

0.845

Org 6: number of employees working in the
development sector

0.794

Factor 5: influence of upper management (O) Eigenvalue: 1.50; percentage
of variance: 6.25%

Org 1: support from management 0.770
Org 2: managerial experience 0.758
Org 10: position of the Board of Directors in the
corporate organizational chart

0.561

Factor 6: maturity of the organization (T) Eigenvalue: 1.26; percentage
of variance: 5.26%

Tec 3: suitability of the development method
employed in the organization

0.781

Tec 4: support of the departments connected to
IT

0.599

Factor 7: stability of organization (O) Eigenvalue: 1.12; percentage
of variance: 4.66%

Org 7: employee turnover in the organization 0.881
Org 8: employee turnover in the development
sector

0.751

Factor 8: quality of the service provided (O) Eigenvalue: 1.05; percentage
of variance: 4.37%

Org 4: quality of the generated documentation 0.573
Org 9: frequency with which users request
changes in the system

0.798

Factor 9: available budget (O) Eigenvalue: 1.01; percentage
of variance: 4.19%

Org 3: sufficient budget 0.774

Table 6
Result of the internal consistency of the factors found.

Factor Number of
items

Cronbach's
alpha

Factor 1 — capabilities of users 5 0.825
Factor 2 — suitability of the employed technology 4 0.829
Factor 3 — technological capacity 2 0.861
Factor 4 — size of the organization 2 0.707
Factor 5 — influence of the upper management 3 0.528
Factor 6 — maturity of the organization 3 0.579
Factor 7 — stability of organization 2 0.665
Factor 8 — quality of the service provided 2 0.422
Factor 9 — available budget 1 –

Table 7
Results of the exploratory factor analysis of the study conducted by Gorla and Lin [11].

Factor Weight of the factors

Factor 1: capabilities of users (I) Eigenvalue: 4.40; percentage of variance:
25.85%

User competency 0.783
User training 0.713
User knowledge 0.595
User involvement 0.559
User resistance to change 0.540

Factor 2: attitude of management (O) Eigenvalue: 1.70; percentage of variance:
10.00%

Sufficiency of budget 0.820
Quality of documentation 0.672
Support from management 0.503

Factor 3: stability of organization (O) Eigenvalue: 1.47; percentage of variance:
8.62%

Turnover in IS department 0.847
Turnover in the company 0.839

Factor 4: suitability of technology (T) Eigenvalue: 1.24; percentage of variance:
7.27%

Suitability of database management 0.823
Suitability of programming language 0.637

Factor 5: capability of IS department
(T)

Eigenvalue: 1.12; percentage of variance:
6.61%

Suitability of development method 0.751
Support from IS department 0.602
Experience of IS staff 0.553

Factor 6: responsiveness of IS
department (O)

Eigenvalue: 1.03; percentage of variance:
6.08%

Rank of IS director 0.774
Frequency of user's change request 0.678
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showed aweight greater than 0.5, ranging from 0.561 to 0.881. Thus, no
items were removed.

Table 5 presents the results of the items that comprise each of the
factors evaluated in the survey. For each factor, the items that comprise
it are listed, with their own weight and eigenvalue, with the variance
explained by the factor.

To assess the internal consistency of each factor, Cronbach's Alpha
coefficients were estimated [20]. This coefficient ranges from 0 to 1,
and the higher the value, the greater the internal consistency. The
Cronbach Alpha coefficient calculated for each factor describes the de-
gree to which the items that constitute the factor measure the same
concept (domain, construct). This can be interpreted as the degree to
which the items of a factor are associated with each other. Table 6
shows the factors extracted from the analysis, the number of items
that constitute each factor (with factor loadings greater than 0.5) and
the values of Cronbach's Alpha coefficients found for each factor.
6. Discussion of the results

According to the data presented in Section 5, this study identified
nine factors that determine software product quality: (1) capabilities
of users, (2) suitability of the employed technology, (3) technological
capacity, (4) size of the organization, (5) influence of the upper man-
agement, (6) maturity of the organization, (7) stability of organization,
(8) quality of the service provided, and (9) available budget. For each
factor, its percentage of variance was calculated, which represents the
degree to which each factor is determinant and representative of
software quality. The sum of the variances, calculated for each factor,
provides a total percentage, which illustrates the degree to which the
factors analyzed together are representative. Thus, in this study, the
sum of the partial variances of the analyzed factors explains a variance
of 72%.

In the study conducted by Gorla and Lin [11], which focused on
CIOs, six factors determining software product quality were obtained:
(1) capabilities of users, (2) attitude of the management, (3) stability
of organization, (4) suitability of technology, (5) capability of IS depart-
ment, and (6) responsiveness of IS department. These factors accounted
for a variance of 64.43%. In order to conduct a comparative analysis,
Table 7 shows the results obtained from the study conducted by Gorla
and Lin [11].
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Interestingly, the most relevant factor identified in both studies was
Factor 1 — capabilities of users. This factor represented a variance of
25.85% in the research conducted by Gorla and Lin [11] and 19.75%
in the present study. In both surveys, Factor 1 was composed of
the same items: (1) user competency, (2) user training, (3) user knowl-
edge, (4) user involvement, and (5) user resistance to change, which
further reinforce user influence on the perceived quality of software
products.

Some recent researches [26–28] already showed that user involve-
ment can influence projects and are considered as the key point for de-
veloping useful and usable systems. Early user involvement is related to
the prevention of unneeded and expensive features, an increase of user
satisfaction, better quality requirements, and consequently to successful
projects. Companies should encourage all practitioners to increase user
participation and involvement in all phases of their software develop-
ment. As a result of these researches, companies should invest in train-
ing of their staff in order to provide favorable conditions to encourage
the involvement and participation of users in all phases of software
development.

In the study conducted by Gorla and Lin [11], the Cronbach's Alpha
found for Factor 1 was 0.7217, while in the present study it was 0.825.
The value of Cronbach's Alpha recommended by some researchers for
exploratory research is at least 0.60 [20,21]. This shows that in both
cases, values above the recommended value were achieved, highlighting
the strength of the association between the items comprising this factor.

Factors 2 and 3 of this study (respectively, “suitability of the
employed technology” and “technological capacity,” classified as tech-
nological factors) differ from the study by Gorla and Lin in factors 2
and 3 (“attitude of management” and “stability of organization”), classi-
fied as organizational factors, ranked as more significant factors.

Factor 2, “suitability of the employed technology”, presented a
variance of 10.55% in this study, while the “attitude of management”
presented a variance of 10.00% in the study by Gorla and Lin [11],
i.e., the variance values were very close to each other.

Factor 3, “technological capacity,” presented a variance of 9.66% in
this study, while the “stability of organization” had a variance of 8.62%
in the study by Gorla and Lin [11].

The results of the analysis of the factors 2 and 3 reinforce the idea
that respondents with managerial profiles tend to give greater impor-
tance to organizational factors, while respondentswithmore operation-
al profiles tend towards a greater appreciation of technological factors.

All items that composed Factors 2 and Factor 3 are recurrent con-
cerns like suitability of the database management systems, program-
ming language and system development methodology employed.
Nowadays with the emergence of the startups concept in the market
[29,30], such topics as agile methodologies for software development
and agile development frameworks have become not only relevant as
needed. Existing researches describe several benefits of using agile ap-
proaches as a powerful methodology that can enable teams to improve
productivity, enhance visibility and achieve higher customer satisfac-
tion [31,32]. These methods came to tackle requirements change quick-
ly, satisfy customers, support interaction, communication and produce
high quality products [33]. These new approaches are giving clear
signs of real benefits and companies in general have to pay attention
and invest on it.

Factor 4 was represented in this study as the “size of organization”
and classified as an organizational item. This item showed a variance
of 7.30%, while in the study by Gorla and Lin [11], Factor 4 “suitability
of technology,” classified as a technological factor, displayed a variance
of 7.27%. At this point, despite having very close variance values, the
perceptions regarding origins (technological, organizational) were
again completely different. This strong difference of point of view may
have appeared in consequence of the new market entrants already
mentioned in the previous item.

The factors “influence of upper management” (Factor 5), “maturity
of the organization” (Factor 6) and “quality of the service provided”
(Factor 8) of this study displayed Cronbach's Alpha values equal to
0.528, 0.579, and 0.422, respectively, values considered below the ac-
ceptable value of 0.60. This implies that the relationship between the
items that comprise this factor is weak.

Factor 9 (“sufficiency of budget”) of this study did not correlate in
any way with the other items on the questionnaire and it can therefore
be concluded that this item alone is a factor determining software
quality.

This is probably a direct consequence of the economic situation of
the country. Employees are having to deal with economic restrictions,
cutting budgets in general, diminishing resources and increased risks
in the projects. Since no relation to the other items of the questionnaire
was identified, it was not possible to calculate Cronbach's Alpha for this
factor. However, as its obtained eigenvalue was 1.01, and according to
the Kaiser–Guttman criterion that validates eigenvalues greater than
1.0, this factor becomes representative for the study. The variance iden-
tified for this factor was 4.19%.

Another important fact that can be observed is that in the study by
Gorla and Lin [11], of the 24 items analyzed in the questionnaire, only
17 were retained after the factor analysis. The items (1) type of pro-
gramming language employed, (2) type of model used by the database
management system, (3) type of developmentmethodology employed,
(4) overall number of employees in the organization, (5) number of em-
ployees working in the development sector, and (6) managerial experi-
encewere removed, because the results of the eigenvalues did not reach
values greater than 1.0.

This might have occurred precisely because of the CIOs' lack of
knowledge of operating activities in the study by Gorla and Lin [11],
which finally led to results below the acceptable value.

In this study, no questionnaire item was discarded after the factor
analysis, since all of the factors achieved representative values (greater
than 1).

7. Conclusion

The main objective of this study was to explore the perceptions of
different users involved in the software development cycle in the as-
sessment of factors determining software product quality. This made
it possible to conduct a comparative analysis of this study and the
prior study by Gorla and Lin [11], which explored the perception of
only one type of respondent. The results of the study by Gorla and Lin
were based on 112 responses from American CIOs, related to informa-
tion technology projects. The research presented here was based on
175 responses, of which 83.33% of the respondents were involved in
operating activities during the software development cycle.

In the study by Gorla and Lin [11], with the target audience
of American CIOs, the 24 analyzed items were summarized and
grouped into six factors. There were three organizational factors
(attitude of management, stability of organization, responsiveness of
IS department), two technological factors (suitability of technology,
capability of IS department) and one individual factor (capabilities of
users).

In this study, after performing the calculations for factor analysis, the
24 items could be summarized and grouped into nine factors. There
were five organizational factors (size of the organization, influence of
upper management, stability of the organization, quality of the service
provided, and available budget), three technological factors (suitability
of the employed technology, technological capacity, maturity of the or-
ganization), and one individual factor (user competency).

Since the order of the factors represents their importance, according
to which the factors are grouped, it is evident that in both studies, the
individual factors were ranked as number one, i.e., the most prominent.
It is therefore possible to conclude that, contrary to what was expected,
themanagement respondents did not have organizational items as their
main focus, just as operational respondents did not have technological
items as their main focus.
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Therefore, this study complements the results obtained in the previ-
ous one (which only explored one respondent profile) and thereby add
new insights.

As a result of this study, it is possible to highlight the importance of
the participation and influence of the end user in software product qual-
ity. In both surveys, themost representative factor in the factor analysis
was identified as “User competency.” This factor, in both surveys, was
composed of the following items: (1) user competency, (2) user train-
ing, (3) user knowledge, (4) user involvement, and (5) user resistance
to change.

As similarly revealed in the study by Gorla and Lin [11], the results
obtained in this study through factor analysis are important to CIOs
and CEOs, respectively, since they are responsible formanaging the allo-
cation of resources in organizations as well as for improving product
quality.

The inclusion of different respondents allows the test results to be
generalized, and different strategies to be adopted by corporate man-
agers. According to the results from both studies, strategies could be
adopted such as resource allocation for the training of end users, the
purchase of equipment (hardware and software), or the training of a
company's own employees.

7.1. Threats to the validity of the research

An important point to be analyzed, and which can be considered a
threat to the validity of this research, is related to the final results ob-
tained in the total variance. As shown in Section 2.2, the optimal value
for the total variance of exploratory research is at least 80%, but many
studies in the area of social sciences have been recognized and accepted
with total variance values of 60%.

This research point of vulnerability was also previously stated in the
study by Gorla and Lin [11], given that the six factors they found as de-
terminants of quality software products accounted for only 64.43% of
the total variance of the performed experiment. Other studies have
demonstrated variance values between 80% and 88.95%. One example
is the work of Lake and Cook [24], which identified five (or less) factors
measuring the domain of complexity of programs oriented towards ob-
jects in a group ofmetrics to explain a total variance of 84.61% to 88.95%.
Another example is thework of Hanebutte, Taylor, and Dumke present-
ed [25], in which five factors related to the main internal software met-
rics explained a variance of 80%.

In this study, nine factors determining quality were found,
representing a total variance of 72%. In this respect, this result was
slightly better than the result of the study by Gorla and Lin [11], al-
though there are indications that the very identification and
Fa
I1
I2
I3
I4
I5

Fa
T1
T2
T8
classification of the analyzed items may present study weaknesses or
be incomplete.

7.2. Limitations

The results of this study should be analyzed considering the lim-
itations of the respondents' profiles. Even though respondents with
different roles in the software development cycle were involved, it
is important to emphasize that some of them also had managerial
characteristics, as in the case of the coordinators, executives in the
operational area (managers), and executives in the strategic area
(presidents, vice presidents, and directors). However, this was not
a very representative portion, accounting for only 16.67% of all re-
spondents. The other 83.33% were respondents with operational
profiles, who therefore complement the vision of the study by
Gorla and Lin [11], where only the managerial profiles of American
CIOs were explored.

Another important point to be evaluated is the understanding of
the respondents in relation to the items evaluated. During the pilot
phase of the survey some of the issues to be evaluated by the respon-
dents were not well written and were causing doubts. Because of this
a redesign of some questions and factors was necessary to be made for
better understanding. Nevertheless it is not possible to guarantee that
all respondents completely understood all factors or had the same un-
derstanding of the issues. As presented in this paper, the companies
where the respondents develop their roles are quite different. They
vary in type, in numbers of clients, in scope, types of projects and
these points should be considered since their focus on the characteristic
of quality are completely different.

7.3. Future work

As thoughts for future work, in order to complement the analysis by
Gorla and Lin [11], further comparisons should be made to detect the
extent to which the factors determining quality, already identified, re-
late to the attributes of software quality through logistic regression
analysis. It would thus be possible to examine whether organizational
factors actually havemore influence on the quality of software products
compared to individual or technological factors. Another proposal for
future work would be to explore the different profiles of respondents,
while targeting the questions; i.e., the questions related to organization-
al factors could be answered by management respondents, the
questions related to technological factors could be answered by opera-
tional respondents, and the questions related to individual factors
could be answered by both.
Appendix A. Frequency and percentage of agreement with each item and the response options
Item
 Response options
None
 Little
 Medium
 High
 Very high
n (%)
 n (%)
 n (%)
 n (%)
 n (%)
ctor 1

User competency
 5 (2.9)
 27 (15.4)
 58 (33.1)
 68 (38.9)
 17 (9.7)

User training
 2 (1.1)
 16 (9.1)
 60 (34.3)
 67 (38.3)
 30 (17.1)

User knowledge
 3 (1.7)
 14 (8.0)
 51 (29.1)
 78 (44.6)
 29 (16.6)

User involvement
 1 (0.6)
 6 (3.4)
 30 (17.1)
 73 (41.7)
 65 (37.1)

User resistance to change
 1 (0.6)
 11 (6.3)
 45 (25.7)
 64 (36.6)
 54 (30.9)
ctor 2

Suitability of the Database Management System employed
 2 (1.1)
 17 (9.7)
 49 (28)
 86 (49.1)
 21 (12)

Suitability of the programming language
 2 (1.1)
 12 (6.9)
 54 (30.9)
 83 (47.4)
 24 (13.7)

Type of programming language employed
 4 (2.3)
 38 (21.7)
 74 (42.3)
 49 (28.0)
 10 (5.7)

Type of model used by the Database Management System
 3 (1.7)
 28 (16.0)
 83 (47.4)
 47 (26.9)
 14 (8.0)
T9

(continued on next page)
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Item
Fa
T
T

Fa
O
O

Fa
O
O
O

Fa
T
T
T

Fa
O
O

Fa
O
O

Fa
Response options
None
 Little
 Medium
 High
 Very high
n (%)
 n (%)
 n (%)
 n (%)
 n (%)
ctor 3

5
 Experience of the team
 0 (0)
 1 (0.6)
 18 (10.3)
 89 (50.9)
 67 (38.3)

6
 Level of ability of the team
 0 (0)
 0 (0)
 10 (5.7)
 101 (57.7)
 64 (36.6)
ctor 4

5
 Overall number of employees in the organization
 23 (13.1)
 56 (32.0)
 59 (33.7)
 30 (17.1)
 7 (4.0)

6
 Number of employees working in the development sector
 12 (6.9)
 26 (14.9)
 83 (47.4)
 40 (22.9)
 14 (8)
ctor 5

1
 Support from management
 0 (0)
 2 (1.1)
 29 (16.6)
 83 (47.4)
 61 (34.9)

2
 Managerial experience
 1 (0.6)
 7 (4.0)
 39 (22.3)
 77 (44.0)
 51 (29.1)

10
 Position of the Board of Directors in the corporate organizational chart
 6 (3.4)
 24 (13.7)
 66 (37.7)
 51 (29.1)
 28 (16.0)
ctor 6

3
 Suitability of the development method employed in the organization
 1 (0.6)
 3 (1.7)
 43 (24.6)
 86 (49.1)
 42 (24.0)

4
 Support of the departments connected to IT
 0 (0)
 9 (5.1)
 48 (27.4)
 87 (49.7)
 31 (17.7)

7
 Type of system development methodology employed
 2 (1.1)
 11 (6.3)
 56 (32.0)
 77 (44.0)
 29 (16.6)
ctor 7

7
 Employee turnover in the organization
 8 (4.6)
 33 (18.9)
 58 (33.1)
 54 (30.9)
 22 (12.6)

8
 Employee turnover in the development sector
 0 (0)
 12 (6.9)
 30 (17.1)
 77 (44.0)
 56 (32.0)
ctor 8

4
 Quality of the generated documentation
 0 (0)
 18 (10.3)
 38 (21.7)
 58 (33.1)
 61 (34.9)

9
 Frequency with which users request changes in the system
 3 (1.7)
 8 (4.6)
 47 (26.9)
 65 (37.1)
 52 (29.7)
ctor 9

3
 Sufficiency of budget
 0 (0)
 0 (0)
 30 (17.1)
 71 (40.6)
 74 (42.3)
O
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