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1. Introduction 

The new paradigms of Software Defined Networks (SDN)1 and Network Functions Virtualization (NFV)2,3 have 
recently redefined the vision of the Internet: the power of SDN is based on its characteristic of decoupling control 
and data planes, moving the network intelligence to a centralized controller. On the other hand, the emerging 
technology of NFV introduces an important change in the network service provisioning approach, leveraging on 
standard IT virtualization technology to consolidate many network equipment facilities and application services onto 
standard servers that could be located in data centers, network nodes and even in the end user premises4.  

Therefore, a joint application of SDN/NFV framework allows a Telco Operator to run network and application 
functions within virtual machines, by using NFV, and to dynamically steer traffic flows through the requested virtual 
network functions (VNFs) thanks to the underlying SDN network. By so doing, Telco Operators are migrating their 
networks from a completely hardware platform made up of hardware middle boxes5 or software routers6,7, towards a 
more flexible softwarized network where VNFs can be instantiated and migrated according to specific policies 
aimed at optimizing energy efficiency, costs and performance8,9, and taking into account congestion of parts of the 
network, or even faults, at run-time.  

Moving from this technical background, this paper proposes an SDN/NFV-based video surveillance platform 
allowing to easily deploy a huge number of IP cameras in the territory of a smart city, and associate the related video 
streams to interested users that may be local police, security forces, administrative entities and even simple citizens.  

Against the classical approach used by the legacy video surveillance systems10,11, here, thanks to the presence of 
the SDN/NFV interconnection network, the video stream generated by each IP camera is automatically rerouted 
directly to the “interested receivers” in a point-to-multipoint fashion. Thanks to this peculiarity, installation of new 
cameras is trivial because cameras do not need to be configured since where sending the video stream is 
automatically decided by the network. Moreover, thanks to the contribution of SDN, video stream generated from a 
camera is not replicated for each destination, while thanks to the contribution of NFV, new plugins can be easily 
added in the form of service chains of Virtual Functions (VFs) between the source and the destination of a data 
stream. For example, additional virtual machines can be run in the network to provide network- and application-
layer services, like for example video rate control12,13,14, flow encryption15,16, or TCP flow control17. Let us stress that 
point-to-multipoint communication is not realized with approaches that can be now considered obsolete, as for 
example peer-to-peer (P2P) multipoint communication, which may present some instability problems18,19,20. On the 
contrary, point-to-multipoint communication in the system proposed in this paper is realized within the network, so 
minimizing traffic and maximizing performance thanks to the possibility of orchestrating network-level and 
application-level resources at the same time. 

2. Platform description 

The target of the proposed platform is to develop a video surveillance platform that presents the following main 
peculiarities: smart, plug-and-play, flexible, scalable in terms of number of transmitting and receiving devices.  

More specifically, the access to the platform is achieved by positioning SDN/NFV-compliant Smart Access Node 
(SAN) devices realized by using general-purpose hardware providing WiFi or 4G connectivity, each being in charge 
of covering a small/medium area (e.g. car park, square, school and so on), and allowing the connection of both video 
transmitters and receivers. Each user connected to the platform, through a web application or a mobile app, has a 
map of the territory covered by the platform (i.e. the smart city), with all the active cameras represented with a green 
circle. Association of one or more cameras to a registered user is done very easily by clicking on the map viewed on 
the screen, or through a QR-code that is present in proximity of the camera. The user can then customize the 
received video and the events associated to each camera, for example requiring the system to be alerted in case of a 
motion detection from a specific camera. Other tools are available like for example a mosaic view conveying the 
flow stream of multiple cameras. Of course, more than one user can be “interested” to the same camera installed in a 
given area covered by the service. Thanks to the presence of the SDN/NFV underlay network, the video stream 
generated by each IP Camera is automatically rerouted directly to the “interested receivers” in a point-to-multipoint 
fashion. Thanks to this peculiarity, installation of a new camera is trivial because no additional configuration is 
needed: the destination of a video stream is automatically decided by the Platform Orchestrator. Moreover, thanks to 
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the contribution of SDN, video stream generated from a camera is not replicated for each destination, while thanks to 
the contribution of NFV, the platform is able to support a large number of personalized services based on the users’ 
requirements: more in detail, each data flow during the path from source to destination will traverse a set of VFs 
(service chain) according to the kind of service requested by the end user. Furthermore, the platform is able to easily 
integrate new plugins in order to support new capabilities and provide new functionalities. 

The proposed video surveillance platform (VSP), as shown in Figure 1, is constituted by five main blocks: video 
sources, users or video receivers, SDN/NFV Network, Virtual Functions or Service Plugins and Video Service 
Manager.  

Video transmitters are any networked device that is able to transmit video to an IP address, like for example 
webcams, IP cams, smartphones and tablets. It can use any standard encoders, at any resolution. Video receivers, on 
the other hand, include smartphones, tablets and personal computers.  

The Service Manager represents the front-end of the platform. It manages the platform users, with their profile 
and their requirements, and the registered video transmitters. Moreover, by connecting to it through a web interface  

or a mobile app, users can customize the received services, as explained below. One of the main characteristics of 
platform is its extendibility. This is achieved by installation of additional optional elements called Plugins. Plugins 
are software tools that are compliant with a specific interface towards the network. These plugins, together with the 
basic services already provided by the platform at the beginning of the service setup, can be easily concatenated to 
realize more sophisticated services. 

Example of possible plugins are: 
• Video cryptography: this plugin is constituted by two pieces of software, one to be inserted at the beginning 

of the chain to encrypt the transmitted video, and the other at the end of the chain, to decrypt the received 
video. 

• Area monitoring: this plugin allows the user to define a portion of the monitored area in order to receive an 
alert if some movement is revealed in it. 

• Area obscuring: this plugin allows obscuring a portion of the monitored area for privacy reasons. 
• Target follower: this plugin allows to point a given target (for example a person viewed in a camera), and 

follow it even if moves to areas covered by other cameras, useful in security scenarios. 
• Mosaic: this plugin allows a user to compose more than one video streams, each coming from a different 

camera, into one composite video stream, so achieving the possibility of watching more than one flow 
simultaneously. 

Finally, the SDN/NFV network is a communication infrastructure that is compliant with the software defined 
network (SDN) and network function virtualization (NFV) paradigms. Thanks to these paradigms, it is possible to 

 

Figure 1. Application scenario. 

 

 

Figure 2. Smart Access Node Architecture. 
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“softwarize” both network and application functions in the network nodes, and centralize the intelligence to 
coordinate, manage and allocate resources in a central entity called Orchestrator.  

By using an SDN/NFV network, it will be possible to easily connect video transmitters and receivers to the 
platform in a “plug-and-play” way, by means of Smart Access Nodes. In fact, thanks to the NFV paradigm, it is 
possible to create a service chain to manage video flows while, thanks to the SDN paradigm, video flows generated 
by video transmitters are intercepted at the entrance of the network, and automatically redirected to a required 
service chain, and finally redirected to the interested receivers. 

The application of the SDN/NFV paradigms provides the platform with a scalability characteristic, making the 
most important difference in respect to the current state of art. In fact, in the state-of-art video surveillance systems, 
video processing is done in a centralized server deployed over-the-top (OTT) in respect to the underlying network. 
Therefore, in those systems, the underlying network has to be able to convey to the centralized server as many input 
flows as the number of input cameras, and from the centralized server to the users as many flows as the number of 
receiving users. On the contrary, in this case, video streams produced by cameras can be processed directly on the 
edge nodes, close to the video sources as much as possible, according to the fog computing approach. Moreover, 
users interested in the same video flow and accessing the network through the same edge access node cause a load of 
only one flow, the one directed towards the egress node. The point-to-multipoint communications is realized by the 
egress node, so avoiding any waste of bandwidth in the core network. For this reason, increasing the number of both 
video transmitters and receivers do not cause an increasing of the load and the complexity of the underlying network. 

3. Benefits achieved with this technology 

Taking into account the state of art of video-surveillance systems that are present on the market today, the 
proposed platform has the following peculiarities that, in the Authors’ view, can stimulate the interest of the main 
system stakeholders, i.e. Telco Providers, Users and third-party video-surveillance service providers. In fact, thanks 
to the presence of the SDN/NFV technology used to realize the SANs and the NANs, the platform presents the 
following key advantages: 

1) Reduction of network traffic, with consequent performance improvements. In fact, the data stream generated 
by each Data flow Sender is automatically rerouted only and directly to the “interested receivers” in a point-
to-multipoint fashion, within the network, avoiding any need of over-the-top (OTT) servers, which cause 
flow replication even for users accessing the network through the same ingress node. 

2) Scalability. Network traffic does not increases when a user requesting a given data flow accesses the 
network from an access node where at least one user is receiving the same flow. Moreover, network traffic 
increase is linear with the number of Data flow Senders. 

3) Low end-to-end latency. This advantage derives from the application of the fog-computing paradigm, given 
that many VFs are provided to the users by their access nodes. 

4) OpEx and CapEX reduction, since it is realized by software tools running on general-purpose hardware. 
5) Plug-and-Play. Installation of new cameras or other Data flow sources is trivial because they do not need to 

be configured: destinations of their video streams are automatically decided by the SDN/NFV Orchestrator. 
6) Platform add-ons. Platform is able to support a large number of personalized services (e.g. video 

cryptography, area monitoring, area obscuring, target follower, mosaic) installed as plugins on some SANs 
or core nodes according to the users’ requirements. More in detail, according to the kinds of service 
requested by the end users, each data flow is routed through the set of required VFs organized in service 
chains; furthermore, the platform is able to easily integrate new plugins in order to integrate new 
capabilities and provide new functionalities. 

4. Proof of concept 

4.1. Emulation framework 

The emulation framework has been realized by means of the interconnection of the network emulator Mininet 
with real devices, such as wireless access points, 4G femtocell, PCs and smartphones. The SDN controller involved 
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in the proposed network topology is a customized version of OpenDaylight. By the way, all the various component 
of the platform will be described. 

4.1.1. Mininet (computing and networking virtualization environment) 

Mininet21 is an open-source network emulator that allows users to create virtual software-defined networks 
consisting of an OpenFlow22 controller, flat Ethernet network of multiple OpenFlow-enabled Ethernet switches, and 
multiple hosts connected to those switches.   

The platform set up in our environment has the peculiarity of binding, by means of Python-language 
configuration scripts, OpenFlow switch ports with network interfaces of physical devices that result, in such a way, 
directly connected to the emulation framework. This solution allows the interconnection of physical wireless Access 
Points (APs) and 3G/4G Radio Access Networks (RANs) to the emulated network and, consequently, any physical 
device (such as smartphone, pc or any other internetworking appliances) connected to the APs/RANs results as 
being part of the emulated network.  

4.1.2. OpenDaylight (SDN controller) 

The SDN controller involved in the emulated platform is the open-source OpenDayLight23. It is a Network 
Operating System for SDN-NFV developed under the auspices of the Linux Foundation and written in Java.  

It acts as a Controller in an SDN-NFV enabled infrastructure, also allowing the management of networks divided 
into slices. In the current demonstrator, it was used the version Hydrogen of OpenDayLight which support 
OpenFlow 1.0 specifications. OSGi, a Java framework that allows having a modular system, has been exploited. 
Thereby, it is possible to extend the functionalities of ODL by using so-called Bundles. A Bundle is a component 
written in Java, using the OSGi Framework and OpenDayLight Java API, which allows the creation of a module for 
the Controller; a Bundle is executed inside the Controller and can interact with switches in the network. 

OpenDayLight interacts with L2 Switches and Applications using Southbound and Northbound interfaces, 
respectively. Northbound exposes a REST API service that allows managing the network.  

To realize the interaction between Southbound and L2 Switches, ODL supports different protocols; in the 
proposed framework it has been employed OpenFlow 1.0 to guarantee the compatibility with the Open VSwitches 
emulated by Mininet.  

4.1.3. 4G femtocell + Accuver XCore (LTE access network + EPC emulator) 

In order to provide the emulated platform with a mobile access network, a “4G femtocell in a box” has been 
connected to the platform. The attached femtocell, providing LTE connection to mobile devices moving in the area 
covered by it, was connected to the EPC Emulator Accuver XCORE24 running in a Laptop through a Wi-Fi router. 
The connection between these two elements is realized by means of a VPN preconfigured in the femtocell firmware 
and in the laptop. The XCORE EPC Emulator implements the function of the whole EPC infrastructure on a single 
PC, allowing in this way the possibility to test and develop solutions for LTE systems without the need of a real 
network infrastructure. We used Samsung Galaxy S4 smartphones that were preconfigured to work with the 
femtocell by mounting a specific SIM card.  

4.1.4. KVM (virtual functions hypervisor) 

Kernel-based Virtual Machine (KVM)25 has been chosen as virtual functions hypervisor. A client-server 
application has been developed with the aim of interfacing Network Orchestrator and hypervisor. Clients run in the 
compute nodes, i.e. the smart access node of the proposed architecture, and communicate with the server from 
which they receive commands to create, destroy, suspend or migrate virtual functions.  

4.1.5. Topology 

A testbed topology, shown in Figure 3, has been realized by means of two Intel NUC MiniPCs DC53427HYE 
(Ubuntu 14.04 as Operating System), named MiniNet PC and PC B, running MiniNet network emulator and the 
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OpenDaylight controller, respectively. The MiniNet PC is equipped with three USB-Ethernet adapters in order to 
provide the required network interfaces for the data and management plane; three WiFi access points act as CPE for 
802.11 compliant devices such as PCs, tablets and so on; finally, a 4G FemtoCell coupled with the related EPC 
Emulator provides access to 4G smartphones connected to the platform.  

The machine hosting OpenDayLight controller is also used to host the Orchestrator as well, so acting as the SDN 
network Controller and as the front-end Server for our service. It was connected with built-in Ethernet interfaces to 
the other NUC to the manage network, and with a USB-Ethernet adapter to an access point (is this way it can be 
addressed for nodes inside the emulated network). 

A customized launching and configuration script for MiniNet, written in Python language, allows binding among 
the three physical Ethernet ports of the MiniNet PC and the Open vSwitches emulated by the network emulator.   

The overall emulated infrastructure is therefore composed by a fully-virtualized section (provided by the MiniNet 
tool) and a real network section, connected to the previous part by means of the configuration script thanks to which 
physical devices result attached to virtual switches. 

The virtual network is composed by 8 SDN switches, subdivided into 4 core nodes connected in full mesh 
manner and 4 edge nodes acting as Smart Access Nodes (SANs), one for each core node.  
The physical devices involved in the platform are three WiFi access points, connected to the Smart Access Nodes 
SAN1, SAN2 and SAN4, each providing wireless connectivity to WiFi devices; the Accuver Femtocell provides 
LTE radio access and it has been connected to the SAN 2 of the virtualized network. In such a way, it is possible to 
test the SDN-NFV service also involving 4G access technology. 

4.2. Testbed 

A simple proof of concept has been launched in the above topology. More in detail an IP camera has been 
connected to the Smart Access Node 1 meanwhile an Android smartphone running the mobile App has been 
connected to the Smart Access Node 2. SANs host Open vSwitches and NFV Manager Clients: once started, the first 
connect to the Open Daylight Controller, the latter connect to the NFV Manager Server, both two hosted in PC B.  

We developed a User mobile app for Android with the purpose of testing the platform functionalities. The mobile 
app has been developed in Android Studio v2.3, ensuring frontward compatibility with Android 5.0 (Lollipop). By 
means of the mobile App it is possible to: 

- Register an IP camera to the Video Surveillance System; 
- Join the service. 

 
Figure 3. Testbed topology. 
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An IP camera is registered by inserting its MAC address, location name (i.e. a symbolic reference to the place 
where the camera is deployed), geographic coordinates (to enable the geolocation by means of Google Maps),      
QR-code (user can choose cameras he is interested to by means of a QR-code reader integrated within the app), 
available services (motion detection, recording, live streaming, face recognition, etc.), and restrictions (users or 
group of users allowed to exploit services).   

Once registered the IP camera, the Video Service Server communicates its IP address to the back-end server that, 
through the SDN controller, knows the SAN the IP cam is connected to. In our example a virtual function Acquirer, 
enabling the live video streaming, is launched in the SAN 1. It acts as the root of the logical content delivery tree 
and its main tasks are recognizing the media streams (coming from one or more cameras), receiving transmission 
instructions from the Orchestrator (in the form of a list of IP addresses where the media stream have to be 
forwarded) and forwarding video flows towards the destinations. 

In the second phase of the testbed an User joins the service, by means of his mobile app, accessing the network 
from the SAN 2. The mobile app connects to the Video Service Server allowing User to: select the IP camera by 
means of its QR-code, its location name or selecting it by exploiting a map; choose the service among the ones 
associated to the selected camera. Once selected the camera and the service, the Video Service Server communicates 
the triple (IP User, ID Camera, ID Requested Service) to the Orchestrator; the latter knows the SAN where the User 
is connected to by sending a query to the SDN controller and communicates with the NFV Coordinator to instantiate 
a virtual function Edge Streamer within the SAN 2. Actually, Edge Streamer performs a transcoding of the video 
flow by making it compliant with the video player running on the mobile phone and based on the Vitamio library 26. 
The Edge Streamer is realized by using a customized version of the open source software Multicat27. 

After instantiated the Edge Streamer, the Orchestrator sends the new destination IP address to the virtual function 
Acquirer that updates the list of the video flow receivers. From now on it begins the video flow transmission from 
the IP camera to Users who requested it. Workflow of the above described testbed is shown in Figure 4.    

 
Figure 4. Sequence diagram of the proposed proof of concept. 
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 Conclusions 

Design and deployment of the proposed platform involves and stimulate a multidisciplinary future work, since it 
involves expertizes in the fields of telecommunications network, computer science, computer programming, data 
center management, mobile 4G and 5G networks, video encoding, computer forensics, security, web and mobile app 
design. For this reason, deployment of this platform can be seen as a first seed to create an infrastructure of 
competences in further extending the platform for a more sophisticated service with better performance. 
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