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I dentifying critical risk factors of sustainable supply chain
management: A rough strength-relation analysis method

Abstract

Sustainable supply chain management (SSCM) is gligdbecoming a strategic
imperative for companies. Different sources of fizg&tors may appear in SSCM due
to its complex nature. Most of the previous studiessider less about the effect of
strength of each risk factor on the interdependencio solve the problem, a rough
weighted decision-making and trial evaluation labory (DEMATEL) is proposed.
Both internal strength and external influence dfkrifactors are simultaneously
considered to fully reflect the priority of riskd@rs. The novel approach also has
merit in flexibly manipulating the vagueness andoaguity involved in risk analysis.
The applicability and effectiveness of the proposexthod are validated by applying
it to a company providing telecommunications prdaduhe results show that failure
to select the right suppliers is the most prominesk factor for SSCM, because
supplier selection plays an important role in acimg the social, environmental, and
economic benefits of SSCM. The proposed methodeamsed as an effective tool to
identify critical SSCM risk issues and interrelaships between different risk factors.

Keywords. Sustainable supply chain management; Risk ideatin; Sustainability;
Strength-relation analysis; Rough numbers.

1. Introduction

Global supply chains today are increasingly expasesdricter regulations, audits and
certifications of sustainability. There is also r@wing awareness of the requirement
for companies to proactively build the sustain&pibirinciples into their supply chains
(Su et al, 2015). Sustainable supply chain management (SS@slpeen defined as a
strategic, transparent integration and achievenwénsocial, environmental, and
economic goals (Svensson and Wagner, 2015) in ysiemic coordination of key
business processes for improving the long-term @wan performance of the
individual company and its supply chains (Carted dBaston, 2011). Due to
uncertainty of the global economy, increased outsog/offshoring activities and
information technology advances, the SSCM are pgagbanore vulnerable and
exposing companies to higher level of risk (Trknaaa McCormack, 2009).

Risk factor is considered as the uncertainty amekpectedness associated with the
occurrence of any event (Gurnani et al., 2012).r&laee different categories of risk
factors faced by SSCM, such as economic risk facemvironmental risk factors, and
social risk factors. The key minority of risk facdanay have significant effect on the
performance of SSCM. It is necessary for manageigentify the critical risk factors
especially when the risk management resourcesnaited.

Risk checklist and risk taxonomy are two qualattools used in risk factor
identification (Chapman, 2011). The risk checkigsta list of risk factors which are
identified based on previous projects and expeeasfananager. The risk taxonomy
provides a structure to organize the checklistisk factors into general classes. But

2



the two methods consider less about the intercdiomscof risk factors. The analytic
hierarchy process (AHP)-based approaches are ysagpilied into the risk factor
prioritization of supply chain management (Schoenkeé al, 2008). To manipulate
the vague information in decision making, fuzzy AidRitilized in risk factor ranking.
Mangla et al (2015) use fuzzy AHP to rank the risk factors asged with green

supply chain practices; Viswanadham and Samvedi3R@pply fuzzy AHP to

identify performances and risk-based decision maitef supplier selection. These
AHP-based methods suffer from the same shortconahgbecklists and taxonomies,
and consider less about the interconnections arsgpgly chain risk factors.

Most of the SSCM risk factors are often corralate practice. Environmental
issues such as pollution or product waste probleas damage the company
reputation, which in return will most likely decesasales and profit, damage brand
strength and cash flows. Such interrelations batw&8CM risk factors may affect
their priority decision making. The “hidden influmes” of a certain risk factors in
connection with other risk factors may cause suthstadamage$Chopra and Sodhi,
2004), and the direct and indirect interrelatiohask variables may also influence all
supply chain partners (Elmsalmi and Hachicha, 2058)me researchers use the
decision-making and trial evaluation laboratory \M&TEL) method to explore the
interconnections among risk factors. The DEMATER igractical tool to visualize the
structure of complicated causal relations with atirelation matrices or digraphs (e.g.,
cause and effect diagram, interaction map) whichirggs a contextual relation
between system elements (Fontela and Gabus, 19i@astava et al. (2015) use the
DEMATEL to analyze interrelationship between riskctbrs and performance
measures for fresh food retail firms; Wu and Chg@ii5) use DEMATEL to analyze
critical factors in green supply chain managem&hese DEMATEL-based methods
do not take into account the effect of each fastmgngth on the influences among the
factors. The decision-making process of risk factovolves large amount of
information and expert knowledge that are usuathprecise, subjective or even
inconsistent, because decision makers use the waghel judgments to evaluate the
internal strength of SSCM risk factors. Preciseisien-making processes are not
suitable to manipulate such information. To marapeilthe subjective assessments of
different experts, fuzzy DEMATEL method is appli¢dl identify the interactions
between supply chain risk criteria (Samvedi and,J2013). The fuzzy DEMATEL is
also used in other fields, e.g., municipal solidstgamanagement (Tseng and Lin,
2009) and hotel service quality (Tseng, 2009). Thezy methods need priori
information (e.g., pre-set fuzzy membership functiovost of the previous studies on
supply chain risk management has rarely analyzethmability issues in supply
chains (Hofmann et al., 2014), and has seldom iated sustainability issues into the
existing supply chain risk literature (Borghesi &audenzi, 2012).

Although the previous work provides valuable ghés into the risk factors of
conventional supply chain management, Schoenheal. €2008) consider less on
analyzing the risks in the context of SSCM. Wu &ldang (2015) explore the
relations between supply chain risks, but very fewdies take into account the
importance of each factor which may affect the giifoamong the factors. The
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previous approaches also lack a flexible mechanisnieal with the subjective
evaluations of experts and need much priori infdioma (e.g., pre-set fuzzy
membership function in fuzzy methods).

The objective of this study is to find the craicSSCM risk factors and
interrelationships with a novel method of rough gied DEMATEL. Rough number
derived from the basic notion of approximationsangh set theory (Zhai et al., 2009)
Is also introduced to deal with the imprecise infation. Internal strength of each risk
factor is determined at first with the rough ag@temn method to include the
uncertain information in the decision making precd® represent external influences
between risk factors, a direct-relation matrix augh number form is constructed at
the same time. A total strength-relation matrixttsanultaneously considers the
internal strength and external influence of risktéas is then developed to fully
reflect the overall influence of SSCM risk facto&SCM risk factors are finally
prioritized based on the overall influence of edask factor to obtain the critical ones.
The contribution of this study includes (1) considg the strength and the influence
of risk factors simultaneously in the DEMATEL tdllfureflect the accurate position
of risk factors, which does not appear in the pesiliterature; (2) using flexible
rough numbers to manipulate the vagueness andcsiwiije without requiring much
prior information (e.g., fuzzy membership function fuzzy methods, data
distribution); and (3) understanding the relatiopsbetween SSCM risk factors to
generate useful insights and actionable points, leld supply chain managers to
focus on the key emerging issues of concern thataffact SSCM performance.

2. Method

Twenty SSCM risk factors are obtained in Table thva systematic and extensive
literature survey of supply chain risk, risk mamagat and sustainable operations.
One goal of this research is to explore the intatienships between SSCM risk
factors from the economic, social and environmemspectives (Tseng et al., 2015).
The twenty SSCM risk factors are grouped into fougin dimensions, namely,
operational risk factors (Chopra and Sodhi, 20@4pnomic risk factors (Hofmann,
2011), environmental risk factors (Giannakis anddélapoulos, 2016), and social risk
factors (Giannakis and Papadopoulos, 2016). Tisisareh also expect to explore the
relationships between the sustainability-relatestk factors and the operational risk
factors. The four types of SSCM risk factors areomporated in the analytical
framework. The details of the recognized SSCM faktors with their sources are
summarized in the Table 1. After obtaining the fsgtors, an integrated approach of
critical risk factor identification for SSCM is delped in the following text. A
schematic diagram of the proposed method is predent~ig. 1.



Tablel
Risk factors of SSCM.

Risk factors

Description

Operational risk factors (Chopra and Sodhi, 2004)
RF1: Demand and supply uncertainty (Tang and M234a])

RF2: Failure to select the right suppliers (Jhariehand
Shankar, 2007)
RF3: Lower responsiveness performance (Simchi-12840)

RF4: Inflexibility of supply source (Sharma and B2014)

RF5: Poor quality or process yield at supply soifecenmala
and Schoenherr, 2011)

RF6: Coordination complexity/effort (Kanda and Desikh ,
2008)

RF7: IT and information sharing risks (Dubey et 2017)

RF8: Lack of sustainable knowledge/technology (Tand
Tomlin, 2008)
Economic risk factors (Hofmann, 2011)

RF9: Volatility of price and cost (Tang and Mus@12)

RF10: Inflation and currency exchange rates (Turaraad
Schoenherr, 2011)
RF11: Market share reduction (Afgan and Carval@®4)

RF12: Reputation loss or brand damage (Sodhi,e2@l2)

Environmental risk factors (Giannakis and Papadys2016)

RF13: Natural disasters (Waters, 2011)
RF14: Inefficient use of resources (Diesendorf,7200

RF15: Environmental pollution (Blackburn, 2007)
RF16: Hazardous waste generation (Dies et al.,)2013

Unanticipated or inaccurate demand forecasts; taingr due to huge competition in the market;
Underutilization and overutilization of capacit@scapacity inflexibilities.

Failure to select the suppliers with better sustaility performance on social, environmental, and
economic goals.

Failure to respond to changes in demand (volume, lsgation) quickly and at reasonable cost.
Inflexibility of supplier (e.qg., inflexible capagit to adapt to environment changes (e.g., demand
changes) which may cause delays.

Failure to identify, monitor and reduce supply chdisruptions or errors in production or delivery.

Extra coordination burden due to information dittar, different goals of SSC members, or
disputes between the partners.

Lack of necessary IT infrastructure and mechansoapture and disseminate timely information
among chain members.

Lack of sound knowledge and understanding abotaisable technology, operations and method
among partners.

Volatile price and cost (e.g., eco-friendly raw erél price, design cost, purchase cost, sourdg cos
and make cost), which cannot ensure timely andbigidelivery and maintain quality.

Inflation and variations in currency exchange ratesld affect the financial concerns, and SSC
effectiveness might be affected.

Decrease in market share due to exterriatemnal reasons (e.g., competition and poor ggalit
Reputation and credibility hurt of the firm, causicustomers not to consider the firm as a possible
source for meeting their needs.

Rare bursadisruptions caused by natural disasters (lamess, flood, storms, earthquakes).
Inefficient resource (e.g., energy, recyclable eg)stise for the production and delivery of goods
and services.

Airater, soil or other contamination due to fagitiperations or products.
Unusable or unwanted substance or material gextiduring, or as a result of a process, such as



Social risk factors (Giannakis and Papadopoulo$620
RF17: Unhealthy/dangerous working environment
(Halldorsson et al., 2009)

RF18: Violation of human rights (Clift, 2003)

RF19: Failure to fulfill social commitment (Maloand
Brown , 2006)
RF20: Violation of business ethics (Roberts, 2003)

manufacturing or transportation.

Working conditions under unhealthy operations itrusting workplace/use of hazardous materials
that threaten health and safety of employee.

Behavior violating dignity of an individual or cti/ag a degrading, e.g., hiring child and forced
labor, discrimination, excessive working time beydegal requirements.

Failure to involve in local community, educationjtare and technological development, job
creation, healthcare, societal investment.

Behavior violating business ethics, e.g., cormuptunfair-trading, and privacy invasion, etc.




1
Internal strength determination for SSCM risk factor

Step 1.1. Evaluate internal strength of risk
factor with linguistic scale

v

Step 1.2. Convert the obtained internal

strength of risk factor into rough interval form

y

Step 1.3. Determine the aggregated internal
strength of SSCM risk factor

Construction of direct-relation matrix

Step 2.1. Construct the direct-relation matrix|
in crisp number form

v

Step 2.2. Convert the direct-relation matrix
into rough interval form

v

Step 2.3. Determine the aggregated direct-
relation matrix in rough interval form

Step 3.1. Construct the group direct
strength-relation matrix

Y
Step 3.2. Normalize the group direct
strength-relation matrix

y
Step 3.3. Determine the total strength-
relation matrix

v

Step 3.4. Remove the roughness in total
exerted and exerting influence of risk factgr

I dentification of critical SSCM risk factor

1

: Step 4.1. Calculate “Prominence”/“Relatior]”
| and prioritize risk factors
1 v
1

1

1

Step 4.2. Determine the cause and effect
relationships between risk factors
T e 3

The critical SSCM risk factors

Fig. 1. The proposed critical risk factor identificatioppsoach.
2.1. Internal strength determination for SSCM risk factors

Step 1.1. Evaluate internal strength of SSCM risk factordwimguistic scale

When considering the interactions between two @38k factors, the interaction
not only depends on the intensity of influencing &kso on the strength of the SSCM
risk factors that exerts. A certain change of edstome products which are supplied
by two different suppliers may occur. One suppigtdarger (higher strength), the
other is smaller (lower strength). If the two suerd react to the cost change similarly,
the change in a total supply cost of the largepBepwill be much bigger than that of
the smaller one. The final effect of the interactiobetween SSCM risk factors
depends on a combination of strength of an acaotpf and influence of an action.

Team members bring different perspectives totile®SCM risk factors. Team
composition becomes an important determinant ofqtnaity of risk identification.
Procurement experts, production experts, R&D esperistomer service experts, and
marketing experts should be involved in the deoisimaking process of risk
identification. The decision maker can evaluateithiernal strength of all the SSCM
risk factors using the 5-point verbal scale in €l If a decision maker considers
that the internal strength between two SSCM riskdis is negligible, or the decision
maker cannot assign any other linguistic term ® $$CM risk factors, the internal



strength of the risk factors can be set as “Nagfire'.

Table 2

Linguistic terms for rating internal strength of@8 risk factors.

No. Linguistic terms Corresponding scores
1 Very high strength (VHS) 4

2 High strength (HS) 3

3 Medium strength (MS) 2

4 Low strength(LS) 1

5 No strength(NS) 0

Step 1.2. Convert the internal strength of risk factors irgagh interval form
After obtaining the internal strength of riskctiars in linguistic form, it is
represented with the crisp scores in Table 2. Tiep group judgment ok experts

can be denoted a§ ={s, -, &+, &,i=1,2,..n, where s is thekth expert’s

assessment on the internal strength oftth&SCM risk factor (Rl; mis the number
of experts, and is the number of risk factors.

Assume there is a set of classes of expert judgmentsJnand the elements
(k=1,2,...m) in J are ordered in the manner @e,<... < &<...< en U is the
universe including all the objects aAds an arbitrary object df, and then the lower

approximation Apr(e,) and the upper approximatioA_m(q) can be defined (Zhai
et al., 2009) as:
Lower approximationApr(g) =W AD U/ I A< ¢

Upper approximation:Apr(e)=U{ ADU/ I A= & (1)
The judgmentk can be represented by a rough number defined dgwtsr limit

MQ() and upper IimiLi_m(Q() as follows (Zhai et al., 2009):

)3 S %
m(ﬁ):%, Lim(q):%, (2)

where x and y; denote the elements in lower and upper approxamatf e,
respectivelyN, andNy are the number of objects included in the lowerapmation
and upper approximation ef.

With Egs. (1)-(2), all the elements (k=1,2,...m) in J can be converted into

rough numbersRN(g) as

RN(g)=[ Lini @), Lirt8]=[e: e ], (3)
wheree, and e, represent the lower limit and upper limit of rouglmbeRN(g),

respectivelyA rough number with a smaller boundary intervainigrpreted as more
precise one.
According to Egs. (1)-(3), the rough number farfrthe kth expert’ assessment on

theith SSCM risk factor (RfFstrength § can be obtained as

§ =13 %"] (4)
where §“and § represent the lower limit and upper limit of rouglmber §,
respectively.



The crisp group judgments df experts S ={s, §,---, &, & (i=1,2,...n,
k=1,2,...m) can be converted into rough number form as
S :{g, ~§ ~i§...,~i
={[§5 FLIE ) 57878, 7% TS
Step 1.3. Determine the aggregated internal strength of S$iSkffactors
Different decision makers in the decision team assigned different weights in
terms of their knowledge and expertise. The weigbitsdecision makersw,

(k=1,2,...m) can be acquired by the method of pair-wise compar(Hafeez et al
2002).

According to the arithmetic operations of roughmmbers in Appendix Al, the
rough aggregated internal strength of SSCM ristofaccan be obtained as

§= ki w, ¥ =[er_n) vv}%%;m WiE (6)

whered W, 3" and > w,§" represent the lower limit and upper limit of tteeigh
k=1 k=1

(5)

aggregated internal strengdh respectively.

2.2. Construction of the direct-relation matrix

Step 2.1. Evaluate influence between risk factors to comstrine direct-relation
matrix

The m supply chain risk experts assess the direct inflas between the SSCM
risk factors RF(i=1,2,...n) in terms of verbal scores in Table 3. The verbaledor
an influence assessment is converted into the egative integer from 0 to 4,
according to the mapping in Table 3.

Table 3

Linguistic terms for rating direct relations betwme®SCM risk factors.
No. Linguistic terms Corresponding scores
1 Very high influence (VHI) 4

2 High influence(HI) 3

3 Medium influence(MI) 2

4 Low influence(LI) 1

5 No influence(NI) 0

Thenxn direct-relation matrix M, of thekth expert is obtained as follows:

0 5 .. r
k k

M= O "l ke1,2,..m )
rnkl rnk2 O

where I’ijk represents ttkeh expert’ assessment for the influence ofitheSSCM risk

factor (RF) on thejth SSCM risk factor (R, mis the number of expertandn is the
number of SSCM risk factors.



Note that rijk =0, whei¥j. This indicates that théh SSCM risk factor (Rfrcannot

exert influence on its own.

Step 2.2. Convert the direct-relation matrix into rough mvt& form
From Step 2.1k direct-relation matrices of SSCM risk factors at#ained. The

element rj in the group direct-relation matri¥R can then be obtained by

synthesizing the elemer'l‘l;k in thek direct-relation matrices sequentially. The group

direct-relation matrix R can be acquired as follows:

0 ru M
ﬁ: r'21 O I on (8)
Fnl Fnz 6 |

where Iy ={r\ 76,5, ™, , and 0={0,0,...,0hm,

Direct-relation assessment of SSCM risk factersaicomplex pair-comparison
decision-making process involving large amounnédimation and expert knowledge
that are usually incomplete, imprecise, subjective@ven inconsistent. The decision
makers often use vague linguistic terms which aeguently expressed using such
statements as “Very high influence”, “High influeric “Low influence”, “Very low
influence” and “No influence” to evaluate the irgtetions between different SSCM
risk factors. The rough number is used here to pudaie the imprecise information.

According to Egs. (1)-(3), theh rough direct-relation matrix|\7|k can be
obtained as follows:

[0,0] [r,rS1 ... [rir
KL . kU KL .. kU

w, =| ) OO g )
[nle’ nl] [rn2’ n2 [O!O]

where rijkL and riij are the lower limit and upper limit of the rougtarval form of

respectively.

IJ ’
Step 2.3. Determine the aggregated rough direct-relatiorrimnat

Based on the weights of decision makevs (k=1,2,...m) obtained in Step 1.3
and the arithmetic operations of rough numbers,inldeszidual rough direct-relation
matrixes M, are aggregated into the group rough direct-relatiatrix M as

0.0 [rprel o [rarsl
=3 (w xM,) = [rZLl’:rgl] o0 [rg"f o (10)
[ fal [reafed -+ [0,0]

The aggregate rough interv@l',r”] in the group rough direct-relation matrix

l’lJ

M can be obtained as follows:
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m m
L — kL U kU
i = § l,Wk i = 2 :Wk L (11)
k=1 k=1

where rijLandrijU are the lower limit and the upper limit of roughnmuoer [rijL,ﬁjU] ,
respectivelym is the number of decision makers.

2.3. Determination of thetotal strength-relation matrix

Step 3.1. Construct the group direct strength-relation matrix
The rough numbers representing the strength @Ms%isk factors (obtained in
Step 1.3) are inserted into the principal diagafalhe group direct-relation matrix

M (obtained in Step 2.3), i.edy = internal strength of the risk factor RFori =],
dij = influence of the risk factor RBn the risk factor RF
The group direct strength-relation matixs obtained as

d, d, .. d
p=| %2 %= % (12)
dnl dn2 dnn

where

D w, 35> w3, i=
dij = [dijL’ q,u] = k: k;l
D WeES > Wb i # .

k=1 k=1

Step 3.2. Normalize the group direct strength-relation matrix

After obtaining the group direct-relation matbx the linear scale transformation is
used as a normalization formula to transform theraction scales of SSCM risk
factors into comparable scales. To ensure theemdst of the total strength-relation
matrix T if there are at least two positive elements inrtfarix D and both are not in
the same row, the normalized group direct-relatatrix C is obtained as follows:

Ui11 Ellz [J:h
C:[aij]nxn: u'21 U.22 -+ Un (13)
_anl anZ e ’[Jnn_
- duL qU L U by L uhy u
where uj =[—%, ] =[u, '], y= nL”l_ax(ZZd” 2. >.d’), u and uw are the
y Vv L

lower limit and upper limit of the rough numhgt respectively.
Step 3.3. Determine the total strength-relation matrix

Once obtaining the normalized group direct stiiemglation matrixC, the rough
nLLJmeers within this matrix can be separated infmas®e sub-matrices, i.€c- and
C-.

L L L U U
u, U, u 11 12 e ULJJn
L L L u U
u u “ee u u u e uU
Cl= '21 '22 . .21 and cV= .21 .22 x (14)
L L L U U
u, u, - U, u, u, - hn
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The total strength-relation matrik (= L, U) can be acquired according to the
Theorem 1 in Appendix A2.

T =[], =C(1-CH 7,
T =[], =C’(1-C") ™. (15)
The total strength-influence matrix (s= L, U) exists, because the series in Eqg.
(15) converge, if at least one row sum of the malrelements is less than 1. This is

ensured by the normalization defined in Step 32n&ead and Snell, 2006).
The total strength-relation matrixcan be represented as

£, f, .. G
_ t, t, -t

T as)
t~nl fn2 fnn

where £, =[t",t’] is the overall influence rating for the risk fac®F against the
risk factor RF- considering the internal strength of risk factots. and t’ are the
lower limit and the upper limit of the rough intefvt, in the rough total

strength-relation matriX, respectively.

Step 3.4. Remove the roughness in total exerted and exartfhgence of risk factors
The sum of rows and the sum of columns of thersatricesT", T, denoted by the

rough numbersx and ¥, , can be obtained as follows:

X :Zf, Y :ij ,1=1,2,..0; j=1,2,...0. (17)
j=1 i=1

The sum of all elementg, of theith row of the matrixXT is interpreted as the total
influence exerted by the risk factor R#n all other risk factors in the system
considering internal strengths. The sum of all fesdtorsy, of the jth column of the
matrix T is interpreted as the total influence exertedIbgther risk factors on the the
risk factor RE-considering internal strengths.

To effectively determine the “Prominence” and tRelation”, the sum of rowsx

to the sum of columnsy, in the total strength-relation matrixneed to be converted

into the crisp formsx™ and §™ as follows:
(1) Normalization
%E= (¢ -min¥) /A, %= (¢ -min ) /AT (18)

min min

" and x’ are the lower limit and the upper limit

min i

where AT =maxx’ — minx", x,
I I

L

of the rough numberx , respectively; X~ and %’ are the normalized forms ok'

and x’ .
(2) Determination of a total normalized crisp value
Xx(L-x)+ R x ¥
a; = TR (19)
1-% +%
(3) Computation of the final crisp fornx*for %
X =minx"+ag A (20)

The final crisp form §°* for §, can be obtained similarly.
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2.4. |dentification of critical SSCM risk factors

Step 4.1. Calculate “Prominence”/“Relation” and prioritizeskifactors

The vectorP; named “Prominence” is made by addikf" to §°'. The vectoR
named “Relation” is made by subtractirg®'to .

P=x"+y" R=%-y" wheni=] (21)

The vectorP; combines the interrelations of both directionse (thorizontally
exerted and the vertically received influence) lué tisk factor RFand therefore is
interpreted as an overall influence intensity adtthisk factor. It reveals how much
importance the SSCM risk factor has. The largewtiae ofP; the greater the overall
prominence (visibility/importance/influence) of RiR terms of overall relationships
with other SSCM risk factors. All the SSCM risk s can then be prioritized based
on the “Prominence”.

The vectoR shows the difference between the exerted andvwetenfluence, and
it is a basis for classification of the SSCM risictors. When the valug is positive,
the risk factor RFbelongs to the cause group. The risk factor iRR net cause for
other SSCM risk factors. If the val is negative, the risk factor RBelongs to the
effect group.

Step 4.2. Determine the cause and effect relationships émtv&SCM risk factors

Based on the “Prominencd? and the “Relation”’R obtained in Step 4.1, the
impact-relation map can be acquired by mappingittaset of theR;, R), providing
valuable insights for critical risk factor idengétion. In the impact-relation map, the
prominence axis shows how important a criterioratre¢ to the available set of
SSCM risk factors, whereas the relation axis wiMide the SSCM risk factors into
cause and effect groups.

To graphically describe the interrelationshipswieen SSCM risk factors, it is
necessary to draw a relationship digraph to idemtibst influential relationships of
risk factors based on the data in the rough tdtahgth-relation matrixi. The rough
numbers in the matriX should be converted into crisp numbers. Eqgs. (28)-can be
used similarly to remove the roughness of the maffi The crisp total
strength-relation matriX can then be obtained as

t, t, ... t
T =lyls| 2 2 0 (22)

t
where t, is the crisp form off; .

t

nl n2 nn

Since the number of relationships can includetladl possibilities, only those
relationships that are over a threshald are mapped in the interaction map. If the
threshold value is too low, the map will be too gbex to show the necessary
information for decision-making. If the thresholdlwe is too high, many factors will
be presented as independent factors without reltim another factors. The threshold
value can be calculated by Eq. (23) taking the mgaand the standard deviatioor

of the matrixT (Fu et al, 2012). All the relationships that exceed theshadd A are
bolded in the matriX and included in the final impact-relation map.
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A=T +o (23)
3. Results and discussion

3.1. Case background

To demonstrate the feasibility and effectiveness tloé proposed risk factor
identification method for SSCM, the method is apglinto Company H providing
telecommunications equipment in China. Company Haisnajor multinational
company that manufactures and sells various telpuamcations products and
solutions throughout world. Due to the increasedpetition, exacerbating scarcity of
resources, stricter regulations, and requiremehtstakeholders, Company H has
decided to invest resources in sustainable suppéyns. The uncertainty of global
economy, increased outsourcing/offshoring actisibeing potential risks to SSCM of
Company H. There is still lack of consensus amohg managers about the
importance of the risk factors. Some managersatsoot know the interrelationships
and the mutual influences between the risk factatsich will influence the risk
mitigation priority. The proposed methodology iphgd in this case study to evaluate
and analyze SSCM risk factors as well as extraeir tinterrelationships. Five
managers having experience in interacting with Beggpfrom different functions in
Company H are invited. These experts include peroent manager, production
manager, R&D manager, customer service managennankieting manager. All the
experts have more than 8 years work experience. Jioup of managers provides a
broad supply chain (both customers and suppliessud with significant work
experience.

In the data collection stage, the risk factors extracted from the operational
process in company and literature review. The rebe@am then organized a focused
group discussion lasting an hour to understandvatidate the risk factors identified
from the literature. The group experts considet #flethe twenty risk factors in Table
1 are relevant for their work, and thus decide tovige the necessary inputs to be
used in this research based on the twenty riskifaat Table 1.

3.2. Implementation

3.2.1. Internal strength determination for SSCM risk factors

Step 1.1. Internal strength of each SSCM risk factor is eatdd with linguistic scale

In this step, the five decision makers are /i@ evaluate the internal strength of
different SSCM risk factors according to Table 4l the internal strength of risk
factors are provided in form of verbal scales ibléal.
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Table4
The internal strength of SSCM risk factors evalddig decision makers.

DM1 DM2 DM3 DM4 DM5
RF1 HS MS MS MS MS
RF2 HS MS MS HS MS
RF3 VHS VHS VHS VHS HS
RF4 VHS HS HS MS HS
RF5 VHS VHS VHS VHS VHS
RF6 MS MS MS LS MS
RF7 MS MS LS LS MS
RF8 HS MS MS LS LS
RF9 HS LS MS HS MS
RF10 MS MS LS LS LS
RF11 HS VHS HS HS MS
RF12 VHS MS MS HS HS
RF13 MS MS LS MS MS
RF14 VHS VHS VHS VHS HS
RF15 VHS VHS VHS VHS VHS
RF16 HS MS MS LS MS
RF17 VHS VHS MS HS HS
RF18 VHS MS HS HS HS
RF19 MS MS MS MS LS
RF20 VHS MS MS MS HS

Note: Very high strength (VHS), High strength (HB)edium strength (MS), Low strength (LS),
No strength (NS).

Step 1.2. Convert internal strength of risk factors into rbugterval form

According to Table 2, all the linguistic judgnteim Table 4 can be represented by
the crisp scores 0-4. The evaluation set of tre# fisk factor RF1 can be denoted as
S;={HS,MS,MS,MS,MS}={3,2,2,2,2}. In order to manipuk the imprecise,
subjective and vague linguistic decision makinginfation in the internal strength of
the risk factor, $is converted into the rough interval form accordiodqgs. (1)-(5) as
follows:

2+2+2+2+3

Lim(3) == 2.2, Lim(3)=3;
. +2+2+ —

S can then be converted into rough interval set as
S ={[2.2,3],[2,2.2],--,[2,2.2];-- ,[2,2.2]} The other rough internal strength of risk

factors can be obtained similarly.
Step 1.3. Determine the aggregated internal strength of S$Gkfactor

Considering different background of the expertse method of pair-wise
comparison (Hafeez et .al2002) is conducted to obtain their weights as
w1=0.394wW,=0.124WwW5=0.216W,=0.164 andws=0.102. According to Eq. (6), the
rough aggregated internal strength of SSCM riskofgccan be obtained in Table 5.
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Table5
The rough internal strength of SSCM risk factors.

Risk factors Internal strength of  Risk factors Internal strength of

risk factor risk factor
RF1 [2.079,2.515] RF11 [2.705,3.318]
RF2 [2.223,2.735] RF12 [2.448,3.415]
RF3 [3.718,3.980] RF13 [1.627,1.957]
RF4 [2.726,3.505] RF14 [3.718,3.980]
RF5 [4.000,4.000] RF15 [4.000,4.000]
RF6 [1.669,1.967] RF16 [1.726,2.505]
RF7 [1.372,1.848] RF17 [2.799,3.694]
RF8 [1.485,2.454] RF18 [2.755,3.515]
RF9 [1.881,2.742] RF19 [1.718,1.980]
RF10 [1.207,1.711] RF20 [2.262,3.244]

3.2.2. Construction of the direct-relation matrix

Step 2.1. Evaluate influence between risk factors to comstdirect-relation matrix
The five supply chain risk experts assess thectlinfluences between the twenty
SSCM risk factors (see Table 6) in the light of Weebal scores in Table 3.

Based on Table 3, the verbal scores for influerssessments in Table 6 can be
converted into non-negative integers from O to #feent direct-relation matrixes

M, (k=1,2,3,4,5) of SSCM risk factors can be obtaiaedording to Eq. (7). The
direct-relation matrix provided by the first deocisimaker Mis shown in Table 7.

Table 6
The verbal scores of direct-relations between SSiSkifactors.

RF1 RF2 RF19 RF20
RF1  NI,NINI,NINI HI,VHI,HI,MI,VHI MI,HI,LLLI NI NI,LILLNIMI
RF2 HI,HI,MI,LI,VHI NILNILNILNINI MI,MI,LI,MI, MI MI,MI,LIHI, LI
RF3 LI,NINIL LI LI NINILNILNINI NELNLNELNEN | NI NILNILNINI
RF4  LI,LI,NI,NI,NI NI,NI,NI,NI,NI NI,NI,NILNIN | NI,NI,NI,NI,NI
RF5 HI,VHI,VHI,HI,MI NI, NILNILNINI NI,NILNILNI NI NI,NILNIL NI NI
RF6 NI,NILNIL NI NI NI,NILNIL NI NI NILNELNELNILNI NI NILNILNINI
RF7  MI,MI,LI,NI,NI NI,NI,NI,NI,NI NI,NI,NI,NEN | HI, LI LI LI NI
RF8 NI,NILNIL NI NI HI,MI,MI,LI,HI HI,NILLLHLM | MI,LI,MI,NI,MI
RF16  NI,NI,NI,NI,NI NI,NI,NI,NI,NI NI,NLMLHILME MILMILHILMILLI
RF17  NI,NI,NI,NI,NI NI,NI,NI,NI,NI MI,NI,NI,MI, LI NI,NI,NI,NI,NI
RF18  NI,NI,NI,NI,NI NI,NILNIELNINI HI,MI,LI,MI, LI HI,MI,MI,LI,NI
RF19  NI,NI,NI,NI,NI NI,NI,NI,NI,NI NI,NI,NI,NI,NI NI,NI,NI,NI,NI
RF20  NI,NI,NI,NI,NI MI1,M1,HI,VHI,NI NI,NI,NI,NI NI NI,NI,NI,NI,NI

Note: Very high influence (VHI), High influence (JlIMedium influence (M), Low influence
(LD, No influence (NI). Only part of direct-relats of risk factors are provided due to space
limitation. The full data are provided in the suppkentary materials.

Step 2.2.The direct-relation matrixes in crisp number forre aonverted into rough
interval forms

The individual direct-relation matrixes are themtfyesized sequentially to obtain
a group one. Considering the uncertain informatiomlved in the pair-comparison
decision-making process of the direct-relation ma#, the rough numbers are also
used to manipulate the imprecise information. Adoay to Egs. (8)-(9), the rough
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direct-relation matrix M, of different expert can digtained.

Step 2.3. According to Egs. (10)-(11), the aggregated rodghct-relation matrix is
determined based on the weights of decision malérs.group rough direct-relation
matrix is provided in Table 8.

Table 7

The direct-relation matrix M

RFl RF2 RF3 RF4 RF5 RF6 RF7 RF8 RF9 .. RF19 RF20
RF1 0 3 2 2 0 3 0 0 3 2 0
RF2 3 0 3 4 3 3 2 3 2 2 2
RF3 1 0 0 4 0 0 0 0 0 0 0
RF4 1 0 3 0 4 3 0 0 0 0 0
RF5 3 0 0 3 0 2 1 0 3 0 0
RF6 0 0 4 3 3 0 2 0 0 0 0
RF7 2 0 4 4 3 4 0 0 0 0 3
RF8 0 3 2 3 3 4 0 0 3 3 2
RF9 4 2 1 4 3 3 0 0 0 3 0
RF10 3 4 0 2 0 0 0 0 4 3 0
RF11 1 2 0 3 0 0 0 0 4 3 0
RF12 4 0 0 0 0 0 0 0 0 0 0
RF13 3 0 4 4 3 2 3 0 3 0 0
RF14 O 0 0 0 3 0 0 0 2 0 0
RF15 O 0 0 0 0 0 0 0 0 2 0
RF16 O 0 0 0 0 0 0 0 0 0 2
RF17 O 0 0 0 0 0 0 0 0 2 0
RF18 O 0 0 0 0 0 0 0 0 3 3
RF19 O 0 0 0 0 0 0 0 0 0 0
RF20 O 2 0 0 0 0 0 0 0 .. 0O 0

Note: Only part of data are provided due to spawoédtion. The full data are provided in the
supplementary materials.

3.2.3. Determination of total strength-relation matrix

Step 3.1. Construct the group direct strength-relation matrixough interval form

The rough number representing the strength of S$iGKfactors in Table 5 are
inserted into the principal diagonal of the grougect-relation matrix in Table 8. The
group direct strength-relation matilixis obtained in Table 9 according to Eq. (12).
Step 3.2. Normalize the group direct strength-relation matrix

To transform the interaction scales of SSCM fé&kors into comparable scales and
ensure the existence of the total strength-relatnatrix T, the group direct-relation
matrix C is normalized according to Eq. (13).

Step 3.3.Determine the total strength-relation matrix.

According to Eqgs. (14)-(16), the total strengthation matrix T can be obtained in
Table 10. The elements in Table 10 indicate thealvafluence ratings of decision
makers for the risk factor RRgainst the risk factor REonsidering their internal
strengths.

Step 3.4. Remove the roughness in total exerted and exdrtfhgence of risk factors
The sum of rows x and the sum of columnsy, of the rough total

strength-relation matrixare calculated with Eq. (17) (see Table 11). kalg Egs.

(18)-(20), the roughness it and §. can be removed to obtain the final crisp form

Sder

X

der

and ¢, which are also provided in Table 11.
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Table 8
The group direct-relation matrix in the rough inedrform,

RF1 RF2 RF3 RF4 RF20

RFL  [0.000,0.000] [2.678,3.564] [0.428,1.394] [AgB236] [0.252,1.104]
RF2  [1.919,3.209] [0.000,0.000] [2.614,3.273] [B2698] [1.390,2.273]
RF3  [0.396,0.864] [0.000,0.000] [0.000,0.000] [&&0748] [0.000,0.000]
RF4  [0.207,0.711] [0.000,0.000] [2.780,3.639] [@@DO0O] [0.000,0.000]
RF5 [2.780,3.639] [0.000,0.000] [0.000,0.000] [RZ65244] [0.000,0.000]
RF6  [0.000,0.000] [0.000,0.000] [2.875,3.729] [24.366] [0.000,0.000]
RF7  [0.590,1.662] [0.000,0.000] [2.772,3.520] [B5i708] [0.851,2.061]
RFS  [0.000,0.000] [1.822,2.699] [1.421,2.628] [Z@&291] [1.059,1.871]
RF9  [2.590,3.662] [1.812,3.107] [0.799,2.404] [BAi415] [0.102,0.890]
RF10 [2.361,3.220] [3.409,3.873] [0.000,0.000] [B7L.520] [0.000,0.000]
RF11 [1.252,2.104] [1.063,1.885] [0.000,0.000] RILE.787] [0.000,0.000]
RF12 [2.485,3.454] [0.000,0.000] [0.000,0.000] [®[.000] [0.000,0.000]
RF13 [2.511,3.643] [0.000,0.000] [3.627,3.957] [63.864] [0.000,0.000]
RF14 [0.000,0.000] [0.000,0.000] [0.000,0.000] [M®.000] [0.000,0.000]
RF15 [0.000,0.000] [0.000,0.000] [0.000,0.000] [®[.000] [0.000,0.000]
RF16 [0.000,0.000] [0.000,0.000] [0.000,0.000] [M[.000] [1.728,2.387]
RF17 [0.000,0.000] [0.000,0.000] [0.000,0.000] [M®.000] [0.000,0.000]
RF18 [0.000,0.000] [0.000,0.000] [0.000,0.000]  [M[.000] [1.138,2.467]
RF19 [0.000,0.000] [0.000,0.000] [0.000,0.000] [®®.000] [0.000,0.000]
RF20 [0.000,0.000] [1.429,3.061] [0.000,0.000]  {M®.000] [0.000,0.000]

Note: Only part of rough direct-relations of riskcfors are
full data are provided in the supplementary maleria

provided due to space limitation. The

Table9
The group direct strength-relation matrix.
RF1 RF2 RF3 RF4 RF20

RF1  [2.079,2.515] [2.678,3.564] [0.428,1.394] [4&B236] [0.252,1.104]
RF2  [1.919,3.209] [2.223,2.735] [2.614,3.273] [B12698] [1.390,2.273]
RF3  [0.396,0.864] [0.000,0.000] [3.718,3.980] [B&0748] [0.000,0.000]
RF4  [0.207,0.711] [0.000,0.000] [2.780,3.639] [BR505] [0.000,0.000]
RF5 [2.780,3.639] [0.000,0.000] [0.000,0.000] [R2Z6244] [0.000,0.000]
RF6  [0.000,0.000] [0.000,0.000] [2.875,3.729] [248.366] [0.000,0.000]
RF7  [0.590,1.662]  [0.000,0.000] [2.772,3.520] [B54708] [0.851,2.061]
RF8  [0.000,0.000] [1.822,2.699] [1.421,2.628] [If5291] [1.059,1.871]
RF9  [2.590,3.662] [1.812,3.107] [0.799,2.404] [BAB1415] [0.102,0.890]
RF10 [2.361,3.220] [3.409,3.873] [0.000,0.000] [®7.520] [0.000,0.000]
RF11 [1.252,2.104] [1.063,1.885] [0.000,0.000] R1L&.787] [0.000,0.000]
RF12 [2.485,3.454] [0.000,0.000] [0.000,0.000] [@{.000] [0.000,0.000]
RF13 [2.511,3.643] [0.000,0.000] [3.627,3.957] {&3.864] [0.000,0.000]
RF14 [0.000,0.000] [0.000,0.000] [0.000,0.000] [@@®.000] [0.000,0.000]
RF15 [0.000,0.000] [0.000,0.000] [0.000,0.000] [@.000] [0.000,0.000]
RF16 [0.000,0.000] [0.000,0.000] [0.000,0.000] [@@®.000] [1.728,2.387]
RF17 [0.000,0.000] [0.000,0.000] [0.000,0.000] [@@®.000] [0.000,0.000]
RF18 [0.000,0.000] [0.000,0.000] [0.000,0.000] [@.000] [1.138,2.467]
RF19 [0.000,0.000] [0.000,0.000] [0.000,0.000] [@@®.000] [0.000,0.000]
RF20 [0.000,0.000] [1.429,3.061] [0.000,0.000] {@@®.000] [2.262,3.244]

Note: Only part of data are provided due to spawoédtion. The full data are provided in the
supplementary materials.
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Table 10

The total strength-relation matrix.

RF1 RF2 RF3 RF4 RF20

RF1  [0.004, 0.005] [0.006, 0.008] [0.001, 0.003] [0.0040.007] [0.001, 0.002]
RF2  [0.004,0.007] [0.005, 0.006] [0.006, 0.007] [0.007, 0.008] [0.003, 0.005]
RF3  [0.001,0.002] [0.000, 0.000] [0.008, 0.008] [0.006, 0.008] [0.000, 0.000]
RF4  [0.001,0.002] [0.000,0.000] [0.006, 0.008] [0.006, 0.008] [0.000, 0.000]
RF5  [0.006, 0.008] [0.000, 0.000] [0.000, 0.000] [0.003,0.005] ... [0.000, 0.000]
RF6  [0.000, 0.000] [0.000, 0.000] [0.006, 0.008] [0.005, 0.007] [0.000, 0.000]
RF7  [0.001,0.004] [0.000,0.000] [0.006, 0.008] [0.005, 0.008] [0.002, 0.004]
RFS  [0.000,0.000] [0.004, 0.006] [0.003, 0.006] [0.004, 0.007] [0.002, 0.004]
RF9  [0.006, 0.008] [0.004,0.007] [0.002, 0.005] [0.005, 0.008] ... [0.000, 0.002]
RF10 [0.005,0.007] [0.007, 0.008][0.000, 0.000] [0.002, 0.003] [0.000, 0.000]
RF11 [0.003,0.005] [0.002,0.004] [0.000, 0.000] [0.004, 0.006] [0.000, 0.000]
RF12 [0.005, 0.007] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000]
RF13 [0.005, 0.008] [0.000, 0.000] [0.008,0.009] [0.007,0.009] ... [0.000, 0.000]
RF14 [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000]
RF15 [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000]
RF16 [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.004, 0.005]
RF17 [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000]
RF18 [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.002, 0.005]
RF19 [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000] [0.000, 0.000]
RF20 [0.000, 0.000] [0.003, 0.007] [0.000, 0.000] [0.000, 0.000] [0.005, 0.007]

Note: Only part of data are provided due to spewidtion.

supplementary materials.

The full data are pro

vided in the

Table 11

The sum of rows, sum of columns, “Prominence” aRdlation”.

Risk factors X ey VA R Ranking
RF1 [0.036, 0.063] 0.046 [0.042, 0.064] 0.052 0.098 -0.006 7
RF2 [0.087,0.122] 0.114 [0.031, 0.046] 0.036 0.150 0.078 1
RF3 [0.026, 0.036] 0.028 [0.046, 0.063] 0.054 0.082 -0.026 10
RF4 [0.036, 0.052] 0.041 [0.059, 0.085] 0.075 0.117 -0.034 3
RF5 [0.050, 0.071] 0.060 [0.045, 0.062] 0.053 0.113 0.006 5
RF6 [0.026, 0.038] 0.029 [0.039, 0.054] 0.045 0.074 -0.016 14
RF7 [0.034, 0.049] 0.038[0.014, 0.026] 0.016 0.055 0.022 17
RF8 [0.073,0.112] 0.099[0.008, 0.011] 0.008 0.107 0.091 6
RF9 [0.046, 0.082] 0.063 [0.047,0.067] 0.057 0.121 0.006 2
RF10 [0.029, 0.043] 0.033 [0.009, 0.011] 0.009 0.042 0.024 20
RF11 [0.021, 0.035] 0.023 [0.051,0.082] 0.069 0.092 -0.046 9
RF12 [0.017, 0.023] 0.017 [0.072,0.103] 0.096 0.113 -0.078 4
RF13 [0.055, 0.077] 0.066 [0.012,0.017] 0.012 0.079 0.054 11
RF14 [0.036, 0.054] 0.042 [0.042,0.066] 0.054 0.095 -0.012 8
RF15 [0.026, 0.034] 0.027 [0.041, 0.056] 0.048 0.075 -0.021 13
RF16 [0.028, 0.042] 0.032 [0.022, 0.035] 0.025 0.057 0.007 16
RF17 [0.020, 0.031] 0.022 [0.043, 0.064] 0.054 0.076 -0.032 12
RF18 [0.019, 0.031] 0.021 [0.031, 0.048] 0.037 0.058 -0.016 15
RF19 [0.011, 0.019] 0.012 [0.026, 0.053] 0.036 0.048 -0.025 18
RF20 [0.021, 0.034] 0.023 [0.019, 0.036] 0.023 0.046 0.000 19
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3.2.4. Identification of critical SSCM risk factor

Step 4.1. Calculate the “Prominence”/“Relation” and prioréithe risk factors

To prioritize the SSCM risk factors and analyze tause-effect relations between
them, Eq. (21) is used to calculate the “Promingigeand the “Relation” ). Both
PiandR are provided in Table 11. Based on the value obritnence’and “Relation”,
the impact-relation map of SSCM risk factors carabguired by mapping the dataset
of (P, R) in Fig. 2. In the impact-relation map, the proenoe axis shows how
important a risk factor relative to the availab& ef SSCM risk factors, whereas the
relation axis will divide the SSCM risk factorsantause and effect groups.

Relation
0.10 1
¢ rrs
0.08 & R
0.06
€ RF13
0.04
RF10 -
0.02 - * L J
RF20 RF16 RFS RF9
L 2 ® o0 Prominence
0.00 . —@ ; . ‘KH » . ,
0.00 0.02 0.04 0.06 RF6 0.08RF14Q 0.10 0.12 0.14 0.16
-0.02 - ‘
@ RF18 RF15 & Rrr3
RF19 * & RrF2
0.04 - RF17
€ RrF11
-0.06 -
.08 € RF12

-0.10 -

Fig. 2. The impact-relation map of SSCM risk factors.

Based on the “Prominenc®; calculated with Eq. (21), the RF2 (Failure to setbe
right suppliers) has the highest prominence (Visfiimportance/influence) in terms
of overall relationships with other SSCM risk fastobecaus®,(0.150) is the largest
one among all thé; in Table 11. All the SSCM risk factors can be ptined as
follows: RF2>RF9>RF4>RF12>RF5>RF8>RF1>RF14>RF11>RF3>RF1
>RF17>RF15>RF6>RF18>RF16>RF7>RF19>RF20>RF10. The six most
important risk factors from the above priority d&R&2 (Failure to select the right
supplies), RF9 (Volatility of price and cost), RF4 (Infldility of supply source),
RF12 (Reputation loss or brand damage), RF5 (Paalitg or process yield at supply
source) and RF8 (Lack of sustainable knowledgetieiciyy), which are shown with
red diamonds in Fig. 2.

Based on the “Relation” calculated with Eq. (21)tlee SSCM risk factors can be
classified into cause group and effect group, asvshin Fig. 2. It can be seen from
the Fig. 2 that “Relations” of eight risk factonegositive. These SSCM risk factors
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are RF2 (Failure to select the right sup@ieRF5 (Poor quality or process yield at
supply source), RF7 (IT and information sharinks)s RF8 (Lack of sustainable
knowledge/technology), RF9 (Volatility of price ammbst), RF10 (Inflation and
currency exchange rates), RF13 (Natural disastars), RF16 (Hazardous waste
generation). They belong to the cause group and hat cause for other SSCM risk
factors. The “Relations” of the rest of risk fact@re negative, and they belong to the
effect group which are reliant on the change oseadSCM risk factors.
Step 4.2. Determine the cause and effect relationships é&tv&SCM risk factors

To further explore the detailed interactions hedw SSCM risk factors, it is
necessary to draw a relationship digraph to identibst influential relationships of
risk factors based on the data in the total stfengfation matrix. The rough numbers
in the total strength-relatio are firstly converted into crisp humbers (Tablg 12
using Eq. (22).
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Table 12
The crisp total strength-relation matrix of SSCKkrfactors

RF1L RF2 RF3 RF4 RF5 RF6 RF7 RF8 RF9 RF10 RF1l1 RMP13 RF14 RF15 RF16 RF17 RF18 RF19 RF20

RF1 0.0051 0.0072 0.0016 0.0060 0.0001 0.0053 0.0000 0.0000 0.0065 0.0000 0.0057 0.0001 0.0000 0.0039 0.0000 0.0000 0.0001 0.0044 0.0034 0.0011
RF2 00061 00055 00068 0008l 00069 00065 00053 00056 00061 0.0000 0.0014 00071 00062 0.0045 00054 00054 00079 00078 0.0041 0.0041
RF3 0.0011 0.0000 0.0085 0.0076 0.0008 0.0000 0.0000 0.0000 0.0000 0.0000 0.0066 0.0069 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
RF4 0.0007 0.0000 0.0074 0.0072 0.0069 0.0070 0.0000 0.0000 0.0001 0.0000 0.0054 0.0070 0.0000 0.0043 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
RF5 0.0075 0.0001 0.0000 0.0038 0.0086 0.0020 0.0007 0.0000 0.0056 0.0000 0.0071 0.0073 0.0000 0.0058 0.0018 0.0048 0.0068 0.0001 0.0000 0.0000
RF6 0.0000 0.0000 00076 00066 00054 0.0039 0.0036 0.0000 0.0000 0.0000 0.0001 0.0001 0.0000 00062 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000
RF7 00021 0.0000 00072 00073 0.0047 00074 0.0035 0.0000 0.0000 0.0000 0.0001 0.0001 0.0000 00069 0.0000 0.0000 0.0001 0.0000 0.0000 0.0030
RF8 0.0001 0.0050 0.0046 0.0059 0.0063 0.0073 0.0026 0.0045 0.0060 0.0000 0.0045 0.0074 0.0051 00073 0.0069 0.0064 0.0054 0.0039 0.0047 0.0031
RFQ 00074 00056 0.0033 00069 00070 00055 0.0000 0.0000 0.0052 0.0000 0.0049 0.0042 0.0000 0.0041 0.0007 0.0025 0.0001 0.0041 0.0026 0.0006
RF10 00064 00082 0.0001 0.0023 0.0001 0.0001 0.0000 0.0000 00080 0.0030 0.0034 0.0001 0.0000 0.0001 0.0000 0.0000 0.0001 0.0001 0.0049 0.0000
RF11 0.0036 0.0030 0.0000 0.0052 0.0001 0.0001 0.0000 0.0000 0.0060 0.0000 0.0068 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0030 0.0000
RF12 0.0068 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0076 0.0067 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
RF13 00073 0.0001 0.0085 0.0084 0.0038 0.0026 0.0053 0.0000 0.0068 0.0073 0.0040 0.0002 0.0038 0.0001 0.0062 0.0000 0.0041 0.0000 0.0001 0.0000
RF14 0.0000 0.0000 0.0000 0.0000 0.0032 0.0000 0.0000 0.0000 0.0053 0.0000 0.0001 0.0040 0.0000 0.0085 0.0051 0.0056 0.0076 0.0068 0.0000 0.0000
RF15 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0051 0.0073 0.0000 0.0000 0.0085 0.0000 0.0048 0.0000 0.0051 0.0000
RF16 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0075 0.0000 0.0037 0.0082 0.0047 0.0050 0.0000 0.0026 0.0045
RF17 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 00073 0.0000 0.0000 00064 0.0000 00075 0.0035 0.0023 0.0000
RF18 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0068 0.0000 0.0000 0.0000 0.0000 0.0042 0.0071 0.0045 0.0039
RF19 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0069 0.0000 0.0000 0.0000 0.0000 0.0019 0.0022 0.0040 0.0000
RF20 0.0001 0.0050 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0038 0.0000 00061 00068 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0064
Notes: the bold numbers indicates the relationstigsexceed the threshold 0.0052.
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According to Eq. (23), the threshold value of thial strength-relation is calculated
as A =0.0052by taking the mean 0.0023 and standard tiewvi®.0029 from the
matrix T in Table 12. All the relationships that exceed timeshold 0.0052 (see the
bold numbers in Table 12) are included in the fingraction map in Fig. 3. The top
five critical relations between risk factors arelBHNatural disasters)RF3 (Lower
responsiveness performance), RF13 (Natural disgst&®F4 (Inflexibility of supply
source), RF10 (Inflation and currency exchangesjat®F2 (Failure to select the
right supplies), RF16 (Hazardous waste generation)RF15(Environmental
pollution), RF2 (Failure to select the right supj—RF4 (Inflexibility of supply
source).

Fig. 3. The interaction map of SSCM risk factors.

Note: Red squares in Fig. 3 represent the topngportant risk factor; Red bold arrows represent
the top five critical relations between risk fastothe size of square denotes the relation intensit
of the risk factor with others.

3.3. Comparisons and discussion

To validate the effectiveness and strengths ofagiygroach proposed in this paper, a
comparative analysis is conducted to solve the sanoblem. The comparative
methods include the AHP-based method (Schoenherr algt 2008), the
DEMATEL-based method (Wu and Chang, 2015), andftizey DEMATEL-based
method (Samvedi and Jain, 2013). The ranking ordérthe twenty risk factors
produced by these methods are shown in Table §3.4Fs a pictorial representation
and comparison of the ranking of different methads] Fig. 5 provides comparisons
of the top ten critical relations in different metls. There are some differences
between the ranking orders derived from the fouthoas.
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Table 13
Comparison analysis of the ranking results of fakors.

Risk AHP DEMATEL Fuzzy The proposed
factors DEMATEL method
Importance  Ranking P Ranking P Ranking PR Ranking
RF1 0.040 11 1460 4 0.534 7 0.098 7
RF2 0.098 2 1989 1 0.860 1 0.150 1
RF3 0.053 10 1.001 12 0.370 12 0.082 10
RF4 0.039 12 1.480 3 0590 5 0.117 3
RF5 0.099 1 1416 6 0535 6 0.113 5
RF6 0.017 17 1.068 11 0.381 11 0.074 14
RF7 0.015 18 0.772 15 0.251 16 0.055 17
RF8 0.071 4 1396 7 0.595 4 0.107 6
RF9 0.070 5 1.659 2 0.654 2 0.1212 2
RF10 0.015 19 0.671 18 0.213 19 0.042 20
RF11  0.035 13 1299 8 0.478 8 0.092 9
RF12  0.057 9 1429 5 0.611 3 0.113 4
RF13  0.065 6 1.077 10 0.407 10 0.079 11
RF14  0.033 14 1174 9 0.434 9 0.095 8
RF15 0.065 7 0.823 14 0.301 14 0.075 13
RF16  0.033 15 0.753 16 0.255 15 0.057 16
RF17  0.057 8 0.911 13 0.345 13 0.076 12
RF18  0.098 3 0.717 17 0.237 17 0.058 15
RF19 0.014 20 0.646 20 0.217 18 0.048 18
RF20 0.026 16 0.659 19 0.193 20 0.046 19
Ranking
25 :
= AHP ® DEMATEL = Fuzzy DEMATEL ® Rough weighted DEMATEL
20 -
15 I -
10 I ,I =
5 - 1 -
A e B BB BB R
ceerecree PR EERERERE

Fig. 4. Comparative ranking of the critical factor ider#tion methods.
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wRrFO
b. The top 10 critical relations in Fuzzy DEMATEL method

c. The top 10 critical relations in the method of rough weighted DEMATEL

Fig. 5. Comparative ranking of the top ten critical redas in different methods.

The first comparison is conducted with the resbitamed from the AHP-based
method. As can be seen from Table 13, except foB Riower responsiveness
performance), the ranking orders of other risk dextdetermined by the rough
weighted DEMATEL are different from those obtainedh the AHP method. The
reasons for this divergence mainly lie in the deficies associated with the AHP
method, which only considers the risk factor sttbng the risk identification process.
The AHP method does not integrate the influence itst analysis framework. RF18
(Violation of human rights) ranks the third in tA&lP method, because most of the
decision makers only consider that this risk factdli cause serious consequence.
The proposed rough weighted DEMATEL not only coessdthe strength of RF18,
but also considers its interactions with other fesgtors. The total influence of RF18
(excreted and received influence) is 0.067 whidbwger than most of the risk factors.
The proposed method provides a relative lower @dler of 15 for the RF18. Unlike
the rough weighted DEMATEL, the AHP method cannmivided specific cause and
effect analysis of SSCM risk factors.

The second comparative method is the crisp DEMAR&ethod. According to
Table 13 and Fig. 4, the ranking results from tf&MATEL and the proposed method
are different except for RF2, RF4, RF9, and RF2 gritical relations of risk factors
in DEMATEL and the proposed method are also difier@he influence of RF10 on
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RF2 (RF16-RF2) is considered as one of the most criticaltigla in the rough
weighted DEMATEL (Fig. 5c¢). This relation does ragtpear in the crisp DEMATEL
method as one of the most critical relations (Big). This is because the proposed
method considers impact of strengths of the riskofs RF10 and RF2 ([1.207, 1.711]
and [2.223, 2.735]) on the relation RFE&F2. The strength of RF10 and RF2 are
not included in the DEMATEL although it considetsetinteractions between risk
factors. The proposed method also has mechanismanipulating uncertainty in the
risk decision making process. The risk factor denismaking information is
converted into rough number which considers theettamty in the verbal judgments
of experts. The five experts provide their judgnsemn the relation between RF2 and
RF1 as {HI,H,MI,LI,VHI}. The rough weighted DEMATE then converts such
verbal scores into [2.250,3.333], [2.250,3.333],50D,3.000], [1.000,2.600] and
[2.600,4.000], which considers the vagueness ofstet making information. The
DEMATEL only represents the verbal judgments {HLMI,LI,VHI} into crisp scores
3,3,2,1, and 4. Thus, in risk identification desisimaking, the rough weighted
DEMATEL can provide more valuable information trtae crisp DEMATEL method.

The third comparison is conducted with the resfitained from the fuzzy
DEMATEL method. Using the fuzzy DEMATEL method, tbbtained ranking results
are presented in Table 13 and Fig. 4. There aree stegree of similarity between the
ranking result of the proposed method and the rankesult produced by the fuzzy
DEMATEL. Some risk factors even have the same ramkrders, e.g., RF2, RF9, and
RF19. This is because both the rough weighted DERIAaNnd the fuzzy DEMATEL
have mechanisms of manipulating uncertainty in sleni making. The proposed
method uses the rough numbers, while the fuzzy DERAuses the fuzzy numbers
based on the fuzzy set theory. The rough weighteMBATEL is more flexible in
dealing with the uncertain decision making inforimat When evaluatinghfluence of
risk factors, five decision makers provide theidgments as {3,3,2,2,1}. The
proposed method converts this judgment set inta2{]@,3.000], [2.200,3.000],
[1.667,2.500], [1.667,2.500], [1.000,2.200]},andgeggates the rough intervals into
[1.875,2.729]. While the fuzzy DEMATEL converts gshjudgment set into {[2,4],
[2,4], [1,3], [1,3], [0,2]}, and aggregates thedntal numbers into [1.2,3.2] with fixed
interval of 2. When the original scores {3,3,2,ZA4nge into {2,2,2,1,1}, the rough
approach converts this judgment set into {[1.6@mA], [1.600,2.000], [1.600,2.000],
[1.000,1.600], [1.000,1.600]},and aggregates theghointervals into [1.441,1.894].
The fuzzy DEMATEL converts new judgment set int&,§], [1,3], [1,3], [0,2], [0,2]},
and aggregates the rough numbers into [0.6,2.6] fwed interval of 2 which does
not reflect judgments changes in uncertainty. Tihicaused by the pre-set fuzzy
membership function in fuzzy DEMATEL. The rough geied DEMATEL is more
flexible and reasonable than the fuzzy DEMATEL. Thezy DEMATEL does not
consider the strength of the risk factor in thaltoelation decision making process.
This causes some differences of the critical retegtiidentified in the two methods.
The relation “RF16>-RF15” and “RF12>RF11” are considered as critical risk factor
relations (shown in Fig. 5c), while they are nagndfied as the critical ones in the
fuzzy DEMATEL (shown in Fig. 5b).
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A qualitative comparison between the proposedmoueighted DEMATEL and the
previous methods is summarized in Table 14.

Table 14
Main differences between the rough weighted DEMATHEM the listed methods.

Consideration Consideration Ca(;Jse Manioulati Reliance on
Methods of risk factor  of risk factor 20 anipulation much prior  Flexibility

) effect of uncertainty . )
strength influence . information
analysis

AHP Yes No No No No Low
DEMATEL No Yes Yes No No Low
Fuzzy No Yes Yes Partial Yes Low
DEMATEL
The rough
weighted Yes Yes Yes Yes No High
DEMATEL

4. Theoretical and practical implications

The results of risk factor identification providigmificant insights into the theory and
practice, thereby contributing to the risk manageinire the field of SSCM. Based on
such insights, supply chain managers can takefgpaeasures to assess, control and
mitigate the identified SSCM risk factors.

From the theoretical perspective, this study tgee a SSCM risk factor
identification method simultaneously considering strength and influence of risk
factors. This research fills the gap of identifyisgstainability risk factors (Borghesi
and Gaudenzi, 2012) and SSCM risk factor inteni@tahips (EImsalmi and Hachicha,
2013). In the reality, many managers consider Bssut the interrelationships of
SSCM risk factors. The proposed method may helpnterstand the mechanism of
interactions between risk factors. With such a slearmaking tool, a SSCM can
become truly “pro-active” (Pagell and Wu, 2009)cdnese it can support planning the
direction of risk management in advance by detemgirhow SSCM risk factors
influence each other. The proposed rough weighteMBTEL can also describe the
interdependencies between SSCM risk factors corepstely, because it considers
the effect of risk factor strength on the interdegencies, which does not appear in
the previous literature. The proposed approachtwdp supply chain managers to
make environmentally and financially reasonableisiens. This study provides a
methodological contribution to the SSCM literatufdne proposed method can also
facilitate to create awareness of SSCM risk. Theolwement of managers from
different functions is essential in establishintharough consideration of critical risk
issues and interrelationships when determining raptete risk analysis and priority
(Lin and Tseng, 2016).

Several practical implications can also be deries follows. Firstly, the most
critical risk factor is “Failure to select the rigupplies’ (RF2) in SSCM, i.e., failing
to select suppliers with stronger sustainabilityf@enance on social, environmental,
and economic goals. “Failure to select the righppsers” can affect the
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environmental concerns and social aspects of SSebhuse supplier selection plays
an important role in achieving the “triple bottomd” of social, environmental, and
economic benefits (Govindan et al., 2013). The agans should stress requirements
of supplier assessment to achieve higher qualityugplier selection in order to
control SSCM risks. It is also necessary to stiesgtsupervision and training of
suppliers. The major objective in such cases isctielg the right supplier and ensure
the sustainable process and results of the whamcBecondly, managers should pay
attention to the risk factor of “Inflexibility ofupply source” (RF4), because it can
lead to changes of other risk factors even thougha net receivers. The inflexibility
of supply source can generate risks especiallyeoirtdividual production company
and the sustainability of the whole sustainablepgughain (Mulhall and Bryson,
2014). It is necessary for the company to manipulafiexibility of supply source by
collaborating with multiple suppliers and adoptiihexible supply contracts. Finally,
if company wants to acquire high performance d nenagement for the “effect risk
factors”, it would control the “cause risk factodséforehand. If the company expect
to control the risk factor of “Inflexibility of sygy source” (RF4), it would be
necessary to pay attention to the risk factor diltife to select the right supplgr
(RF2). This is because the “Failure to select tgbtrsuppliers” is the influenced risk
factor and can be improved, while the “Inflexibylitof supply source” is the
influencing risk factor and can dispatch influenc8spply chain managers must be
aware of such relationships to control and mitigaterisk factors for the success of
SSCM. The risk factor of “Environmental pollutio(RF15) can also be improved by
controlling the risk factor of “Hazardous waste getion” (RF16), because the
former belong to the “effect risk factor” and thattér is the “cause risk factor”.
Supply chain managers must assess the practicemiforing of the hazardous waste
generation in environmental performance evaluatidnsuppliers. The company
should also avoid or reduce using hazardous sutesan products and/or production,
and collaborate with suppliers for cleaner producior lean production (Vanalle and
Santos, 2014).

5. Conclusions and suggestions

To identify the critical risk factors of SSCM, apmoach based on rough logic and
the DEMATEL method was developed in this paper. 3tientific and practical value
of this study are as follows: The proposed roughigited DEMATEL can
simultaneously consider the internal strength axt@raeal influences of SSCM risk
factors. This feature provides more detailed infation for risk decision making and
makes the ranking results more accurate. The peapotethod can also effectively
manipulate the vague and subjective informatiorhwite flexible rough intervals
which indicates the uncertainty in judgments. D#f& from the fuzzy methods, the
rough weighted DEMATEL does not need much prioroinfation (e.g., fuzzy
membership function, data distribution) in decismaking process, which makes it
easy to be adopted by managers in practice. Fatifoaers, the proposed rough
weighted DEMATEL can help to understand the refalops between SSCM risk
factors to generate useful insights and actionatg@asures. It also helps supply chain
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managers to focus on the key emerging risk issued tnay affect SSCM
performance.

Even with research and managerial insights pexvidy the rough weighted
DEMATEL, there are still some limitations. One ltation is that the evaluations of
the internal strength of the risk factors are basedhe overall judgments of experts,
which may increase the difficulty of decision makinn future research, the internal
strength can be specifically determined by considerthe probabilities of
occurrences of the risk factors and their impaat$S8CM performance. The relations
between risk factors in the proposed methodologyrat differentiated into positive
influences and negative influences. Different kindsnfluences will be integrated in
the methodology proposed in this paper to make oremaccurate in risk factor
analysis. Finally, further applications in variae@mpanies and industry sectors would
be also helpful to compare different cases andrigsl
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Appendix 1. If RNp=[L;, UiJandRN;=[L,, U] are two rough numbers,
wherelL; andL, are their lower limits, and; andU, are their upper limits, then the
arithmetic operations of rough number are as fatl¢ihai et al 2009).

RNi+RNo=[L1, Us]+[L2, Uz|=[L1+Lo, Us+Uy]

Rlek:[L]_, U]_Jxk:[kL]_, kU]_J, RNZXk:[Lz, UzJXk:[kLz, kUzJ,

wherek is a nonzero constant, and

RN]_XRNZZ[L]_, U]_JX“_z, U2J:“_1x|_2, U]_XUZJ.

Appendix 2. Theorem 1. The total strength-relation matrix (s= L, U) is given by
T°=C’(1-C)™*

Proof. According to the properties of matiX (s= L, U),

lim(C®)” = O (Papoulis and Pillai, 2002). Then,

j‘I";m:[I)/in C*+(CY*+...+(CY"
=lim CII+C*+(CY*+...+(CY[(1-CH(1-CTT
=lim C{I-(CY(1-C)™
=CS(1-C9)™
Os=L, U, whereO is the null matrix andl is the identity matrix. (]
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Highlights

< A listing of risk factors for sustainable supply chain management (SSCM) is
described.

< A new method to identify interdependencies of SSCM risk factorsis devel oped.

<> The method simultaneously considers the internal strength and external influence
of risk factor.

<> The proposed method is applied to a telecommunications provider in China.

<> The application results show critical risk factors and key relations between them.



