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The quality of the supplier base affects the competitiveness of firms and the attendant supply chain. The
supplier selection decision is key to effective supply chain management. This paper investigates the prob-
lem of supplier selection under multi-source procurement for a type of divisible goods (such as coal, oil,
and natural gas). By considering both the risk attributes and the attributes under a commercial criterion,
we design a new two-stage compound mechanism for supplier selection based on multi-attribute auction
and supply chain risk management. In the first stage, a multi-auction mechanism is established to deter-
mine the shortlist among all qualified suppliers based on four attributes (quality, price, quantity flexibil-
ity, and delivery time reliability) under a commercial criterion. In the second stage, seven risk attributes
against the shortlisted suppliers are further considered, and a new ranking method based on grey corre-
lation degree of mixed sequence is proposed to rank the finalists and to select the final winners.
Moreover, the implementation, availability, and feasibility of the two-stage compound mechanism are
highlighted by using an example of the multi-source procurement of electricity coal. This presented com-
pound mechanism may well improve the procurement efficiency of divisible goods and greatly reduce
the procurement risk.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Suppliers have several roles under supply chain management:
to manufacture parts and components for their customers, to
ensure product quality and assurance, to indirectly help manage
the cost over-runs of their downstream partners in the supply
chain. As such, a supplier’s production capacity can limit the out-
put level of the entire supply chain. Further, a supplier’s quality
level determines the quality assurance of the final product, and
the supplier’s cost control affects the cost control capacity of the
entire supply chain, and the supplier’s new product development
capacity influences the quality and cycle of the new product devel-
opment. In short, the supplier is the foundation of supply chain
operation, and is key to the competitiveness of the supply chain
for a focal firm (Adida & DeMiguel, 2011; Azadi, Jafarian, Saen, &
Mirhedayatian, 2015; Li, 2013; Rao, Zhao, Zheng, Wang, & Chen,
2016b).

As a supply chain grows in scale and operations, its structure
will becomemore complicated. This then engenders greater supply
chain risk (Cárdenas-Barrón, González-Velarde, & Treviño-Garza,
2015; Federgruen & Yang, 2008; Ma, Lin, & Chen, 2000). Thus, in
managing this risk, by sharing supply chain information for all
members, improving the overall flexibility of the supply chain,
and enhancing the competitiveness of supply chain, managers
can better assess, control, and act on the risks resident in the chain
(Aqlan & Lam, 2015; Ho, Zheng, Yildiz, & Talluri, 2015). In this
regard, the evaluation and selection of suppliers are imperative
in the risk control of a supply chain. Through better supplier eval-
uation and selection, we can effectively reduce a chain’s opera-
tional risk.

The extant literature has studied supplier evaluation and selec-
tion, in particular, the design of a system for supplier evaluation
and the methods and models of supplier selection (Yu, Kaihara,
Fujii, Sun, & Yang, 2015). On the supplier evaluation system, Dick-
son first proposed 23 attributes such as quality, delivery time,
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historical performance as the evaluation measures (Dickson, 1966).
Then, Weber reviewed, annotated, and classified 74 related articles
which have appeared from 1966 to 1990, and ranked all the attri-
butes in these articles. He concluded that price, delivery time, qual-
ity, and capacity are the most important evaluation attributes
(Weber, Current, & Benton, 1991). Later, Choy and Lee (2003) stud-
ied the problem of evaluating and selecting the outsourcing of sup-
pliers in the manufacturing industry, and chose manufacturing
capacity, product price, delivery time, shipping quality, product
development, process improvement, sales performance, marketing
objectives, quality planning as the evaluation attributes to select
the manufacturing outsourcing suppliers. Wilson (2006) studied
the relative importance of supplier selection criteria, and con-
structed an index system formed by quality, price, service, technol-
ogy, finance, location, reputation, and mutual benefits to
comprehensively evaluate the suppliers. For firms that rely on a
just-in-time production system, Willis, Huston, and Pohlkamp
(2005) proposed a supplier evaluation system of 8 attributes (qual-
ity, price, order response speed, customer service, inventory plan-
ning, delivery time, financial health, and ease of ordering).
Similarly, Patton (2008) proposed a system of supplier evaluation
with Willis using price, quality, delivery time, sales support, equip-
ment and technology, order situation, and financial health. Yahya
and Kingsman (2009) interviewed 16 senior executives and pro-
posed a similar evaluation system to Willis et al. and Patton. More-
over, Patton weighted all the attributes using AHP. Petroni and
Braglia (2010) used Principal Components Analysis to construct a
system of supplier evaluation from a supply chain perspective.
The composition of Bragha’s system is similar to the system with
Patton, less the attributes of sales support and financial health,
but included the attribute of management capacity. Menon,
McGinnis, and Ackerman (2008) studied supplier selection for
third-party logistics services, and established a supplier evaluation
system that included price, delivery punctuality, management effi-
ciency, corporate reputation, financial health, ability to implement
the contract and disruption responsiveness, and empirically vali-
dated the effectiveness of the selection system. Shemshadi,
Shirazi, Toreihi, and Tarokh (2011) chose product quality, effort
to establish cooperation, supplier’s technical level, supplier’s delay
on delivery and price/cost to evaluate and rank suppliers. Similarly,
Chen andWu (2013) proposed cost, quality, deliverability, technol-
ogy, productivity, service to select new suppliers from a supply
chain risk’s perspective and AHP to determine the weight of each
attribute.

On the methods and models to evaluate suppliers, research has
proposed various evaluation schemes. These can be divided into
three categories. First, the qualitative selection methods (Ma
et al., 2000), for example, the judgment method based on direct
experience, and the consultation choice method. Qualitative selec-
tion methods are simple and practicable, albeit too subjective and
lack science and rationality to make choices based on experience or
some certainty attributes. Quantitative selection methods, such as
linear weighting (Ma et al., 2000), benefit-cost analysis
(Federgruen & Yang, 2011; Hammami, Temponi, & Frein, 2014),
new normalized goal programming (Jadidi, Zolfaghari, &
Cavalieri, 2014), locally linear neuro-fuzzy model (Vahdani,
Iranmanesh, Mousavi, & Abdollahzade, 2012), fuzzy integral-
based model (Liou, Chuang, & Tzeng, 2014), believable rough set
approach (Chai & Liu, 2014), integrated data envelopment analysis
(DEA) (Toloo & Nalchigar, 2011), Green DEA (Kumar, Jain, & Kumar,
2014), multi-objective integer linear programming (Choudhary &
Shankar, 2014), multi-objective linear programming (Arikan,
2013), mixed integer programming (Rezaei & Davoodi, 2011;
Ventura, Valdebenito, & Golany, 2013; Zhang & Chen, 2013),
multi-choice goal programming (MCGP) approach (Jadidi,
Cavalieri, & Zolfaghari, 2015), Possibilistic programming (Li,
2014), algorithm for linearly constrained C-convex vector opti-
mization (Qu, Goh, Ji, & Robert, 2015), Bayesian network model
(Hosseini & Barker, 2016), multi-criteria DC programming (Ji &
Goh, 2016), two-stage stochastic mixed-integer programming
model (Amorim, Curcio, Almada-Lobo, Barbosa-Póvoa, &
Grossmann, 2016), and two-level genetic algorithm (Aliabadi,
Kaazemi, & Pourghannad, 2013), are better than the qualitative
selection methods, and can solve specific problems under a deter-
ministic environment, but the quantitative selection methods are
generally based on deterministic evaluation attributes, and are dif-
ficult to quantify some qualitative attributes, and are thus unable
to meet all requirements of processing uncertain information in a
supply chain environment. The hybrid of quantitative and qualita-
tive methods, such as integrated fuzzy MCDM approach (Karsak &
Dursun, 2015), integrated approach based onWeighted Aggregated
Sum Product Assessment (WASPAS) method (Ghorabaee,
Zavadskas, Amiri, & Esmaeili, 2016), integrated approach including
F-AHP and MILP model (Ayhan & Kilic, 2015), clustering method
based on interval type-2 fuzzy sets (Heidarzadea, Mahdavi, &
Mahdavi-Amiri, 2016), fuzzy AHP (Shawa, Shankar, Yadav, &
Thakur, 2012), D-AHP (Deng, Hu, Deng, & Mahadevan, 2014), inte-
grated fuzzy TOPSIS and MCGP (Liao & Kao, 2011), integrated
approach including fuzzy techniques for order preferences by sim-
ilarity to ideal solution (TOPSIS) and a mixed integer linear pro-
gramming model (Kilic, 2013), parameterized non-linear
programming approach (Li & Liu, 2015), Hesitant fuzzy linguistic
VIKOR method (Liao, Xu, & Zeng, 2015; Liao, Xu, Zeng, & Xu,
2016), ranking method of fuzzy inference system (Amindousta,
Ahmeda, Saghafiniab, & Bahreininejada, 2012) approach based on
adaptive neuro-fuzzy inferences (Güneri, Ertay, & Yücel, 2011),
method combined grey systems theory and uncertainty theory
(Memon, Lee, & Mari, 2015), meta-approach by integrating multi-
criteria decision analysis and linear programming (LP)
(Sodenkamp, Tavana, & Caprio, 2016), and weighted max–min
models (Amid, Ghodsypour, & O’Brien, 2011), however, is better
at solving such problems more scientifically and rationally.

From above literature review, we can conclude that the study of
supplier evaluation and selection has been a hot research direction
of supply chain management, and the recent research has the fol-
lowing characteristics. Firstly, the evaluation criteria and index
system gradually become systematic, diverse and comprehensive.
The original single evaluation which only considers the production
factors such as quality, price and cost is gradually replaced by the
comprehensive evaluation by considering many aspects such as
production, service, cooperation, and environmental (Hashemi,
Karimi, & Tavana, 2015; Orji & Wei, 2015; Rezaei, Nispeling,
Sarkis, & Tavasszy, 2016; Yu, Xue, Sun, & Zhang, 2016). So the eval-
uation index system is more comprehensive, and the evaluation
results are more scientific. Secondly, the evaluation methods and
models tended to more and more reasonable from the original
mainly qualitative judgment, gradually to develop in the direction
of the combination of qualitative and quantitative. On model appli-
cations, it is from using a single model to evaluate, gradually to
develop in the direction of the combination evaluation with multi-
ple models. Thirdly, the evaluation object gradually refined from
the original general studies to steer specific industries and specific
supplier evaluation. And some studies have proposed different
evaluation index system for different industries and suppliers.

However, there are also some disadvantages for existing stud-
ies. First, no clear evaluation measurement standards are given
for some evaluation indexes. And these index data is rarely com-
bined with enterprise’s actual demand, so it is difficult to apply
in practice. Secondly, the evaluation index weight determination
and the evaluation results are over-reliance on mathematical mod-
els, so the limitations of the model itself may affect on the accuracy
of the evaluation results. Third, in the supplier evaluation, most of
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the literature does not consider the risk factors in the supply chain
environment (Ho, Xu, & Dey, 2010). Even a few literatures studied
on the supplier selection problem in supply chain risk manage-
ment, but most still remain in the qualitative analysis. They did
not really quantify the risk factors and not consider the quantified
risk in the overall level of supplier evaluation. Fourthly, for the
quantitative evaluation of suppliers in many literatures, the evalu-
ation index values are generally taken to be accurate values. How-
ever, in the practical data statistics, due to the complexity of the
decision-making system and decision-making environment, and
the ambiguity of the human mind, many index values are difficult
to count by using the exact numbers such as reputation for suppli-
ers and supplier service level. The evaluation results of these qual-
itative indexes are given often only in the form of linguistic fuzzy
variable (such as better, good, bad or very high, high, low) (Li &
Ren, 2015; Rao, Goh, Zhao, & Zheng, 2015; Rao & Peng, 2009;
Rao, Zheng, Wang, & Xiao, 2016a; Xu, 1999; Xu & Zhang, 2013).
Also, for instance, in the evaluation of technology risk and manage-
ment risk for the suppliers, the results of risk evaluation are gener-
ally given by high risk, low risk, and so on. For the problem of
supplier evaluation and selection under mixed data information
environment which the real numbers and linguistic fuzzy variable
are coexisting, there are few literatures discussed. How to deal
with uncertainty under a complex and volatile situation in the sup-
plier selection process is the focus of our study. In addition, the
existing procurement mechanisms and evaluation index system
are proposed mostly by considering a unique good or multiple
indivisible goods. The research on a kind of divisible goods (such
as coal, oil, natural gas) with the characteristic of homogeneous-
ness and continuity is few.

Specifically, we study the problem of supplier selection in the
procurement of divisible goods which is scant in the literature. A
new system for supplier selection is proposed by considering the
attributes under a commercial criterion and the supply chain risk
attributes. Specifically, a two-stage compound mechanism based
on multi-attribute auction and supply chain risk management is
designed for selecting the suppliers. This compound mechanism
may well improve the procurement efficiency of divisible goods
and greatly reduce the procurement risk. In terms of actual appli-
cation, our compound mechanism will stimulate the suppliers to
develop better products and services. This is just the main contri-
bution of the presented decision mechanism in this paper compar-
ing with many existing supplier selection methods.

The rest of this paper is organized as follows. Section 2 proposes
an evaluation system for supplier selection. Section 3 designs a
two-stage compound mechanism for supplier selection based on
the multi-attribute auction and supply chain risk management.
Section 4 provides an example on the multi-source procurement
of electricity coal. Section 5 concludes the paper.
Table 1
Evaluation system for supplier selection.

First level attribute Second level attribute

Commercial criterion A1 Quality
A2 Price
A3 Quantity
A4 Delivery time

Supply chain risk A5 Technology risk
A6 Information risk
A7 Management risk
A8 Economic risk
A9 Environmental risk
A10 Societal risk
A11 Ethical risk

 

2. Evaluation system for supplier selection

In this section, an evaluation system for suppliers was estab-
lished. As risk reduction is critical to good supply chain risk man-
agement, supplier selection needs to consider commercial factors
such as quality, price and delivery time, albeit cognizant of the
risks resident in a supply chain. In this paper, drawing from the
existing related research (Aqlan & Lam, 2015; Azadi et al., 2015;
Chen & Wu, 2013; Ho et al., 2015; Kumar et al., 2014; Sawik,
2014; Torabi, Baghersad, & Mansouri, 2015), we take into account
both the commercial factors and supply chain risks as shown in
Table 1.

Each attribute in Table 1 is briefly described as follows.
A1 Quality refers to the features and characteristics of the pro-

duct supplied by the suppliers. A high-quality product is key to
ensuring the effective functioning of the supply chain as poor qual-
ity products lead to waste in capital, poor market acceptance, loss
of revenue, and faster exit from the market.

A2 Price, a core attribute in supplier evaluation, refers to the
purchase price for a buyer.

A3 Quantity is the largest amount that a supplier can supply for
a fee and by a certain time.

A4 Delivery time is the time taken by a supplier to deliver the
goods to a buyer under contract. This time can be either early,
on-time or late, as it is affected by transportation.

The following attributes A5 to A6 are the risk management attri-
butes of supply chain, and their specific meanings and quantitative
methods (Cao, 2012; Chen &Wu, 2013; Ho et al., 2015) are given as
follows.

A5 Technology risk. Technology is advancing rapidly. To be com-
petitive, a supplier must quickly absorb new technology and inno-
vate. A supplier’s technology risk can be measured by the new
product development capability, i.e., being able to present new
products to a market. It reflects a supplier’s ability to accept new
technology and the level of technological innovation. It can be
expressed by the percentage of new product sales to total sales,
i.e., supplier’s new product development capability a = (new pro-
duct sales/total sales) � 100%. The greater the value of a, the higher
the supplier’s technology level, and the lower the supplier’s tech-
nology risk. Table 2 shows a method to quantify a supplier’s tech-
nology risk.

A6 Information risk refers to the risk generated by information
distortion, disclosure, and asymmetry during information trans-
mission between the buyer and supplier. This risk will lead to
unsuccessful collaboration between buyers and suppliers. The
accuracy of information transmission depends on the supplier’s
information gathering and forecasting capabilities, and on the reli-
ability and information technology of the management informa-
tion systems (MIS). Inefficient information sharing platforms or
weak supplier’s information system, and a low level of information
security may cause information distortion and information leaks.
For example, if the degree of information security is lower, the
hackers or criminals will invade the information management sys-
tem easily to steal or tamper the key data, then we will face the risk
of information distortion and information leaks. Table 3 gives the
method to quantify a supplier’s information risk.

A7 Management risk. A strong management team and efficient
management method are key to the growth and development of
a firm. Unqualified managers and inefficient management present
management risk to business. Here three main factors are selected
to quantify a supplier’s management level, i.e., the quality of man-
agers, the order management ability and logistics management
ability (Cao, 2012; Chen & Wu, 2013). As the quality of managers
is related to the level of education, we use the educational level
of the supplier’s management personnel to proxy this quality.
We select the ratio of graduate managers who obtain the master’s

 



Table 4
Method to evaluate supplier’s management risk.

Risk level Description

Potential Supplier’s management level is very high. (bP 90)

Low Supplier’s management level is high. (70 6 b < 90)

Medium Supplier’s management level is acceptable. (50 6 b < 70)
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degree to all managers to quantify the quality of managers, i.e. b1 =
(Number of managers who obtain the master’s degree/total num-
ber of managers) � 100%. The greater the value of b1, the better
the quality of managers, and the smaller the management risk.
The supplier’s order management ability can be reflected by the
correct handling ratio of orders during a certain period, i.e., b2 =
(Number of error-free order processing /total number of order pro-
cessing) � 100%. The supplier’s logistics management ability can
be reflected by the accurate delivery ratio of orders, i.e., b3 = (num-
ber of accurate delivery orders /total number of orders) � 100%,
where the accurate delivery orders means the supplier deliver
the goods to the procurer in accordance with the time, the location
and the quantity prescribed by the purchase contract, and the per-
fectness ratio of goods is 100%. We denote b = (b1 + b2 + b3)/3 as a
supplier’s management level. The greater the value of b, the lower
the supplier’s management risk level is. Table 4 gives a method to
quantify a supplier’s management risk.

A8 Economic risk has two aspects: risks due to the changes in a
supplier’s business environment such as financial crisis and stock
market fluctuations. These factors affect a supplier’s investment
and cash flow. The other is the risk due to the changes in a sup-
plier’s market such as demand volatility and competitive behavior.
These factors affect a supplier’s operations and development.
Table 5 gives the method to quantify a supplier’s economic risk.

A9 Environmental risk refers to the risks due to natural disasters
such as earthquakes. These disasters have a low likelihood of
occurrence but the consequences are often dire. This attribute
investigates whether there are natural disasters in the supplier
locations, as well as whether there are risk prevention measures
and contingency plans to respond to these risks. Table 6 shows
the method for quantifying a supplier’s environmental risk.

A10 Societal risk refers to the risk caused by destabilizing factors
such as laws and regulations in a supplier’s country or region, opa-
que laws and policies, political instability, and civil conflicts. While
such risks are low in probability, business prefers socially stable
locations even when the operating cost may be high. Table 7 gives
the method to quantify the supplier’s societal risk.
Table 3
Method to evaluate supplier’s information risk.

Risk
level

Description

Potential The supplier has an advanced and efficient MIS and perfect
information sharing mechanism and has achieved integrated
information management

Low The supplier has a good MIS and information sharing mechanism,
and has achieved integrated management of production, finance,
and logistics

Medium The supplier has an MIS and information sharing mechanism, but
has not achieved information integration and information sharing

High The supplier lacks an effective MIS, and no information processing

Table 2
Method to evaluate supplier’s technology risk.

Risk
level

Description

Potential Supplier’s new product development capability is very strong.
(aP 90)

Low Supplier’s new product development capability is strong.
(70 6 a < 90)

Medium Supplier’s new product development capability is fair.
(50 6 a < 70)

High Supplier’s new product development capability is poor. (a < 50)
A11 Ethical risk is the risk caused by asymmetric information
and unhonoured contracts. In the procurement process, this risk
arises from the bad behavior of suppliers such as fraud, cheating
on workmanship and materials, and shoddy goods. Table 8 gives
the method to quantify a supplier’s ethical risk.

In the above 11 attributes, A1 and A3 are benefit type attributes,
i.e., the greater the attribute value, the better the corresponding
supplier. The rest are cost type attributes, i.e., the smaller the attri-
bute value, the better the corresponding supplier. Further, the
attributes can be divided into two types: the attributes of a precise
number type and a linguistic fuzzy variable type.

The attributes of a precise number type are: A1 quality, A2 price,
A3 quantity and A4 delivery time. In certain goods procurement, the
values of this kind of attribute are submitted directly by the suppli-
ers in their bids, and the values are real numbers. The attribute set
formed by the attributes of the precise number type is denoted as
A1 = {A1, A2, A3, A4}.

The attributes of a linguistic fuzzy variable type: A5 technology
risk, A6 information risk, A7 management risk, A8 economic risk, A9

environmental risk, A10 societal risk and A11 ethical risk. These
attributes are somewhat qualitative and fuzzy, and their evalua-
tion values cannot be given precisely, but generally given in the
form of ‘‘Potential risk, Low Risk, Medium risk and High Risk” by
the buyer. The attribute set formed by the attributes of a linguistic
fuzzy variable type is denoted as A2 = {A5, A6, . . ., A11}.

In the practical evaluation and selection of suppliers, we must
perform multi-attribute decision making according to the informa-
tion of the 11 attributes. The values of the attributes in set A1 can

 

High Supplier’s management level is low. (b < 50)

Table 5
Method to evaluate supplier’s economic risk.

Risk
level

Description

Potential Economic growth is good, market is mature, infrastructure is
good, and development prospect is good

Low One or two of the above four aspects is weak

Medium Economic growth is relatively slow, market is immature, but good
development potential

High Economic growth is slow, market is closed, and poor development
potential

Table 6
Method to evaluate supplier’s nature risk.

Risk
level

Description

Potential There are no major natural disasters in the past three years, and
the supplier has detailed prevention and contingency plans

Low There are no major natural disasters in past year, and the supplier
has detailed prevention and contingency plans

Medium There are major natural disasters recently, and the supplier has
simple prevention and emergency measures

High Natural disasters are frequent but supplier has no prevention and
emergency measures

 



Table 8
Method to evaluate supplier’s ethical risk.

Risk
level

Description

Potential The supplier has good reputation, and he can always fulfill the
procurement contract to provide high-quality products within a
specified time

Low The supplier has a good reputation and can fulfill the contract; the
defective rate is low, and the delivery time is relatively punctual

Medium The reputation of the supplier is fair and occasionally breaks
contracts

High The reputation of the supplier is poor, and the supplier often
breaks contracts; the defective rate is high, and the delivery is not
on time

Table 7
Method to evaluate supplier’s societal risk.

Risk
level

Description

Potential The supplier’s region has an efficient and transparent political
system, stable legal policy, and open political and legal
environment

Low The supplier’s region has a stable political environment, healthy
policy and legal environment, and the legal system is constantly
improved

Medium The political system is relatively stable, policies can be improved,
and the legal system is relatively backward

High The political system is unstable, the policies are unclear, and the
legal system is incomplete in the region of the supplier
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be given by real numbers, but the values of attributes in set A2

must be quantified and then can be used for multi-attribute deci-
sion making. We now give a method for transforming the linguistic
fuzzy variables into interval numbers in Definition 1.

Definition 1. Suppose Fa = {f1, f2, f3, f4} = {Potential risk, Low risk,
Medium risk, High risk} is a set formed by the attributes of a
linguistic fuzzy variable type, then the corresponding interval
number to Fa: f1 = [0.9,1], f2 = [0.7,0.9], f3 = [0.5,0.7], f4 = [0.2,0.5],
where Potential risk � Low Risk � Medium risk � High Risk.Under
the above evaluation system, the problem can be described as
follows. A buyer wants to procure Q0 units of divisible goods such
as coal, oil, and natural gas. The buyer has m risk neutral suppliers
to choose from, and the supplier set is denoted as M = {1, 2, . . ., m},
using the 11 attributes given above. The set of weights for the
attributes is denoted as W = {w1, w2, . . ., w11}, with 0 6 wj 6 1 andP11

j¼1wj ¼ 1. The values of attribute weights can be determined by
Delphi method or Analytic Hierarchy Process method in the
practical decision-making of supplier selection.
3. Two-stage compoundmechanism design of supplier selection

We now design a two-stage compound mechanism for supplier
selection. In the first stage, we design a multi-auction mechanism
to determine the shortlist of suppliers by considering the four attri-
butes under a commercial criterion. In the second stage, we further
include the seven risk attributes of the shortlist and design a multi-
attribute decision making mechanism to select the final supplier
(s).

3.1. Stage 1: determine the shortlist by a multi-auction mechanism

Before the suppliers (bidders) submit their bids, the buyer (auc-
tioneer) will announce some basic requirements and the scoring
rules for the procurement to all suppliers. Then all suppliers sub-
mit sealed bids to the buyer. Within the auction, every supplier
has only one chance to submit a bid. When the bidding process
is over, the buyer will analyse the bids, and publish the scores
and rank order. The buyer will determine the shortlist, according
to the scores and his actual procurement amount.

 

3.1.1. Assumptions and notations
In a multi-auction procurement auction of divisible goods Q0, a

buyer will consider four attributes under a commercial criterion,
i.e., A1 quality, A2 price, A3 quantity and A4 delivery time.
Attribute A1 comprises several sub-attributes. For instance, in
electricity coal procurement, these sub-attributes are calorific
value, moisture, volatile matter, ash melting point, and sulfur coal
classification.

Supplier i’s values of attributes A1, A2, A3 and A4 are denoted by
ai, pi, qi, ti, respectively, i = 1, 2, . . ., m. In the auction, supplier i sub-
mits a sealed bid in the form (ai, pi, qi, ti), where pi, qi, ti, 2 R and ai is
an ordered array with ai = (a1, a2, . . ., as), and a1, a2, . . ., as are the
attribute values of s sub-attributes of quality respectively.

For supplier i, the cost of supplying one unit of good depends on
the quality value ai, and the delivery time ti. The cost function is
denoted as Ci(ai, ti), which is increasing in ai and decreasing in ti
(David, Azoulay-Schwartz, & Kraus, 2006; Rao & Zhao, 2011; Rao,
Zhao, & Ma, 2012). Then the utility of supplier i who will supply
the buyer with qi units of goods at unit price pi can be expressed
as Usi(ai, pi, qi, ti) = qi[pi � Ci(ai, ti)]. Clearly, supplier i’s total utility
increases with the increase in the bid price pi, and decreases with
the increase in ai.

For the buyer, we assume that the buyer’s utility function is
additive across the s quality sub-attributes and ti, and the buyer’s
revenue function is uik(aik) on the kth (k = 1, 2, . . ., s) quality sub-
attribute value aik, and the buyer’s revenue function on delivery
time ti is denoted as ui(ti) (David et al., 2006; Rao & Zhao, 2011;
Rao et al., 2012). Then, when supplier i supplies a buyer qi units
of goods at unit price pi, the buyer’s total revenue can be expressed
as Ubiðai1; ai2; . . . ; ais; pi; qi; tiÞ ¼ qi½

Ps
k¼1uikðaikÞ þ uiðtiÞ � pi� where

uik(aik) is increasing, concave and twice continuously differentiable
in aik. ui(ai) is decreasing in ti. This is because the delivery time ti is
a cost type attribute for the buyer. A longer delivery time ti will
provide a smaller utility to the buyer.
3.1.2. Bidding and scoring rules

(1) Bidding rules
To ensure that the bids are effective and feasible, the buyer will

announce some standards and rules at the beginning of the bid-
ding, for example,

(1) The quality level should not be less than the given reserve
value a, for instance, in electricity coal procurement, the
bid values of the six quality sub-attributes in a supplier’s
bid should not be less than the given reserve values
a ¼ ða1; a2; . . . ; a6Þ. The detailed reserve values can be based
on the quality measures of the national standard GB/
T7562-2010 in China.

(2) The price submitted by a supplier should not exceed the
reserve price �p, i.e., pi 6 �p.

(3) Each supplier’s delivery time cannot exceed the prescribed
time limit, i.e., it must satisfy ti 6 �t, where �t is the longest
delivery time.

(4) To let more suppliers have a chance to supply the goods, the
buyer will limit the suppliers’ maximum supply quantity i.e.,
qi 6 �q, i ¼ 1;2; . . . ;n, where �q is the maximum supply quan-
tity for all suppliers.
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All submitted bids must meet these standards and rules, or be
eliminated from the auction.

(2) Scoring rules for suppliers

The scoring rule (score function) is used to select the optimal
bid. The buyer will announce this scoring rule to all suppliers at
the beginning of the procurement auction. Thus, the buyer can
design the scoring rule from his total utility function
Ubiðai1; ai2; . . . ; ais; pi; qi; tiÞ ¼ qi

Ps
k¼1uikðaikÞ þ uiðtiÞ � pi

� �
. To achieve

the goal of maximizing utility, and to induce the suppliers to
announce their actual cost truthfully, the buyer can define the
scoring function as follows: Si ¼

Ps
k¼1uikðaikÞ þ uiðtiÞ � pi.

Clearly, Si is increasing in aik, and decreasing in price pi and
delivery time ti, and the revenue from the goods increases with
the increase in Si. Thus, the buyer will only shortlist suppliers using
the higher scores.

(3) Rules for selecting shortlist

As a supplier can only provide a limited number of goods, it is
difficult to meet the buyer’s every needs within a stipulated time.
Hence, the buyer can use a multi-source procurement strategy, i.e.,
the bid winner is not unique; there can be one or more suppliers
chosen. In this stage of the auction, the buyer can rank the suppli-
ers’ scores from high to low, and then select l suppliers whose
scores in the top l as the shortlist, according to his actual total pro-
curement amount and the suppliers’ maximum supply quantity in

the bids. The value of l must satisfy the condition
Pl

i¼1qi P Q0,
which means that the l suppliers have enough supply capacity.

It is easy to prove that the above auction mechanism has an
information incentive, i.e., this mechanism can encourage suppli-
ers to submit actual bid information on quality, price, and delivery
time. In fact, under the scoring rule, Si ¼

Ps
k¼1uikðaikÞ þ uiðtiÞ � pi.

To improve their ideal scores and to stand a better chance to be
shortlisted, supplier i will increase the quality value ai = (ai1, ai2,
. . ., ais) within his technical capability and production level as far
as possible, and shorten the delivery time ti and decrease the sell-
ing price pi within his budget. Reporting false information on qual-
ity, price, and delivery time will lead to low scores and risk
elimination in this auction stage. Thus, the auction mechanism
has an information incentive.
3.2. Stage 2: determine winners by multi-attribute decision making

In the second stage, we design a multi-attribute decision mak-
ing mechanism to select the final supplier(s) from the shortlist.
We propose a method based on the grey correlation degree of mix-
ing sequences to evaluate and rank the shortlist under the seven
risk attributes and four commercial attributes. The winner(s) will
be determined according to the rank results. The specific steps
are given as follows.
3.2.1. Data processing
The original decision making matrix formed by the values of the

11 evaluation attributes for the l shortlisted suppliers is denoted as
X = (xij)l�11, i = 1, 2, . . . l, where xij is the attribute value of finalist i
under attribute Aj, j=1, 2, . . ., 11. We set N1 = {1,2,3,4}, N2 = {5, 6, . . .,
11}. According to the classification information of the attributes in
Section 2, if j 2 N1, then xij 2 R. If j 2 N2, then xij is a linguistic fuzzy
variable such as potential, low, moderate, and high risk.

For attribute value xij, when j 2 N2, xij can be transformed as an
interval number. The original decision making matrix X = (xij)l�11

can then be rewritten as a new decision matrix Y = (yij)l�11.
The physical dimensions of the 11 attributes are different. To
eliminate the influence of the different physical dimensions on
the decision result, we normalize the matrix Y = (yij)l�11. The nor-
malized matrix is denoted as Z = (zij)l�11, where

zij ¼
zij i ¼ 1;2; . . . ; l; j 2 N1

zLij; zUij
h i

i ¼ 1;2; . . . ; l; j 2 N2

(
:

The normalized processing method (Xu, 1999) is given as
follows.

(i) When yij 2 R, for a benefit type attribute, the normalized
processing rule is

zij ¼
yij �min

i
yij

max
i

yij �min
i

yij
i ¼ 1;2; . . . ; l; j 2 N1 ð1Þ

(ii) When yij 2 R, for a cost type attribute, the normalized pro-
cessing rule is

zij ¼
max

i
yij � yij

max
i

yij �min
i

yij
i ¼ 1;2; . . . ; l; j 2 N1 ð2Þ

(iii) When yij is an interval number, for a benefit type attribute,
the normalized processing rule is

zLij ¼
yL
ijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPl

i¼1
yU
ij

� �2
r

zUij ¼
yU
ijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPl

i¼1
yL
ij

� �2
r

8>>>>>>><
>>>>>>>:

i ¼ 1;2; . . . ; l; j 2 N2 ð3Þ

(iv) When yij is an interval number, for a cost type attribute, the
normalized processing rule is

zLij ¼
1
yU
ijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPl

i¼1
1
yL
ij

� �2
s

zUij ¼
1
yL
ijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPl

i¼1
1
yU
ij

� �2
s

8>>>>>>>>>><
>>>>>>>>>>:

i ¼ 1;2; . . . ; l; j 2 N2 ð4Þ

 

3.2.2. Ranking method based on grey correlation degree of mixed
sequences

The idea of a ranking method based on the grey correlation
degree of mixed sequences is to compare and to rank the alterna-
tives by a grey correlation degree between the compared sequence
and the optimal reference sequence, where the compared sequence
and the optimal reference sequence are all formed by mixed data
(real numbers and interval numbers coexist). The greater the grey
correlation degree, the better the corresponding alternative (Rao &
Peng, 2009; Rao & Zhao, 2011; Xiao, Song, & Li, 2005). The first step
is to determine the reference sequence and compared sequence.
The reference sequence is a set of data used to reflect the charac-
teristics of the ideal system. Here we will create an optimal fic-
tional supplier (the best reference object) from the l shortlisted
suppliers. The attribute values of this fictional supplier comprise
all the optimal values of the shortlisted suppliers under the 11
attributes, and all the optimal values constitute the reference
sequence. The values of the 11 attributes for each finalist form a
compared sequence. Then we calculate the grey correlation degree
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between the reference sequence and each compared sequence, and
rank the shortlisted suppliers.

Definition 2. zi is a mixed attribute sequence if in decision matrix
Z = (zij l�11, the 11 elements of each row form the following
sequence

zi ¼ ðzi;1; zi;2; zi;3; zi;4; zLi;5; z
U
i;5

h i
; zLi;6; z

U
i;6

h i
; . . . ; ½zLi;11; zUi;11�; i ¼ 1;2; . . . ; l

ð5Þ
For the ranking method based on the grey correlation degree of

mixed sequence Z, each mixed attribute sequence zi is just a com-
pared sequence. Based on the mixed attribute sequences
z1; z2; . . . ; zl, the definition of a positive ideal is given as follows.
Definition 3. From the mixed attribute sequences z1; z2; . . . ; zl in a
normalized decision matrix Z = (zij)l�11, we set

z0 ¼ z0;1; z0;2; . . . ; z0;11ð Þ ¼ max
16i6l

zi;1;max
16i6l

zi;2;max
16i6l

zi;3;max
16i6l

zi;4;
�

max
16i6l

zLi;5;max
16i6l

zUi;5

	 

; max

16i6l
zLi;6;max

16i6l
zUi;6

	 

; . . . ; max

16i6l
zLi;11;max

16i6l
zUi;11

	 
�
ð6Þ

Then z0 is called a positive ideal.
The positive ideal given in Definition 3 is just the reference

sequence in the ranking method based on the grey correlation
degree of mixed sequences. The formula of the traditional grey cor-
relation degree only applies to the case when the numbers in the
reference sequence and compared sequences are real, but the ref-
erence sequence and compared sequence in this paper are mixed
sequences where real numbers and interval numbers coexist. So
we cannot directly use the expression for the traditional grey cor-
relation degree to calculate the grey correlation degree. Next, we
reference the definition of the traditional grey correlation degree
and define a grey correlation degree of a mixed sequence.

Definition 4. For the compared sequences given by Eq. (5),

z1 ¼ z1;1; z1;2; z1;3; z1;4; zL1;5; z
U
1;5

h i
; zL1;6; z

U
1;6

h i
; . . . ; zL1;11; z

U
1;11

h i� �
;

z2 ¼ z2;1; z2;2; z2;3; z2;4; zL2;5; z
U
2;5

h i
; zL2;6; z

U
2;6

h i
; . . . ; zL2;11; z

U
2;11

h i� �
;

. . .

zl ¼ zl;1; zl;2; zl;3; zl;4; zLl;5; z
U
l;5

h i
; zLl;6; z

U
l;6

h i
; . . . ; zLl;11; z

U
l;11

h i� �
;

and the reference sequence given by Eq. (6)

z0 ¼ z0;1; z0;2; . . . ; z0;11ð Þ ¼ max
16i6l

zi;1;max
16i6l

zi;2;max
16i6l

zi;3;max
16i6l

zi;4;
�

max
16i6l

zLi;5;max
16i6l

zUi;5

	 

; max

16i6l
zLi;6;max

16i6l
zUi;6

	 

; . . . ; max

16i6l
zLi;11;max

16i6l
zUi;11

	 
�
;

the grey relational coefficient between z0j and zij is defined as

rðz0j; zijÞ ¼
qmax

i
max

j
Dðz0j; zijÞ

Dðz0j; zijÞ þ qmax
i

max
j

Dðz0j; zijÞ ; ð7Þ

and the grey correlation degree of mixed sequence between the
compared sequence zi (i ¼ 1;2; . . . ; l) and the reference sequence
z0 is defined as

rðz0; ziÞ ¼
X11
j¼1

wjrðz0j; zijÞ; ð8Þ

where Dðz0j; zijÞ is the distance between z0j and zij. When j 2 N1, i.e.,
z0j and zij 2 R, we have

Dðz0j; zijÞ ¼ max
16i6l

zij � zij

����
����:
When j 2 N2, i.e., z0j and zij are all interval numbers, we have

Dðz0j; zijÞ ¼
ffiffiffi
2

p

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max
16i6l

zLij � zLij

� �2

þ max
16i6l

zUij � zUij

� �2
s

;

where q is the distinguishing coefficient, q 2 ð0;1Þ. Generally, we
set q ¼ 0:5; wj is the weight of the j-th attribute Aj,

j ¼ 1;2; . . . ;11, which satisfies 0 6 wj 6 1;
P11

j¼1wj ¼ 1.

 

Theorem 1. The grey relational degree of mixed sequences rðz0; ziÞ
defined in Definition 4 satisfies the four axioms of grey relational
analysis, i.e.,

(1) Normality

0 6 rðz0; ziÞ 6 1;

rðz0; ziÞ ¼ 0 () z0; zi 2 / ðempty setÞ;

rðz0; ziÞ ¼ 1 () z0 ¼ zi:
(2) Symmetry

rðz0; ziÞ ¼ rðzi; z0Þ () X ¼ fz0; zig:
(3) Wholeness

zi; zj 2 X ¼ zs s ¼ 0;1;2; . . . ; l; l P 2jf g; zðxi; xjÞ– zðxj; xiÞ:
(4) Approachability: The smaller the value of Dðz0j; zijÞ, the greater
is rðz0; ziÞ where z0 is the reference sequence, and zi
(i ¼ 1;2; . . . ; l) is the compared sequence.

Theorem 1 is proved by a similar process of the traditional grey
correlation degree (see Xiao et al., 2005).

The process of ranking based on the grey correlation degree of a
mixed sequence is as follows. For the l finalists, we select 11 max-
imum values of the 11 attributes to form the positive ideal (refer-
ence sequence), then we use the calculation method of grey
correlation degree of a mixed sequence given by Definition 4 to cal-
culate the grey correlation degree rðz0; ziÞ between the compared
sequence zi and the reference sequence z0. rðz0; ziÞ reflects the
degree of closeness between shortlisted supplier i and the optimal
fictional supplier. The greater the value of rðz0; ziÞ, the closer is sup-
plier i to the optimal fictional supplier.
3.2.3. Method of determining winners
In practical procurement, a buyer can use a multi-source pro-

curement strategy, i.e., the final suppliers can be one or more.
We now provide a method of determining the winners in the
multi-source procurement of divisible goods.

Using the ranking method based on the grey correlation
degree of a mixed sequences given in Section 3.2.2, we obtain
the grey correlation degree r(z0, zi) of the l finalists. We set the
ranking order as r1 P r2 P . . . P rl, and the maximum supply
quantities in the corresponding finalists’ bids in the multi-
auction stage as qr1 ; qr2 ; . . . ; qrl

. The rule for determining the win-
ners is that the buyer allocates the goods to the supplier with a
greater grey correlation degree rðz0; ziÞ. The detailed allocation
method is as follows.

(1) The buyer allocates a total amount Q0 to the supplier with
the greatest grey correlation degree r1. So the supplier with
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the greatest grey correlation degree r1 is allowed a supply
quantity q�

1 ¼ qr1 .
(2) The buyer allocates the remaining amount Q0 � qr1 to the

supplier with the second greatest grey correlation degree
r2. We discuss it in two different cases as follows.

Case 1: If qr2 P Q0 � qr1 , then q�
2 ¼ Q0 � qr1 , and

q�
3 ¼ q�

4 ¼ . . . ¼ q�
l ¼ 0, which means that the supplier with the

second greatest grey correlation degree r2 is allocated the
remaining amount Q0 � qr1 . The allocation is complete. The
two suppliers whose grey correlation degree is in the top 2
ranks are selected.
Case 2: If qr2 < Q0 � qr1 , then q�

2 ¼ qr2 , and the residual amount
Q0 � qr1 � qr2 will be allocated to the rest of the suppliers
sequentially.

Similarly, for any q�
k, k ¼ 3;4; . . . ; l, if qrk

P Q0 �
Pk�1

i¼1 qri
, we

have q�
k ¼ Q0 �

Pk�1
i¼1 qri

, and q�
kþ1 ¼ q�

kþ2 ¼ . . . ¼ q�
l ¼ 0, which

means that the allocation is complete, and the suppliers whose
grey correlation degree in the top k ranks are selected. If

qrk
< Q0 �

Pk�1
i¼1 qri

, then q�
k ¼ qrk

, and the residual amount

Q0 �
Pk

i¼1qri
will be allocated to the rest of the suppliers

sequentially.
When k ¼ h, 3 6 h 6 l, amount Q0 is fully allocated. Then

the suppliers whose grey correlation degree is in the top h
ranks are selected. Suppose the buyer procures the goods
based on some discriminatory price, then the transaction price
is the unit price in each winner’s bid, i.e., p�

i ¼ pi. For these h
suppliers, the paid rules are given as follows. The winner i will
obtain the allowable supply quantity q�

i and is paid the total
payment piq

�
i by the buyer. All winners must supply their pro-

mised goods to the buyer within the delivery time given in
their bids.
3.3. Implementation of two-stage compound mechanism

Combining the analysis and discussion in Sections 3.1 and 3.2,
we now summarize the implementation steps of our two-stage
compound mechanism for the procurement of divisible goods.

Step 1: At the start of the procurement auction, a buyer
announces some standards and rules to the suppliers such as
the score rule Si ¼

Ps
k¼1uikðaikÞ þ uiðtiÞ � pi, the reserve price �p,

the reserve values of quantity a, the longest delivery time �t,
and the maximum supply quantity �q for all suppliers.
Step 2: Every supplier submits a sealed bid with the form
ðai1; ai2; . . . ; ais; pi; qi; tiÞ based on the standards and rules set
by the buyer. Every supplier has only one chance to submit
the bid.
Step 3: After all suppliers submit their bids, the buyer computes
the scores according to the score rule
Si ¼

Ps
k¼1uikðaikÞ þ uiðtiÞ � pi, and ranks the scores from high to

low. The buyer selects l suppliers whose scores are in the top
l as the shortlist according to his actual total procurement
amount and all of the suppliers’ maximum supply quantity in
the bids.
Step 4: For the l finalists determined in the first stage, we fur-
ther consider 7 risk attributes in addition to the 4 attributes
under a commercial criterion, and construct a decision matrix
X ¼ ðxijÞm�11, i ¼ 1;2; . . . ; l.
Step 5: Using the transformation method in Definition 1, the
linguistic fuzzy variables in X ¼ ðxijÞm�11 are transformed as
interval numbers, and a new decision matrix Y ¼ ðyijÞl�11

is
found.
Step 6: Use Eqs. (1)–(4) to process the data in matrix
Y ¼ ðyijÞl�11

, the normalized decision making matrix
Z ¼ ðzijÞl�11 is obtained.
Step 7: Use Eqs. (5) and (6) to determine the positive ideal (ref-
erence sequence) z0 and compared sequences z1; z2; . . . ; zl from
Z ¼ ðzijÞl�11.
Step 8: Use Eqs. (7) and (8) to calculate the grey correlation
degree rðz0; ziÞ (i ¼ 1;2; . . . ; l) between the compared sequence
zi and the reference sequence z0.
Step 9: Rank all the finalists in accordance to the value rðz0; ziÞ,
i ¼ 1;2; . . . ; l.
Step 10: Use the winner selection method of Section 3.2.3 to
determine the final winners. The winner (supplier i) will get
the total payment piq

�
i to supply quantity q�

i to the buyer.

4. Multi-source procurement of electricity coal

We now give an example for the multi-source procurement of
electricity coal to show how to implement our two-stage com-
pound mechanism, and to demonstrate the effectiveness of this
compound mechanism.

Suppose a buyer of a power-generation firm wants to procure
800 tons of electricity coal. Ten risk neutral suppliers participate
in the supply competition i.e. M = {1, 2, . . ., 10}. Here we use the
above 11 attributes to select the optimal supplier(s), i.e., A1 quality,
A2 price (price per ton electricity coal, in yuan/ton), A3 quantity
(maximum supply quantity, in tons), A4 delivery time (in days),
A5 technology risk, A6 information risk, A7 management risk, A8

economic risk, A9 environmental risk, A10 societal risk, and A11 eth-
ical risk, where A1 quality includes the following two sub-
attributes.

B1 (tvdaf, in percentage). Tvdaf is the core index to distinguish
the combustion characteristic for electricity coal. The higher the
value of Tvdaf, the easier it is to burn coal.

B2 (calorific value, in kcal/g). Calorific value is an important
basis for boiler design.

For supplier i, i = 1, 2, . . ., 10, the values of the above 12 attri-
butes and sub-attributes are now denoted as
ai1; ai2; pi; qi; ti; bi1; bi2; bi3; bi4; bi5; bi6; bi7 respectively. Let the weight
set of the 12 attributes be W = (w1, w2, . . ., w12) = (0.1, 0.1, 0.15,
0.05, 0.1, 0.1, 0.1, 0.1, 0.1, 0.025, 0.025, 0.05). We now show how
to implement the two-stage compound mechanism.

4.1. Decision making process

(1) Stage 1: determine the shortlist by a multi-auction
mechanism

The buyer announces the relative auction rules: the calorific
value ai1 in each supplier’s bid must be at least 5 kcal/g, the tvdaf
value ai2 in each supplier’s bid must be at least 24%. The bid price
per ton of electricity coal is no greater than 190 yuan/ton. The
delivery time must be less than or equal to 20 days. The maximum
supply quantity in each supplier’s bid must be less than or equal to
400 tons. All bids must satisfy these rules.

Set supplier i’s cost function on quality attribute Aj as
Ciðai1; ai2; tiÞ ¼ k1ai1 þ k2ai2 þ h1

ti
, i ¼ 1;2; . . . ;10 where k1 and k2

are the quality attribute coefficients of attributes B1 and B2 respec-
tively for the suppliers, h1 is the delivery time coefficient for the
suppliers. k1, k2 and h1 are the same for all suppliers. Then supplier
i ’s utility generated by a unit quantity of goods can be expressed as

Usi ai1; ai2;pi; tið Þ ¼ pi � Ci ai1; ai2; tið Þ ¼ pi � k1ai1 þ k2ai2 þ h1

ti

� �
:

In this example, we set k1 ¼ 150, k2 ¼ 100, h1 ¼ 200.
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When supplier i submits a bid ðai1; ai2; pi; qi; tiÞ, the buyer’s total
utility from supplier i is Ubiðai1; ai2; pi; qi; tiÞ ¼
qi

P2
k¼1uikðaikÞ þ uiðtiÞ � pi

h i
¼ qi l1

ffiffiffiffiffiffi
ai1

p þ l2
ffiffiffiffiffiffi
ai2

p þ h2
ti

h i
, i ¼ 1;

2; . . . ;10. So the score function is Si ¼
P2

k¼1uikðaikÞ þ uiðtiÞ�
pi ¼ l1

ffiffiffiffiffiffi
ai1

p þ l2
ffiffiffiffiffiffi
ai2

p þ h2
ti
� pi; i ¼ 1;2; . . . ;10 where l1 and l2 are

the quality attribute coefficients of attributes B1 and B2 respec-
tively for the buyer. h2 is the delivery time coefficient for the sup-
pliers. We set l1 ¼ 50, l2 ¼ 60, h2 ¼ 30.

Suppose the suppliers submit their bids based on their actual
cost and the bidding rules.

Supplier 1: ða11; a12; p1; q1; t1Þ = (7.5, 26.3, 170, 300, 16).
Supplier 2: ða21; a22; p2; q2; t2Þ = (7.2, 23.5, 160, 280, 14).
Supplier 3: ða31; a32; p3; q3; t3Þ = (6.8, 28.9, 165, 320, 17).
Supplier 4: ða41; a42; p4; q4; t4Þ = (6.5, 25.7, 190, 255, 18).
Supplier 5: ða51; a52; p5; q5; t5Þ = (7.9, 24.6, 175, 380, 19).
Supplier 6: ða61; a62; p6; q6; t6Þ = (8.5, 20.9, 185, 350, 15).
Supplier 7: ða71; a72; p7; q7; t7Þ = (8.1, 25.8, 180, 360, 17).
Supplier 8: ða81; a82; p8; q8; t8Þ = (6.9, 27.7, 170, 340, 18).
Supplier 9: ða91; a92; p9; q9; t9Þ = (7.7, 24.2, 175, 310, 17).
Y ¼

7:5 26:3 170 300 16 ½0:7;0:9� ½0:9;1� ½0:5;0:7� ½0:9;1� ½0:7;0:9� ½0:5;0:7� ½0:9;1�
7:2 23:5 160 280 14 ½0:5; 0:7� ½0:5;0:7� ½0:9;1� ½0:2;0:5� ½0:7;0:9� ½0:9;1� ½0:9;1�
6:8 28:9 165 320 17 ½0:9;1� ½0:7;0:9� ½0:7;0:9� ½0:5;0:7� ½0:9;1� ½0:7;0:9� ½0:7;0:9�
7:9 24:6 175 380 19 ½0:7;0:9� ½0:5;0:7� ½0:7;0:9� ½0:7;0:9� ½0:5;0:7� ½0:2; 0:5� ½0:5;0:7�
8:1 25:8 180 360 17 ½0:5;0:7� ½0:7;0:9� ½0:9;1� ½0:5;0:7� ½0:5;0:7� ½0:7;0:9� ½0:7;0:9�
6:9 27:7 170 340 18 ½0:9;1� ½0:5;0:7� ½0:7;0:9� ½0:9;1� ½0:7;0:9� ½0:5;0:7� ½0:9;1�

0
BBBBBBBB@

1
CCCCCCCCA
Supplier 10: ða101; a102; p10; q10; t10Þ = (7.1, 24.6, 180, 300, 19).

where each supplier’s quantity qi is determined according to his
production ability within the contracted time and maximum bid
quantity of qmax ¼ 400 tons set by the buyer.
Z ¼

0:54 0:52 0:5 0:2 0:6 ½0:33;0:51� ½0:45;0:63� ½0:23;0:38� ½0:45;0:61� ½0:33;0:54� ½0:25;0:46� ½0:40;0:52�
0:31 0 1 0 1 ½0:23;0:40� ½0:25;0:44� ½0:41;0:55� ½0:10;0:31� ½0:33;0:54� ½0:46;0:66� ½0:40;0:52�
0 1 0:75 0:4 0:4 ½0:42;0:57� ½0:35;0:56� ½0:32; 0:49� ½0:25;0:43� ½0:43;0:60� ½0:36;0:59� ½0:31;0:47�

0:85 0:20 0:25 1 0 ½0:33;0:51� ½0:25;0:44� ½0:32;0:49� ½0:35;0:55� ½0:24;0:42� ½0:10;0:33� ½0:22;0:37�
1 0:43 0 0:8 0:4 ½0:23;0:40� ½0:35;0:56� ½0:41;0:55� ½0:25;0:43� ½0:24;0:42� ½0:36; 0:59� ½0:31;0:47�

0:08 0:78 0:5 0:6 0:2 ½0:42;0:57� ½0:25;0:44� ½0:32;0:49� ½0:45;0:61� ½0:33;0:54� ½0:25;0:46� ½0:40;0:52�

0
BBBBBBBB@

1
CCCCCCCCA
From the score function Si ¼ l1
ffiffiffiffiffiffi
ai1

p þ l2
ffiffiffiffiffiffi
ai2

p þ h2
ti
� pi; we obtain

the suppliers’ scores: S1 = 276.5, S2 = 267.2, S3 = 289.7, S4 = 243.3,
S5 = 264.7, S6 = 237.1, S7 = 268.8, S8 = 278.8, S9 = 260.7, and
S10 = 252.4.
Thus, S3 > S8 > S1 > S7 > S2 > S5 > S9 > S10 > S4 > S6. Accord-
ing to this ranking result, we shortlist suppliers 3, 8, 1, 7, 2 and
5. These six finalists are allowed to enter the second stage.

(2) Stage 2: determine the winners by multi-attribute decision
making

We now consider the risk factors of the finalists. We synthesize
the five attributes under a commercial criterion and the seven risk
attributes, and construct the original decision matrix X ¼ ðxijÞ6�12,
i ¼ 1;2; . . . ;6, where the values ai1; ai2; pi; qi; ti of the five attributes
B1, B2, A2, A3, A4 are obtained in the finalists’ bids, and the other val-
ues bi1; bi2; bi3; bi4; bi5; bi6; bi7 of the seven risk attributes A5, A6, A7,
A8, A9, A10, A11 are set by the buyer. All data are listed in Table 9.

The decision process is as follows.

(1) Using the transformation method in Definition 1, i.e., f1 =
[0.9, 1], f2 = [0.7, 0.9], f3 = [0.5, 0.7], f4 = [0.2, 0.5], the linguis-
tic fuzzy variables in Table 9 are transformed as interval
numbers, and the new decision matrix Y ¼ ðyijÞ6�12

is
obtained as follows.

 

(2) Using Eqs. (1)–(4) to process the data in matrix Y, the nor-
malized decision matrix is obtained as
(3) Use Eqs. (5) and (6) to determine the positive ideal (refer-
ence sequence) z0 and compared sequences z1, z2, . . ., zl.
 



z0 ¼ 1;1;1;1;1; ½0:42;0:57�; ½0:45;0:63�; ½0:41;0:55�; ½0:45; 0:61�; ½0:43;0:60�; ½0:46;0:66�; ½0:40;0:52�ð Þ;

z1 ¼ 0:54;0:52;0:5;0:2;0:6; ½0:33;0:51�; ½0:45; 0:63�; ½0:23;0:38�; ½0:45;0:61�; ½0:33;0:54�; ½0:25;0:46�; ½0:40;0:52�ð Þ;

z2 ¼ 0:31;0;1;0;1; ½0:23;0:40�; ½0:25;0:44�; ½0:41; 0:55�; ½0:10;0:31�; ½0:33;0:54�; ½0:46;0:66�; ½0:40;0:52�ð Þ;

z3 ¼ 0;1;0:75;0:4;0:4; ½0:42;0:57�; ½0:35;0:56�; ½0:32; 0:49�; ½0:25;0:43�; ½0:43;0:60�; ½0:36;0:59�; ½0:31;0:47�ð Þ;

z4 ¼ 0:85;0:20;0:25;1;0; ½0:33;0:51�; ½0:25;0:44�; ½0:32; 0:49�; ½0:35;0:55�; ½0:24;0:42�; ½0:10;0:33�; ½0:22;0:37�ð Þ;

z5 ¼ 1;0:43;0;0:8;0:4; ½0:23;0:40�; ½0:35; 0:56�; ½0:41;0:55�; ½0:25;0:43�; ½0:24;0:42�; ½0:36;0:59�; ½0:31;0:47�ð Þ;

z6 ¼ 0:08;0:78;0:5;0:6;0:2; ½0:42;0:57�; ½0:25;0:44�; ½0:32;0:49�; ½0:45;0:61�; ½0:33; 0:54�; ½0:25;0:46�; ½0:40;0:52�ð Þ:
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(4) Use Eqs. (7) and (8) to calculate the grey correlation degree
rðz0; ziÞ between the compared sequence zi and the reference
sequence z0; the results are as follows. rðz0; z1Þ ¼ 0:700,
rðz0; z2Þ ¼ 0:745, rðz0; z3Þ ¼ 0:728, rðz0; z4Þ ¼ 0:659,
rðz0; z5Þ ¼ 0:673, rðz0; z6Þ ¼ 0:686.

(5) Rank the shortlist in accordance with rðz0; ziÞ, i ¼ 1;2; . . . ;6.
Since
rðz0; z2Þ > rðz0; z3Þ > rðz0; z1Þ > rðz0; z6Þ > rðz0; z5Þ > rðz0; z4Þ,
the finalists are ranked as supplier 2 � supplier 3 � supplier
1 � supplier 8 � supplier 7 � supplier 5.

(6) Use the supplier selection method given in Section 3.2.3 to
determine the final suppliers.

The buyer allocates Q0 = 800 tons to the supplier with the great-
est grey correlation degree. First, the buyer will allocate the total
amount Q0 = 800 tons to supplier 2 who has the greatest grey cor-
relation degree. Since the maximum supplied quantity in supplier
2’s bid is q2 ¼ 280 tons, supplier 2 can supply quantity
q�
2 ¼ q2 ¼ 280 tons. Thus the remaining supply quantity is

Q0 � q�
2 ¼ 800� 280 ¼ 520 tons. The buyer then allocates the

remaining amount 520 tons to supplier 3. As the maximum supply
quantity in supplier 3’s bid is q3 ¼ 320 tons, so supplier 3 can sup-
ply quantity q�

3 ¼ q3 ¼ 320 tons, and the remaining supply quantity
is Q0 � q�

2 � q�
3 ¼ 800� 280� 320 ¼ 200 tons. The buyer then allo-

cates the remaining 200 tons to supplier 1. Since q1 ¼ 300 > 200,
supplier 1 can supply quantity q�

1 ¼ Q0 � q�
2 � q�

3 ¼ 200 tons. The
allocation is now complete.

Supplier 2 will supply 280 tons of electricity coal to the buyer at
a transaction price of 160 yuan/ton. Supplier 3 will supply 320 tons
of electricity coal at 165 yuan/ton. Supplier 1 will supply 200 tons
of electricity coal at 170 yuan/ton.
4.2. Sensitivity analysis

Now a sensitivity analysis is provided to determine the influ-
ence of modeling criteria weights.
Table 9
Original decision making matrix.

Shortlist B1 B2 A2 A3 A4

Supplier 1 7.5 26.3 170 300 16
Supplier 2 7.2 23.5 160 280 14
Supplier 3 6.8 28.9 165 320 17
Supplier 5 7.9 24.6 175 380 19
Supplier 7 8.1 25.8 180 360 17
Supplier 8 6.9 27.7 170 340 18
For the same example above, we suppose that the weight set of
the 12 attributes (B1, B2, A2, A3, A4, A5, A6, A7, A8, A9, A10, A11) is W =
(w1,w2, . . .,w12). By using the same decision-making steps from (1)
to (4) above, we can obtain the grey correlation degree rðz0; ziÞ
(i ¼ 1;2; . . . ;6) for six shortlist as follows.

rðz0; z1Þ ¼ 0:5208w1 þ 0:8613w10 þ 0:7109w11 þ 0:9954w12

þ 0:5102w2 þ 0:5w3 þ 0:3846w4 þ 0:5556w5

þ 0:8648w6 þ 0:9922w7 þ 0:7396w8 þ 0:9932w9

rðz0; z2Þ ¼ 0:4202w1 þ 0:8613w10 þ 0:9929w11 þ 0:9954w12

þ 0:3333w2 þw3þ 0:3333w4 þw5 þ 0:7355w6

þ 0:7175w7 þ 0:9928w8 þ 0:6042w9;

rðz0; z3Þ ¼ 0:3333w1 þ 0:9980w10 þ 0:8498w11 þ 0:8728w12 þw2

þ 0:6667w3 þ 0:4545w4 þ 0:4545w5 þ 0:9971w6

þ 0:8521w7 þ 0:8648w8 þ 0:7237w9;

rðz0; z4Þ ¼ 0:7692w1 þ 0:7287w10 þ 0:5914w11 þ 0:7497w12

þ 0:3846w2 þ 0:4w3 þw4 þ 0:3333w5 þ 0:8648w6

þ 0:7175w7 þ 0:8648w8 þ 0:8584w9;

rðz0; z5Þ ¼ w1 þ 0:7287w10 þ 0:8498w11 þ 0:8728w12 þ 0:4673w2

þ 0:3333w3 þ 0:7143w4 þ 0:4545w5 þ 0:7355w6

þ 0:8521w7 þ 0:9928w8 þ 0:7237w9;

rðz0; z6Þ ¼ 0:3521w1 þ 0:8613w10 þ 0:7109w11 þ 0:9954w12

þ 0:6944w2 þ 0:5w3 þ 0:5556w4 þ 0:3846w5

þ 0:9971w6 þ 0:7175w7 þ 0:8648w8 þ 0:9932w9:

From Section 4.1, the ranking order of rðz0; ziÞ (i ¼ 1;2; . . . ;6) is
A5 A6 A7 A8 A9 A10 A11

f2 f1 f3 f1 f2 f3 f1
f3 f3 f1 f4 f2 f1 f1
f1 f2 f2 f3 f1 f2 f2
f2 f3 f2 f2 f3 f4 f3
f3 f2 f1 f3 f3 f2 f2
f1 f3 f2 f1 f2 f3 f1
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rðz0; z2Þ > rðz0; z3Þ > rðz0; z1Þ > rðz0; z6Þ > rðz0; z5Þ > rðz0; z4Þ; ð9Þ
Let the change interval of the weight for the attribute j be
�wj ¼ ½wjs;wjr �, which keeps the ranking order (9) unchanged, then
the following optimization problems must be satisfied

Min wj ¼ wjs; j ¼ 1;2; . . . ;12
s:t: rðz0; z2Þ > rðz0; z3Þ > rðz0; z1Þ > rðz0; z6Þ > rðz0; z5Þ > rðz0; z4Þ
0 6 wj 6 1; j ¼ 1;2; . . . ;12X12
j¼1

wj ¼ 1

8>>>>>>><
>>>>>>>:

ð10Þ
and

Max wj ¼ wjr; j ¼ 1;2; . . . ;12
s:t: rðz0; z2Þ > rðz0; z3Þ > rðz0; z1Þ > rðz0; z6Þ > rðz0; z5Þ > rðz0; z4Þ
0 6 wj 6 1; j ¼ 1;2; . . . ;12X12
j¼1

wj ¼ 1

8>>>>>>><
>>>>>>>:

ð11Þ
By using the software of Lingo 9.0 to solve above optimization prob-
lems (10) and (11), we obtain all change intervals of the weights for
12 attributes as follows.

�w1 ¼ ½w1s;w1r � ¼ ½0;0:2549�; �w2 ¼ ½w2s;w2r � ¼ ½0;0:4500�;
�w3 ¼ ½w3s;w3r � ¼ ½0;0:7900�;

�w4 ¼ ½w4s;w4r � ¼ ½0;0:2648�; �w5 ¼ ½w5s;w5r � ¼ ½0;0:7750�;
�w6 ¼ ½w6s;w6r � ¼ ½0;0:5649�;

�w7 ¼ ½w7s;w7r � ¼ ½0;0:5755�; �w8 ¼ ½w8s;w8r � ¼ ½0;0:4339�;
�w9 ¼ ½w9s;w9r � ¼ ½0;0:3924�;

�w10 ¼ ½w10s;w10r� ¼ ½0;0:7996�; �w11 ¼ ½w11s;w11r�
¼ ½0;0:6599�; �w12 ¼ ½w12s;w12r� ¼ ½0;0:6377�:

The length of the change interval �wj ¼ ½wjs;wjr� is denoted as

Lj ¼ wjr �wjs; j ¼ 1;2; . . . ;12:

Thus, we have

L1 ¼ 0:2549; L2 ¼ 0:4500; L3 ¼ 0:7900;

L4 ¼ 0:2648; L5 ¼ 0:7750; L6 ¼ 0:5649;

L7 ¼ 0:5755; L8 ¼ 0:4339; L¼0:3924;

L10 ¼ 0:7996; L11 ¼ 0:6599; L12 ¼ 0:6377:

From this result, if the ranking order of all shortlist keeps
unchanged, i.e., the finalists are ranked as supplier 2 � supplier 3
� supplier 1 � supplier 8 � supplier 7 � supplier 5, then the length
of the change interval Lj ðj ¼ 1;2; . . . ;12Þ must satisfy the following
condition

L10 > L3 > L5 > L11 > L12 > L7 > L6 > L2 > L8 > L9 > L4 > L1:

The ranking order means that the change range of the first attri-
bute’s (B1) weight is the smallest, so its sensitivity is the greatest,
i.e., the first attribute (B1) is the greatest impact on the ranking
result of all shortlist. The next few are the forth attribute (A3), the
ninth attribute (A8), and so on. On the contrary, the change range
of the tenth attribute’s (A9) weight is the greatest, so its sensitivity
is minimal.
4.3. Discussion

Compared with the existing supplier selection methods such as
fuzzy AHP (Shawa et al., 2012), D-AHP (Deng et al., 2014), inte-
grated fuzzy TOPSIS and MCGP (Liao & Kao, 2011), integrated
approach including fuzzy TOPSIS and a mixed integer linear pro-
gramming model (Kilic, 2013), and so on, the contribution of
two-stage compound mechanism proposed in this paper is as
follows.

(i) In the most existing procurement mechanisms of multi-
item, the buyer selects the winners according to the suppli-
ers’ declared information. However, every supplier’s
declared information is his private information, and it is
complicated and unsymmetrical. So the facticity of the infor-
mation cannot be guaranteed. And it may lead to an ineffi-
cient allocation result and is difficult to achieve optimal
procurement. Thus, in order to reduce the procurement cost,
optimize the procurement channels and improve the quality
of procurement goods, the buyer must design incentive
multi-attribute and multi-source procurement mechanisms,
which can induce the suppliers to announce their actual
costs truthfully. Based on this research background, this
paper designs an incentive two-stage compound mechanism
for supplier selection.

(ii) The existing procurement mechanisms and methods are
proposed mostly by considering the multi-attribute procure-
ment for a unique good or multiple indivisible goods. The
research on the procurement mechanism design for divisible
goods with the characteristic of homogeneousness and con-
tinuity is few. This paper investigates the problem of pro-
curement mechanism design for a kind of divisible goods.
Considering the supply level of a single supplier on quantity
and variety is limited, and it is often difficult to meet the
needs of buyers within the specified time. If the buyer selec-
tion unique supplier, then once the supply of raw materials
occurs the unexpected events such as out of stock or delay,
which will cause interference for normal production of pro-
duction enterprises inevitably, and increase corresponding
risk for the production enterprise. Thus, the compound
mechanism in this paper regards divisible goods procure-
ment as a kind of multi-attribute and multi-source procure-
ment, which means the buyer can select multiple winners to
supply the goods at the same time. This paper effectively
improves the method with the winner (the winning bidder)
is unique in the existing literatures.

(iii) In supply chain management, the structure of the supply
chain is becoming more complex, which will lead to more
and more supply chain risks. Supplier evaluation is the foun-
dation of supply chain management, and when selecting the
winners the buyer must take into account the affecting fac-
tors under commercial criterions as well as risk factors.
However, the traditional literature in the evaluation of sup-
pliers, most of them only consider the affecting factors under
commercial criterions (such as quality, price and delivery
time), there is few study to discuss and analyze the suppli-
ers’ risk issues based on supply chain risk management. In
order to comprehensively measure the overall level of sup-
pliers, especially the risk management level, this paper con-
siders the seven risk attributes in addition to four attributes
under the commercial criterion, and proposes a new index
system for supplier selection, and then designs a two-stage
compound mechanism based on multi-attribute auction
and risk management of supply chain. The multi-attribute
auction in the first stage can effectively motivate suppliers
to report their true declare information and to help the
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buyer some outstanding finalists suppliers. In the second
stage, the risk level of all finalists is further considered,
and a new ranking method based on grey correlation degree
of mixed sequence is proposed to rank the finalists and to
select the final winners. This compound mechanism may
well improve the procurement efficiency of divisible goods
and greatly reduce the procurement risk.

5. Conclusion

Focusing on the problem of selecting suppliers in multi-source
procurement of divisible goods, this paper designs a two-stage
compound mechanism of selecting suppliers based on multi-
attribute auctioning and supply chain risk management. This paper
effectively improves the method with the winning bidder as it con-
siders factors beyond commercial criteria (such as quality, price,
delivery time), to include seven risk attributes. The multi-
attribute auction in the first stage can effectively motivate suppli-
ers to report true information and to help the buyer effectively
shortlist good suppliers. In the second stage, the risk level of all
shortlisted suppliers is further considered, and a new ranking
method based on grey correlation degree of mixed sequence is pro-
posed to rank and select the best supplier(s). This compound
mechanism may well improve the procurement efficiency of divis-
ible goods and greatly reduce the procurement risk. In future work
we intend to design an interactive multi-attribute and multi-
source e-procurement system of divisible goods based on the
two-stage compound mechanism proposed in this paper.
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