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Highlights 

 A binary version of artificial algae algorithm is proposed. 

 The position update rule is replaced with xor logic operator. 
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 The stigmergic behavior is integrated in this version. 

 The proposed algorithm is applied to two different problem set. 

 Obtained results are compared with state-of-art methods. 

 The proposed algorithm is quite competitive and successful in solving binary 

problems. 

 

Abstract 

In this study, we focus on modification of the artificial algae algorithm (AAA), proposed for 

solving continuous optimization problems, for binary optimization problems by using 

exclusive-or (xor) logic operator and stigmergic behavior. In the algorithm, there are four 

processes sequentially realized for solving continuous problems. In the binary version of the 

algorithm, three of them are adapted in order to overcome the structure of binary optimization 

problems. In the initialization, the colonies of AAA are set to either zero or one with equal 

probability. Secondly, helical movement phase is used for obtaining candidate solutions and 

in this phase, the xor operator and stigmergic behavior are utilized for obtaining binary 

candidate solutions. The last modified phase is adaptation, and randomly selected binary 

values in the most starved solution are likened to biggest colony obtained so far. The 

proposed algorithm is applied to solve well-known uncapacitated facility location problems 

and numeric benchmark problems. Obtained results are compared with state-of-art algorithms 

in swarm intelligence and evolutionary computation field. Experimental results show that the 

proposed algorithm is superior to other techniques in terms of solution quality, convergence 

characteristics and robustness. 

Keywords: artificial algae algorithm, binary optimization, stigmergy, benchmark problem 

 

1. Introduction 

In real world, problems such as ambulance station location problem [1, 2], fire station 

location problem [3, 4], feature selection[5-9], unit commitment problem[10-14], knapsack 

problems(KP)[15-18] and facility location problems[19-22], encountered in a large number of 

cases, are modeled as a binary optimization problem. Binary optimization (BO) is a subfield 

of the discrete optimization and they are generally in class of NP-Hard or NP-complete. 

Solving this type of problems by using classical methods can be computationally expensive 

due to their discretely structured large solution space and a huge number of possible solutions. 

Therefore, we need effective and efficient optimization algorithms to solve this type of 
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problems. Swarm intelligence or evolutionary computation algorithms are alternative solvers 

in field of discrete optimization and they are problem-independent algorithms. Due to their 

simple structures, ease of implementation and producing acceptable level of solutions in a 

reasonable time, they have been attracted interest of the researchers and practitioners. 

One of the popular algorithms in evolutionary computation literature is Genetic 

Algorithms (GAs) [23-25] for solving the optimization problems with discrete or continuously 

structured solution space. The GA aims to develop solutions using the natural selection, 

reproduction and mutation operators on the populations of individuals. As the population 

improves from generation to generation, bad solutions tend to disappear, and good solutions 

tend to be used to create better solutions because the selection mechanisms defined in GA. 

Crossover techniques commonly used in the literature for reproduction are single-point, two-

point and uniform types [26-28]. 

The artificial bee colony optimization algorithm (ABC) [29] has been invented by 

Karaboga in 2005 to solve continuous optimization problems. The motivation of ABC is 

based on the behaviors of honey bee colonies such as nectar collecting and waggle dance for 

sharing information about nectar sources. Binary artificial bee colony algorithm (binABC) has 

been proposed for solving binary problems by Kiran et al. in [30]. They propose xor operator 

for the solution update mechanism of the basic ABC algorithm. In another binary version of 

ABC, called as ABCbin [31], suggested a modulo-based transfer function. 

Kennedy and Eberhart [32] proposed the particle swarm optimization algorithm (PSO) 

in 1995, inspired by the food search behavior of birds and fish swarms. According to the PSO 

algorithm, each particle follows the best solution of the population and personal best solution 

obtained so far. The binary version of the PSO algorithm called BPSO [33], also investigated 

by Kennedy and Eberhart in 1997. They used a sigmoid limiting transformation function for 

converting continuous solutions to discrete binary solutions. In another study, artificial 

immune systems was used with in the PSO for solving binary optimization problems[34]. The 

effects of transfer functions for PSO are also analyzed on the numeric benchmark problems in 

[35-37]. 

Artificial Algae Algorithm (AAA) [38, 39] has recently been proposed to solve 

continuous optimization problems and is inspired by the vital behavior of microalgae. The 

performance of AAA was evaluated on the IEEE-CEC’13[40] and IEEE-CEC’05[41] 

benchmark sets as real-parameter optimization, IEEE-CEC’11[42] benchmark set and 

Pressure Vessel Design Optimization Problem[43, 44] as real-world optimization problems. 
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Test results show that AAA algorithm produces better results compared to other the state of 

the art algorithms. 

AAA, which operates on the continuous solution space and cannot be applied to the 

problems which operates on the discrete solution space. For this reason the algorithm needs to 

be adapted to work in discrete solution space. The binary version of AAA, called BAAA [45] 

is proposed for solving multidimensional knapsack problems, one of the binary optimization 

problems in the literature. In this study, the authors use logistics functions such as sigmoid 

and tangent hyperbolic for binarization.  

Another popular optimization algorithm, differential evolution algorithm(DE) [46] 

was proposed Storn and Price in 1997 for solving continuous optimization problems. The 

binary versions of the DE algorithm were adapted using angle modulation technique to solve 

binary optimization problems in [47, 48]. In another study, called SabDE[49], authors 

proposed a new self-adaptive binary version of DE algorithm, based on measure of 

dissimilarity. They used a probability-based search mechanism among the conventional 

search strategies in strategy adaptation phase and utilized a logical gate-based operators such 

as and, or and xor in vector generation phase. Afterwards, they compared SabDE algorithm 

against the state of the art algorithms such as Simplified Binary Harmony Search Algorithm 

(SBHS)[50] based on Harmony Search Algorithm (HS) [51], Binary Learning Differential 

Evolution Algorithm (BLDE)[52], Binary Hybrid Topology Particle Swarm Optimization 

Algorithm (BHTPSO-QI)[53], Genetic Operators Based Artificial Bee Colony Algorithm 

(GBABC)[54] and Binary Quantum-Inspired Gravitational Search Algorithm (BQIGSA)[55] 

based on Gravitational Search Algorithm (GSA) [56]. 

In this study, we focus on developing a binary version of AAA using a logic operator 

and stigmergic behavior. In the algorithms and studies given in literature review, the 

stigmergic behavior is novel for working AAA and it guides to the solution update 

mechanism in the algorithm. For experimentally validated the performance of the proposed 

algorithm, a comprehensive test suite and comparisons are conducted. 

 

2. Basic Artificial Algae Algorithm 

The AAA is one of the swarm intelligence algorithms, inspired by the food search 

behavior of the algae colonies. On a D-dimensional solution space, each alga cell corresponds 

to a dimension of a solution and an algae colony corresponds to a possible solution for an 

optimization problem. Colonial food search behavior of algae is based on the movement 

together towards a food source. By modeling this colonial behavior, Uymaz et al. [38] 
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proposed the AAA to solve continuous optimization problems in 2015. The detailed 

information on relation between the algorithmic model and the behavior or real algae can be 

found in [38]. In this algorithm, let N is the number of the algae colonies and D is the number 

of decision variables (dimensions) of the optimization problem, the algae colonies can be 

modeled as 𝑁 × 𝐷 matrix, each cell of this matrix corresponds to a possible solution and each 

row corresponds to a possible solution of the optimization problem. In the basic AAA, there 

are four phases, called as initialization, helical movement, evolutionary and adaptation phases. 

Which are sequentially realized. In the initialization of the basic AAA, all the cells are 

generated by using Eq.1. 

 

, , ,
( ) 1, 2 , ..., 1, 2 , ...,

i j i j i j j j
X L r H L i N a n d j D           (1) 

 

Where, 
,i j

X  is the jth cell of ith algae colony, 
,i j

r  is a random number produced in range of 

[0,1], 
j

H  and 
j

L  are the upper and lower bounds of the search space. The fitness of the algae 

colonies are calculated by using objective function value of the colonies which is specific for 

the optimization problem given in Eq.2. 

 

( )
1

( ) ( )

i

i

O b j w o r s t O b j
f i t

b e s t O b j w o r s t O b j



 


 



        (2) 

 

Where, 
i

fit  is the fitness of the ith algae colony, ( )b e s t O b j



 and ( )w o r s t O b j



 are the best and 

worst objective function values among the algae colonies, respectively. If a minimization is 

aimed on solving optimization problem, the best solution in the algae colonies is the lowest 

value among the objective function values and the worst solution in the algae colonies is the 

highest value among the objective function values.  

The sizes of the algae colonies are important in the AAA algorithm because there is an 

evolutionary process is performed in this algorithm. In the initialization of the algorithm, the 

sizes of the algae colonies are set to 1 and size of an algae colony is calculated during the 

iterations given as follows: 

 

( 1) ( ) ( ) ( )
i i i i

G t G t t G t            (3) 
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( )
( )

( ) ( )

i

i

i i

f i t t
t

K t fi t t
 


         (4) 

( ) ( ) / 2
i i

K t G t           (5) 

 

where, ( )
i

K t  is the substrate half saturation constant of the algal colony, ( )
i

t  is the specific 

grow rate of ith algae colony.  

After the algae colonies are generated, their fitness are calculated and their sizes are 

obtained, all colonies try to find new food sources by using helical movement. For helical 

movement, three equations are calculated as follows: 

 

, , , ,
( 1) ( ) ( ( ) ( )) ( ( ))

i j i j i j k j i
X t X t X t X t X               (6) 

, , , ,
( 1) ( ) ( ( ) ( )) ( ( )) s in ( )

i m i m i m k m i
X t X t X t X t X             (7) 

, , , ,
( 1) ( ) ( ( ) ( )) ( ( )) c o s ( )

i n i n i n k n i
X t X t X t X t X             (8) 

 

where, 
i

X  and 
k

X  denote the ith and kth algae colony, respectively, and i and k indices are 

different from each other. The indices j, m and n are the cells of 
i

X  and 
k

X  colonies.   is a 

uniform random number produced in range of [-1,1],   and   are the angles produced 

randomly in range of [0 , 2 ] .   is the shear force which is a control parameter of AAA and it 

is set in the initialization of the algorithm. ( )
i

X  is the friction surface of ith colony and 

calculated as follows:  

 

𝜏(𝑥𝑖) = 2𝜋 (√
3𝐺𝑖

4𝜋

3
)

2

          (9) 

 

The helical movement is operated by each alga colony until the energy of this colony 

is end. There are two energy consumption reasons in an alga colony. First is originated from 

the metabolism of the alga colony or cells and second is originated from the movement. 

Energy of an alga colony is decreased as follows: 

 

( ) ( ) ( / 2 )
i i

E X E X e            (10) 
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where, ( )
i

E X  is the total energy of the ith colony and e  is a control parameter of the algorithm 

initialized at the beginning of the algorithm. If there is a movement, the ith alga colony loses 

some energy and it is calculate using Eq. 10. If new location of the alga is better than the old 

one, this alga does not lose any amount of energy which is originated from the metabolism 

because the food sources in the new location are exploited. Otherwise, some amount of 

energy originated from the metabolism is lost and this is obtained using Eq.10. Until energy 

of an alga is over, this colony searches for new food sources. If a better quality of solution is 

not obtained by this colony until energy of this colony is over, the starvation of the colony is 

increased by 1.  

After energy of all the colonies is over, the sizes of the colonies are re-calculated by 

using Eq. 3. At this time, a simple evolutionary process is performed between the biggest and 

smallest colonies in accordance with the size of these colonies. In this process, the randomly 

selected cell from the biggest colony is copied to the smallest colony and it should be noted 

that the cell locations in the biggest and smallest colonies are the same.  

In the adaptation phases of AAA, the most starveling colony is fixed by using 

starvation counter. This colony is likened to the biggest colony in the algae colonies by using 

Eq. 11. 

, , , ,
( ) 1, 2 , ...,

s d s d d b d s d
X X r X X d D          (11) 

 

where, 
,s d

X  is dth cell of the most starveling colony s, 
,b d

X  is the dth cell of the biggest colony 

and 
d

r  is a random number produced in range of [0,1].  

After the all the phases of the algorithm are completed, the best solution or algae 

colony is determined from the algae colonies in order to report end of the run of the 

algorithm. The pseudo-code of the AAA is briefly given in Figure 1.  

3. Proposed Method 

In the present work, two update mechanism is proposed for solving binary structured 

problems. First approach uses logic XOR operator for producing candidate solutions and 

second approach is based on stigmergic behavior. Eq.12 is utilized for determining which 

update mechanism is used for obtain a candidate solution. 

  

𝑈𝑝𝑑𝑎𝑡𝑒 𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑠𝑚 = {
𝑈𝑀 − 1,   𝑖𝑓 (𝑟 < 𝑈𝑀𝑆𝑃 ) 𝑎𝑛𝑑 𝐶01(𝑡) ≠ 0 𝑎𝑛𝑑 𝐶10(𝑡) ≠ 0
𝑈𝑀 − 2,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                       

  (12) 
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where, UM-1 is the update mechanism 1, UM-2 is the update mechanism 2, UMSP is the 

update mechanism selection probability as a control parameter and r is a random number 

produced in range of [0,1]. 𝐶01 and 𝐶10 are integer numbers and described in next sections.  

 

3.1. Update Mechanism 1: XOR-based Binary Artificial Algae Algorithm 

The first version of the AAA algorithm has been proposed for solving the optimization 

problems with continuous-structured solution space and it must be modified for solving the 

binary optimization problems due to the fact that decision variables of these problem can be 

an element of set {0,1}. In order to address this issue, three points which are initialization of 

the algorithm, solution update rules (helical movement) and adaptation process in basic AAA 

are modified. Evaluation phase of the AAA algorithm is suitable for operating with binary 

values, so it is applied as in the simple version of the AAA algorithm, without any 

modification. The XOR-based binarization processes is used with some modifications for 

AAA algorithm as in ABC algorithm[30]. In the initialization phase of the AAA algorithm, 

Eq.1 of basic AAA is modified given as follows: 

 

𝑋𝑖,𝑗 = {
 0 , 𝑖𝑓 (𝑟𝑖,𝑗 < 𝑎)

 1 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  
   , 𝑖 = 1,2, … , 𝑁 𝑎𝑛𝑑 𝑗 = 1,2, … , 𝐷      (13) 

 

where, a is the probability value taken as 0.5 for random distribution of the decision variables 

values, 𝑟𝑖,𝑗 is a random number produced in range of [0,1] and 𝑋𝑖,𝑗 is the jth cell (dimension) 

of the ith individual (algae colony) in the population. After the initialization of the algae 

colony, Eq.6, Eq.7 and Eq.8 for helical movement phase are modified as in [30] and given 

below: 

 

Let 𝑉 =  𝑋𝑖 

𝑉𝑗 = 𝑋𝑖,𝑗⨁ [ 𝜑 ( 𝑋𝑖,𝑗⨁ 𝑋𝑛,𝑗 ) ]        (14) 

𝑉𝑘 = 𝑋𝑖,𝑘⨁ [ 𝜑 ( 𝑋𝑖,𝑘⨁ 𝑋𝑛,𝑘 ) ]        (15) 

𝑉𝑙 = 𝑋𝑖,𝑙⨁ [ 𝜑 ( 𝑋𝑖,𝑙⨁ 𝑋𝑛,𝑙 ) ]        (16) 

𝑖, 𝑛 ∈ {1,2, … , 𝑁}  ,   𝑖 ≠ 𝑛  ,      𝑗, 𝑘, 𝑙 ∈ {1,2, … , 𝐷}  , 𝑗 ≠ 𝑘 ≠ 𝑙    

 

where, V is the candidate solution, X is the individual in the population, ⨁ is the logic XOR 

operator, 𝜑 is the logic NOT operator with 50% probability, N is the population size and D is 
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the dimensionality of the problem. Therefore 𝑉𝑗 determines the jth dimension, 𝑉𝑘 determines 

the kth dimension and 𝑉𝑙 determines the lth dimension of the candidate solution. In the 

solution update mechanism, three dimensions are updated as in the basic version of the AAA 

algorithm. 

After the helical movement phase, the fitness value of the candidate solution is 

compared with the old one. If fitness value of the candidate solution is better than the old one, 

the candidate solution is copied to the old alga colony and the information to be used for the 

second update mechanism is obtained at this stage. Decision variables of old and new 

solutions are compared one by one and changed decision variables are determined. If the old 

value of the decision variable is 1 and the new value of the decision variable is 0, the 𝐶10 

counter is incremented by 1. On the contrary, if the old value of the decision variable is 0 and 

the new value of the decision variable is 1, the 𝐶01 counter is incremented by 1. In other 

words, 𝐶10 indicates the count of changed value 1 to 0 and 𝐶01 indicates the count of changed 

value 0 to 1. 𝐶01 and 𝐶10 counters are calculated given as follows: 

 

𝐶01(𝑡 + 1) = {
𝐶01(𝑡) + 1 , 𝑂𝑏𝑗(𝑉) < 𝑂𝑏𝑗(𝑋𝑖) 𝑎𝑛𝑑 𝑋𝑖,𝑑 = 0 𝑎𝑛𝑑 𝑉𝑑 = 1

𝐶01(𝑡)         , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                              
, ∀d ∈ P (17) 

𝐶10(𝑡 + 1) = {
𝐶10(𝑡) + 1 , 𝑂𝑏𝑗(𝑉) < 𝑂𝑏𝑗(𝑋𝑖) 𝑎𝑛𝑑 𝑋𝑖,𝑑 = 1 𝑎𝑛𝑑 𝑉𝑑 = 0

𝐶10(𝑡)         , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                              
, ∀d ∈ P (18) 

𝑃 = {𝑗, 𝑘, 𝑙}  

 

where, V is the candidate solution, X is the individual in the population, Obj is the objective 

function of the problem. We also mention that, 𝑂𝑏𝑗(𝑉) < 𝑂𝑏𝑗(𝑋𝑖) in the equation is for 

minimization problems and it must be reversed for maximization problems. 

In the adaptation phase of the algorithm, another modification is performed for 

working with the binary decision variables. In the basic version of the AAA, if the random 

number produced in range of [0,1] is less than the adaptation control parameter, adaptation 

phase is employed and the most starveling colony is likened to the biggest colony in the algae 

colonies by using Eq. 11. In our approach, adaptation control parameter is used for all of the 

cells (dimension) of the biggest and the most starveling colony. The modified equation is 

given as follows:  

 

𝑋𝑠,𝑧 = {
𝑋𝑏,𝑧 , 𝑖𝑓 (𝑟𝑧 < 𝐴𝑝 )

𝑋𝑠,𝑧 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒     
   ∀𝑧 ∈ 𝐷  , 𝑧 = 1,2, … , 𝐷     (19) 
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where, 𝑋𝑠,𝑧 is zth cell of the most starveling colony s, 𝑋𝑏,𝑧 is the zth cell of the biggest colony 

b, 𝑟𝑧 is a random number produced for dimension z in range of [0,1] and Ap is the adaptation 

control parameter. For better understanding the method, the pseudo-code of the Update 

Mechanism 1 is briefly given in Figure 2. 

 

 

3.2. Update Mechanism 2: Stigmergic Behavior 

The concept of stigmergy was first introduced by Grassé[57] in 1959 in the field of 

entomology. One of the purpose of his work, is to find out how the simple individuals of 

termites are able to create the grand termite mounds. The French biologist Grassé stated that 

termites tended to follow very simple rules when constructing their nests[58]. The actions of 

termites are not coordinated from the beginning to the end with any purposive plan. They 

exhibit simple behavior depending on the immediate situation of the environment[58]. This 

instant behavior is called stigmergy by Grassé[57]. This behavior is not only observed in 

termites, but also in ants, bees and many others. In this context, we propose a novel binary 

approach for AAA algorithm with stigmergic behavior. In this approach, information of the 

actions performed in the past (𝐶01 and 𝐶10 counters) are used to guide the movements to be 

performed in the future. Briefly, the information obtained from the processed solution on the 

problem guides the behavior of algae colonies in the proposed algorithm. UM-1 phase update 

𝐶01 and 𝐶10 indicators, and in this mechanism these indicators are used to update the solutions 

in the populations given as follows: 

 

𝑝01(𝑡 + 1) =  
𝐶01(𝑡)

𝐶01(𝑡)+𝐶10(𝑡)
         (20) 

𝑝10(𝑡 + 1) =  
𝐶10(𝑡)

𝐶01(𝑡)+𝐶10(𝑡)
         (21) 

where, 𝑝01(𝑡 + 1) is the probability rate of 𝐶01 in time t+1 and 𝑝10(𝑡 + 1) is the probability 

rate of 𝐶10 in time t+1. These probabilities are used to calculate the candidate solution. In the 

basic version of AAA algorithm, three dimensions are updated to find new food sources for 

realizing helical movement. In parallel with this approach, up to three dimensions can be 

updated for producing candidate solutions. For this purpose, dimension selection probability 

(DSP) method-specific control parameter is added to the method. If random number produced 

for dimension in range of [0,1] is less than the DSP parameter, movement is performed at this 

dimension. 
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Let A and B be the index of ones and zeros in candidate solution V, respectively. Let a 

and b be random integers between 1 and sizes of A and B, respectively. Therefore 𝑉𝐴(𝑎) 

indicates random dimension (cell) that have a value of 1 and 𝑉𝐵(𝑏) indicates a random 

dimension that have value of 0. The candidate solution V is calculated given as follows: 

 

𝑉𝐴(𝑎) = {
0             , 𝑟1 < 𝑝10    

 𝑉𝐴(𝑎)       , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒        (22) 

𝑉𝐵(𝑏) = {
1         , 𝑟1 ≥ 𝑝10    
 𝑉𝐵(𝑏)  , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒         (23) 

 

where, 𝑟1 is a random number produced in range of [0,1]. If 𝑟1 value is less than 𝑝10 

probability value, random decision variable in candidate solution that have a value of 1 (𝑉𝐴(𝑎)) 

is set to 0. If 𝑟1 value is equal or more than the 𝑝10 probability value, random decision 

variable in candidate solution that have a value of 0 (𝑉𝐵(𝑏)) is set to 1. The working of the 

update mechanism 2 is briefly given in Fig. 3. After all, for minimization problems, if the 

objective function value of the candidate solution is less than the selected individual in the 

population, the candidate solution is copied to this individual and the equation is given as 

follows:  

 

𝑋𝑖(𝑡 + 1) = {
 𝑉(𝑡) ,    𝑂𝑏𝑗( 𝑉(𝑡) ) <  𝑂𝑏𝑗( 𝑋𝑖(𝑡) )

 𝑋𝑖(𝑡) ,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                               
      (24) 

 

 

4. Experiments 

 In order to evaluate and compare the performance of the proposed algorithm, two 

experiments are designed. In first experiment, fifteen UFLPs are considered as test suite and 

the proposed algorithm are compared with two versions of BAAA, GAs with different 

crossover operators and BPSO. In second experiments, CEC2015 test suite is used for 

comparing the performance of the proposed algorithm with SBHS, HS, BLDE, BHTPSO-QI, 

GBABC, BQIGSA and SabDE. It should be mentioned that the results of compared 

algorithms on CEC2015 test suite is taken directly from the study of SabDE[49]. 

 

4.1. Experimental Material 

To better understand the performance of proposed method with the other state-of-the-

art algorithms, experiments are performed on two different benchmark sets. Firstly, the 
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performance of algorithms are evaluated on uncapacitated facility location problem (UFLP) 

taken from OR-Library [59]. The proposed method and other algorithms are re-coded in the 

MATLAB (Which is trademark of Mathworks Inc.) environment. The second comparison is 

evaluated on the CEC2015 bound constrained single-objective computationally expensive 

numerical optimization problems [60]. The proposed method is coded in the MATLAB 

R2015a environment and the results of the other algorithms are directly taken from [49]. 

Experiments are performed on a PC with Intel® Core™ i7-3820 3.60GHz CPU and 16GB 

RAM while running on Windows 10 Pro 64-bit operating system. 

 

4.2. Comparison on UFLPs 

 In order to perform a fair comparison of the algorithms, the common control 

parameters of the algorithms are selected equal to each other. The population size is selected 

as 40 and maximum number of fitness evaluations parameter is set to 80,000 as termination 

condition. In parallel with maximum number of fitness evaluations, maximum iteration 

number is set to 2,000 as termination condition for required methods. The crossover and 

mutation rates are selected as 0.8 and 0.01, respectively for single point crossover, two point 

crossover and uniform crossover versions of genetic algorithm as used in [23]. For both 

versions of BAAA [45] algorithm, shear force control parameter is set to 2, energy loss 

control parameter is set to 0.3 and adaptation rate control parameter is set to 0.5 as used in 

related work. Changing trend of the curve (T) control parameters are selected as 1.5 and 2, 

respectively for Tanh(x) and Sig(x) logistic functions. The upper bound of the velocities of the 

particles (𝑉𝑚𝑎𝑥) is taken as 6, lower bound of the velocities of the particles (𝑉𝑚𝑖𝑛) is taken as -

6 and positive acceleration constants (𝑐1, 𝑐2) are taken as 2 for the BPSO algorithm. For 

proposed method, energy loss control parameter is set to 0.3 and adaptation rate control 

parameter is set to 0.5 as used in the basic version of AAA[38]. AAA algorithm operates in 

the continuous solution space and for this reason we don’t need shear force control parameter 

for proposed method. Method-specific control parameters in this approach, named as Update 

mechanism selection probability (UMSP) and dimension selection probability (DSP) are 

selected as 0.5 and 0.66 respectively. 

All the algorithms in the comparison are run 30 times with randomly produced seeds 

and obtained results are reported as mean, standard deviation, hit, mean of running time and 

gap value. Columns captioned by Hit, report the number of successes out of 30 test runs. 

Columns captioned by Gap, report the average gap between the optimal cost value and 

obtained best cost values which is calculated as follows:  
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where, 𝐵𝑒𝑠𝑡𝑝 is the mean of best solutions obtained from 30 runs for pth problem and 𝑂𝑝𝑡𝑝 is 

the best known solution of the pth problem. The results are given in 4 parts for small sized, 

medium sized, large sized and ex-large sized problems as in Table 1, Table 2, Table 3 and 

Table 4, respectively. Sign column in these tables stands for the results of Wilcoxon signed 

rank test [61] with 0.05 level of p. Likewise, convergence graphs of the proposed method and 

the other state-of-the-art methods for comparison are given respectively in Fig.4, Fig.5, Fig.6 

and Fig.7 for small-sized, medium-sized, large-sized and ex-large sized problems. 

 

 

 

 

On the all problems, except CapB and CapC, the proposed algorithm finds the 

optimum solution in a reasonable time with respect to compared algorithms. On low 

dimensional problems, the compared and the proposed algorithms show similar performance 

in terms of solution quality and robustness. When the dimensionality of the problems is 

increased, the proposed algorithm is superior to compared algorithms in terms of solution 

quality. Especially on large-sized problems (CapA, CapB and CapC), these performance 

differences are clearly seen among the compared algorithms. The similar situations are in the 

comparisons of the convergence characteristics of the algorithms. Especially, Fig. 7 shows 

that the proposed algorithm better approaches to the optimum (CapA) or near optimum (CapB 

and CapC) than the compared algorithms.  

The success of an algorithm does not depend on only self-behaviour and algorithmic 

design but it also depends on dimensionality and characteristics of the optimization problems. 

Genetic algorithm has a good global search capability and it can produce more quality results 

on the higher dimensional problems but this algorithm has poor local search or intensification 

capability. When the chromosomes gather on the similar point on the search space, the 

algorithm shows stagnation behavior instead of intensification, which is originated from the 

crossover operator. In order to overcome this problem, the mutation probability should be 

tuned in accordance with the characteristics and dimensionality of the optimization problem. 
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This situation is clearly seen from the Table 1, 2, 3 and 4. In accordance with these tables, 

while the algorithm produces better or comparable solutions on the higher dimensional 

problems, the algorithm cannot produce good quality or comparable solutions on the lower 

dimensional problems. Our algorithm is better than the GAs in almost all cases because both 

exploration and exploitation are provided by binarization process and the origin of the 

algorithm. In contrast to the behavior GA, the PSO algorithm follows the best solutions 

(personnel and global) and this is useful behavior on the lower dimensional problems but on 

the higher dimensional problems, it gets stuck to local minimum because all the solutions 

including best solutions moves altogether and obtained solutions are similar to each other and 

exploration capability weakens. Therefore, this algorithm is good at solving lower 

dimensional problems. When we consider binary variants of AAA, it uses only the 

information in the population and produces competitive results on all the problems, except 

CapA, CapB and CapC. The stigmergic behavior provides an advantageous situation for our 

proposed algorithm because our algorithm uses both information in the population and 

problem. 

In the first part of UFLP experiment, the BPSO, GAs, variants of BAAA and the 

proposed algorithms are compared to demonstrate the performance of the algorithms. In the 

second part of this experiment, the results on UFLPs collected from literature are compared 

with the proposed method. The results of CPSO, DisDE and binDE are directly taken from 

[62], the results of ABCbin are directly taken from [31], and the results of DisABC and 

binABC are directly taken from [30]. The implementation details of these algorithms can be 

found in the given references. Based on these results, the comparison is presented in Table 5. 

MR and CR stands for mean and corrected rank in this table. The mean rank is calculated as 

follows: The rank of the algorithm on each problem and then the sum of the ranks is divided 

by the number of problems. The corrected rank is also used for sorting of the algorithms in 

accordance with the success.  

As seen from the Table 5, the proposed algorithm is first rank and it achieves to the 

optimal solutions 13 of 15 problems and DisDE is better than the proposed methodology on 

CapB and CapC problems. DisDE algorithm uses the Jaccard’s similarity for generating 

candidate solutions and its exploration capability is relatively better than the other algorithms. 

However, this capability causes the intensification of the population found solution and on the 

lower dimensional problems such as Cap101, Cap103 and Cap133, this exploration behavior 

in the algorithm prevent the saturation or intensification of the algorithm. Therefore, it can be 

inferred that the proposed algorithm presents a balanced exploration and exploitation or 
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intensification capability not only lower but also higher dimensional problems. This situation 

is also seen from the rank measurement and order and valid for comparisons in Table 1, 2, 3 

and 4. 

 

4.3. Comparison on Numeric Benchmark Problems 

The second experiment has been performed on the CEC2015 bound constrained 

single-objective computationally expensive numerical optimization problems [60]. On these 

problems, the proposed algorithm is run 30 times with random seeds and obtained results are 

compared with the results of state-of-the-art algorithms [49]. For the compared algorithms, 

experimental result are taken directly from [49] and in order to perform a fair comparison of 

the algorithms, the common control parameters of the proposed algorithm are selected in 

accordance with [49]. The population size is selected as 50 and maximum number of fitness 

evaluations is used for termination condition of the algorithm and it is set to 100,000. The 

dimension D is set to 10 and the bit size for each dimension is set to 50. Therefore, 500 bits 

are used for each individual in the population. Since the decision variables of the problems in 

the benchmark set take on continuous values, each decision variable represented as binary 

values should be transformed into continuous values before objective function of the 

benchmark problem is evaluated. This transformation is processed as follows: 

 

𝐶𝑗 = 𝐿𝑗 +
(𝐻𝑗−𝐿𝑗)𝐷𝑒𝑐𝑉𝑎𝑙𝑗

𝑀𝑎𝑥𝑉𝑎𝑙
         (26) 

 

where 𝐶𝑗 is the continuous value of the jth dimension, 𝐻𝑗 is the upper bound of the jth 

dimension, 𝐿𝑗 is the lower bound of the jth dimension, 𝐷𝑒𝑐𝑉𝑎𝑙𝑖 is the decimal integer value of 

50-dimensional binary vector, which represents the jth dimension, and the 𝑀𝑎𝑥𝑉𝑎𝑙 is the 

maximum decimal integer value of 50 bits. Since bit size for each dimension selected as 50, 

the value of 𝑀𝑎𝑥𝑉𝑎𝑙 is 250 − 1 accordingly. For the peculiar control parameters of the 

proposed method, energy loss is set to 0.3 and adaptation rate is set to 0.5 as used in the 

previous experiment and the basic version of AAA[38]. As the artificial colonies of AAA 

work on binary-structured solution space, the usage of the shear force parameter of the basic 

algorithm is not required in the proposed binary version of the algorithm. Method-specific 

control parameters in this approach, named as Update mechanism selection probability 

(UMSP) and dimension selection probability (DSP) are selected as 0.5 and 0.66 respectively. 
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 Under these conditions, obtained results are reported as mean and standard deviation 

of the runs in Table 6. Additionally the algorithms are ranked in accordance with the mean of 

runs in order to see the better algorithms at a glance.  

 

 

 

As seen from Table 5, the SabDE algorithm produces better quality results than the 

other algorithms on F4 and F12 functions. On F13 function, the best result is obtained by 

GBABC algorithm. On the rest of the functions, the proposed algorithm is superior to 

compared algorithms in terms of solution quality and robustness based on the standard 

deviations given in the comparison table. In another perspective, when we compared all the 

algorithms by using ranking, the proposed algorithm shows the best performance among the 

compared algorithms. This is because the proposed algorithm uses two different update 

mechanisms based on xor operator and stigmergic behavior. However, when we compare the 

optimum solution and obtained solutions of these test functions, we see that the binary 

optimization algorithms need much more efforts in order to achieve optimum or near 

optimum results.  

 

5. Conclusion and Future Works 

Artificial algae algorithm is modified for solving binary optimization problem in the 

present work. The modification is based on exclusive-or (xor) logic operator and a stigmergic 

behavior. The helical movement operation in AAA is provided with xor operator due to 

decision variables of the binary optimization problem and initialization of the algorithm or 

decision variables are performed by the element of set {0,1}. Stigmergic behavior is included 

to the algorithm by utilization of two new counters which are affected by working of xor 

operator and artificial agents in the algorithm. To obtain new candidate solutions or position 

which correspond the possible solution for the binary optimization problem, not only xor 

operator but also stigmergic update rule are used in the algorithm. The performance of the 

proposed approach in AAA algorithm has been investigated on the uncapacitated facility 

location problem and numeric benchmark functions. The results obtained by the algorithm 

have been compared with the evolutionary computation and swarm intelligence algorithms 

and their state-of-art variants. These comparisons show that the proposed algorithm is an 

effective and efficient algorithm in solving binary optimization problems dealt with the study 

in terms of solution quality, convergence characteristics and robustness based on the standard 
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deviation. In near future, we will apply this algorithm to solve different binary optimization 

problems, especially knapsack problems which widely studied and we will also use the 

stigmergic behavior proposed in the present study in the other swarm intelligence algorithms 

to solve the binary optimization problems.  
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Figures 

Initialization phase 

Determine shear force (  ), energy loss ( e ) and adaptation rate ( p
A ) parameters. 

Initialize algal colonies using Eq.1 

Evaluate fitness of algal colonies using Eq.2 

Evaluate size of algal colonies using Eq.3, Eq.4 and Eq.5 

Helical movement phase 

For each alga colony 

 Select a neighbor via tournament selection 

 Select three algal cells(dimensions) randomly 

 Modify the colony using Eq.6, Eq.7, Eq.8, Eq.9 and Eq.10 until its energy exhausted. 

Evaluation phase 

Copy a randomly selected single cell of biggest colony to smallest colony. 

Adaptation phase 

If the random number is less than the adaptation rate parameter, find the most starveling 

colony and apply Eq.11 with biggest colony. 

If maximum fitness evaluation count is reached; report the best colony. 
Fig. 1. The pseudo-code of the AAA algorithm 

1) Let n is index of randomly selected neighbor for X(i) using Obj via tournament selection 

2) Let P be three random dimension indexes between [1,Dim] and different from each other 

3) Let V is candidate solution 

4) 𝜑 is the logic NOT operator set as 0.5 

5) V=X(i) 
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6) For z=1 to 3 

7)    If rand< 𝜑 then 

8)       V( P(z) ) = XOR ( X(i, P(z) ) , XOR ( X(i, P(z) ), X(n, P(z) )  ) ) 

9)    else 

10)       V( P(z) ) = XOR ( X(i, P(z) ) , ⁓XOR ( X(i, P(z) ), X(n, P(z) )  ) ) 

11)    end if 

12) end for 

13) If Obj(V)<Obj( X(i) ) then 

14)    For z=1 to 3 

15)       If X(i, P(z) )==0 and V( P(z) )==1 then 𝐶01=𝐶01+1 end if 

16)       If X(i, P(z) )==1 and V( P(z) )==0 then 𝐶10=𝐶10+1 end if 

17)    end for 

18)    X(i)=V 

19) end if 
Fig. 2. The pseudo-code of the Update Mechanism 1. 

1) Let V is candidate solution 

2) For d=1 to 3 

3)    If rand < DSP then 

4)       If rand < 𝑝10 then 

5)          A=find(V==1) 

6)          a=rand(size of A) 

7)          V( A(a) )=0 

8)       else if 

9)          B=find(V==0) 

10)          b=rand(size of B) 

11)          V( B(b) )=1 

12)       end if 

13)    end if 

14) end for 

15) If Obj(V)<Obj( X(i) ) then 

16)    X(i)=V 

17) end if 
Fig. 3. The pseudo-code of the Update Mechanism 2 
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Fig. 4.  Convergence graphs of the algorithms on the Cap71, Cap72, Cap73 and Cap74 problems. 

 

Fig. 5. Convergence graphs of the algorithms on the Cap101, Cap102, Cap103 and Cap104 problems. 
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Fig. 6. Convergence graphs of the algorithms on the Cap131, Cap132, Cap133 and Cap134 problems. 
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Fig. 7. Convergence graphs of the algorithms on the CapA, CapB and CapC problems. 

 

 

Fig. 8. Comparison of the algorithms according to the ranking mechanism. 

 

 

 

Table 1. Comparison of proposed method with the binary structured optimization algorithms 

on the Cap71, Cap72, Cap73 and Cap74 problems 

Methods Metric Cap71 Cap72 Cap73 Cap74 

GA-SP 

Mean 932615.750 977799.400 1011314.476 1034976.975 

Gap 0.00000 0.00000 0.06659 0.00000 

Hit 30 30 19 30 

Std.Dev. 0.000 0.000 899.650 0.000 

Sign. - - + - 

Avg.Time 26.957 27.893 27.994 27.998 

GA-TP 

Mean 932615.750 977799.400 1011130.923 1034976.975 

Gap 0.00000 0.00000 0.04843 0.00000 

Hit 30 30 22 30 

Std.Dev. 0.000 0.000 825.576 0.000 

Sign. - - + - 

Avg.Time 27.568 28.056 28.050 28.143 

GA-UP 

Mean 932615.750 977799.400 1011069.739 1034976.975 

Gap 0.00000 0.00000 0.04238 0.00000 

Hit 30 30 23 30 

Std.Dev. 0.000 0.000 789.612 0.000 

Sign. - - + - 

Avg.Time 27.744 28.103 28.101 28.095 

BAAA-Tanh 
Mean 932615.750 977799.400 1010641.450 1034976.975 

Gap 0.00000 0.00000 0.00000 0.00000 
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Hit 30 30 30 30 

Std.Dev. 0.000 0.000 0.000 0.000 

Sign. - - - - 

Avg.Time 25.748 26.279 28.221 27.584 

BAAA-Sig 

Mean 932615.750 977799.400 1010641.450 1034976.975 

Gap 0.00000 0.00000 0.00000 0.00000 

Hit 30 30 30 30 

Std.Dev. 0.000 0.000 0.000 0.000 

Sign. - - - - 

Avg.Time 25.868 26.927 28.219 27.461 

BPSO 

Mean 932615.750 977799.400 1010886.187 1035068.312 

Gap 0.00000 0.00000 0.02422 0.00882 

Hit 30 30 26 29 

Std.Dev. 0.000 0.000 634.625 500.272 

Sign. - - - - 

Avg.Time 34.935 34.765 34.950 34.822 

Proposed 

Method 

Mean 932615.750 977799.400 1010641.450 1034976.975 

Gap 0.00000 0.00000 0.00000 0.00000 

Hit 30 30 30 30 

Std.Dev. 0.000 0.000 0.000 0.000 

Avg.Time 27.901 28.078 27.528 27.239 

 

Table 2. Comparison of proposed method with the binary structured optimization algorithms 

on the Cap101, Cap102, Cap103 and Cap104 problems. 

Methods Metric Cap101 Cap102 Cap103 Cap104 

GA-SP 

Mean 797193.286 854704.200 894351.782 928941.750 

Gap 0.06839 0.00000 0.06374 0.00000 

Hit 11 30 6 30 

Std.Dev. 421.655 0.000 505.036 0.000 

Sign. + - + - 

Avg.Time 29.372 28.730 28.689 32.706 

GA-TP 

Mean 797164.610 854704.200 894329.179 928941.750 

Gap 0.06479 0.00000 0.06121 0.00000 

Hit 12 30 10 30 

Std.Dev. 428.658 0.000 540.160 0.000 

Sign. + - + - 

Avg.Time 29.206 28.931 28.907 32.992 

GA-UP 

Mean 797107.258 854704.200 894427.382 928941.750 

Gap 0.05759 0.00000 0.07220 0.00000 

Hit 14 30 9 30 

Std.Dev. 436.524 0.000 522.784 0.000 

Sign. + - + - 

Avg.Time 29.169 28.870 28.915 33.046 

BAAA-Tanh Mean 796677.114 854704.200 893782.113 928941.750 
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Gap 0.00360 0.00000 0.00000 0.00000 

Hit 29 30 30 30 

Std.Dev. 157.066 0.000 0.000 0.000 

Sign. - - - - 

Avg.Time 27.473 26.334 25.851 25.435 

BAAA-Sig 

Mean 796648.438 854704.200 893782.113 928941.750 

Gap 0.00000 0.00000 0.00000 0.00000 

Hit 30 30 30 30 

Std.Dev. 0.000 0.000 0.000 0.000 

Sign. - - - - 

Avg.Time 26.836 26.215 25.926 26.963 

BPSO 

Mean 796992.553 854788.703 894223.572 929318.098 

Gap 0.04320 0.00989 0.04939 0.04051 

Hit 18 28 14 28 

Std.Dev. 428.658 321.588 521.237 1432.239 

Sign. + - + - 

Avg.Time 41.814 41.554 41.375 41.177 

Proposed 

Method 

Mean 796648.438 854704.200 893782.113 928941.750 

Gap 0.00000 0.00000 0.00000 0.00000 

Hit 30 30 30 30 

Std.Dev. 0.000 0.000 0.000 0.000 

Avg.Time 28.177 27.923 27.838 27.592 

 

Table 3. Comparison of proposed method with the binary structured optimization algorithms 

on the Cap131, Cap132, Cap133 and Cap134 problems. 

Methods Metric Cap131 Cap132 Cap133 Cap134 

GA-SP 

Mean 793980.104 851495.325 893891.911 928941.750 

Gap 0.06813 0.00000 0.09128 0.00000 

Hit 16 30 10 30 

Std.Dev. 720.877 0.000 685.076 0.000 

Sign. + - + - 

Avg.Time 34.017 35.107 38.143 36.748 

GA-TP 

Mean 794012.905 851495.325 893740.954 928941.750 

Gap 0.07226 0.00000 0.07438 0.00000 

Hit 14 30 12 30 

Std.Dev. 690.560 0.000 655.920 0.000 

Sign. + - + - 

Avg.Time 33.885 35.930 37.906 36.609 

GA-UP 

Mean 793865.023 851517.200 893808.891 928941.750 

Gap 0.05362 0.00257 0.08198 0.00000 

Hit 15 29 9 30 

Std.Dev. 433.467 119.817 628.654 0.000 

Sign. + - + - 

Avg.Time 33.563 36.329 38.038 36.588 
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BAAA-Tanh 

Mean 793525.591 851495.325 893333.515 928941.750 

Gap 0.01084 0.00000 0.02875 0.00000 

Hit 27 30 16 30 

Std.Dev. 262.498 0.000 324.451 0.000 

Sign. - - + - 

Avg.Time 45.498 57.039 56.239 56.622 

BAAA-Sig 

Mean 793439.563 851495.325 893076.713 928941.750 

Gap 0.00000 0.00000 0.00000 0.00000 

Hit 30 30 30 30 

Std.Dev. 0.000 0.000 0.000 0.000 

Sign. - - - - 

Avg.Time 63.656 67.132 66.943 67.612 

BPSO 

Mean 794797.761 851991.551 893816.653 930756.565 

Gap 0.17118 0.05828 0.08285 0.19536 

Hit 10 21 10 18 

Std.Dev. 1505.749 1055.238 690.192 2594.211 

Sign. + + + + 

Avg.Time 60.083 59.759 59.733 59.516 

Proposed 

Method 

Mean 793439.563 851495.325 893076.713 928941.750 

Gap 0.00000 0.00000 0.00000 0.00000 

Hit 30 30 30 30 

Std.Dev. 0.000 0.000 0.000 0.000 

Avg.Time 28.080 28.539 28.336 28.011 
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Table 4. Comparison of proposed method with the binary structured optimization algorithms 

on the CapA, CapB and CapC problems. 

Methods Metric CapA CapB CapC 

GA-SP 

Mean 17164354.456 13054858.045 11586692.969 

Gap 0.04605 0.58391 0.70486 

Hit 24 9 2 

Std.Dev. 22451.206 66658.649 51848.248 

Sign. + + + 

Avg.Time 741.535 743.370 744.455 

GA-TP 

Mean 17205089.145 13063527.186 11577797.524 

Gap 0.28348 0.65071 0.62755 

Hit 24 11 0 

Std.Dev. 139690.216 89122.485 46346.052 

Sign. + + + 

Avg.Time 735.939 738.387 741.823 

GA-UP 

Mean 17166811.915 13107633.077 11578600.532 

Gap 0.06037 0.99053 0.63453 

Hit 24 3 0 

Std.Dev. 35181.974 79714.021 57031.219 

Sign. + + + 

Avg.Time 743.848 748.144 745.128 

BAAA-Tanh 

Mean 17471223.794 13153617.764 11676427.752 

Gap 1.83470 1.34483 1.48479 

Hit 3 0 0 

Std.Dev. 225123.921 73978.543 101438.607 

Sign. + + + 

Avg.Time 864.755 473.660 479.762 

BAAA-Sig 

Mean 17210900.533 13093705.559 11583462.068 

Gap 0.31735 0.88322 0.67678 

Hit 16 1 1 

Std.Dev. 90743.456 62168.803 45788.678 

Sign. + + + 

Avg.Time 880.452 475.592 470.911 

BPSO 

Mean 17446511,870 13161205,473 11692212,797 

Gap 1,69066 1,40329 1,62198 

Hit 8 5 1 

Std.Dev. 319855,431 135326,728 115156,444 

Sign. + + + 

Avg.Time 534,103 539,601 541,035 

Proposed 

Method 

Mean 17156454.478 13011234.616 11539496.443 

Gap 0.00000 0.24781 0.29466 

Hit 30 15 1 

Std.Dev. 0.000 39224.744 29766.311 

Avg.Time 461.906 470.094 455.470 
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Table 5. The comparison of proposed algorithm with the state-of-art binary versions of ABC, DE and PSO by using gap and rank 

 

Problems 

CPSO ABCbin DisDE binDE DisABC binABC Proposed Method 

Gap Rank Gap Rank Gap Rank Gap Rank Gap Rank Gap Rank Gap Rank 

Cap71 5.0E-02 2 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 

Cap72 7.0E-02 2 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 

Cap73 6.0E-02 2 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 

Cap74 7.0E-02 2 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 

Cap101 1.4E-01 3 0.0E+00 1 7.2E-03 2 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 

Cap102 1.5E-01 2 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 

Cap103 1.6E-01 4 5.1E-03 3 8.4E-04 2 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 

Cap104 1.8E-01 2 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 

Cap131 7.5E-01 5 2.0E-01 3 0.0E+00 1 3.6E-03 2 6.2E-01 4 0.0E+00 1 0.0E+00 1 

Cap132 7.8E-01 5 2.0E-02 3 0.0E+00 1 5.0E-03 2 9.5E-02 4 0.0E+00 1 0.0E+00 1 

Cap133 7.3E-01 7 7.5E-02 5 1.5E-02 3 1.4E-02 2 3.1E-02 4 1.2E-01 6 0.0E+00 1 

Cap134 8.9E-01 2 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 0.0E+00 1 

CapA 2.2E+01 7 3.2E+00 6 3.7E-02 2 1.3E+00 4 1.5E-01 3 3.0E+00 5 0.0E+00 1 

CapB 1.1E+01 7 2.8E+00 5 6.7E-02 1 1.5E+00 3 3.3E+00 6 2.5E+00 4 2.5E-01 2 

CapC 9.7E+00 7 2.0E+00 4 5.8E-02 1 1.6E+00 3 4.7E+00 6 2.6E+00 5 2.9E-01 2 

MR 3.93 2.47 1.33 1.67 2.40 2.07 1.13 

CR 7 6 2 3 5 4 1 
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Table 6. The comparison of proposed algorithm with the state-of-art methods on CEC2015 

test suite 

  Metric SBHS BLDE BHTPSO-QI GBABC BQIGSA SabDE Proposed Method 

F1 

Mean 3.700E+08 1.087E+11 7.510E+08 2.729E+07 8.419E+07 3.093E+08 2.140E+07 

Std 2.271E+08 2.351E+11 2.203E+09 2.267E+07 7.354E+07 1.168E+08 2.443E+07 

Rank 5 7 6 2 3 4 1 

F2 

Mean 4.493E+09 4.747E+09 5.132E+09 2.864E+09 7.834E+09 2.541E+09 1.458E+04 

Std 1.790E+06 3.209E+08 4.685E+08 2.374E+09 6.527E+09 5.008E+09 5.211E+03 

Rank 4 5 6 3 7 2 1 

F3 

Mean 3.203E+02 3.201E+02 3.203E+02 3.202E+02 3.202E+02 3.200E+02 3.061E+02 

Std 7.013E-02 1.093E-02 7.426E-02 2.641E+02 2.641E+02 2.044E-02 9.017E-01 

Rank 5 3 5 4 4 2 1 

F4 

Mean 4.478E+02 4.378E+02 4.478E+02 4.358E+02 4.389E+02 4.116E+02 5.014E+02 

Std 5.171E+00 7.754E+00 1.122E+01 3.599E+02 3.621E+02 7.606E+00 6.983E+01 

Rank 5 3 5 2 4 1 6 

F5 

Mean 2.592E+03 1.934E+03 1.804E+03 1.108E+03 1.542E+03 9.330E+02 5.004E+02 

Std 1.959E+02 3.088E+02 3.926E+02 9.736E+02 1.275E+03 9.464E+01 1.445E-01 

Rank 7 6 5 3 4 2 1 

F6 

Mean 5.312E+04 2.484E+06 6.799E+06 7.442E+06 5.582E+05 4.625E+04 6.003E+02 

Std 1.512E+04 7.369E+06 1.186E+07 1.321E+07 6.055E+05 4.076E+04 9.229E-02 

Rank 3 5 6 7 4 2 1 

F7 

Mean 8.368E+02 8.472E+02 8.510E+02 7.589E+02 7.392E+02 7.752E+02 7.002E+02 

Std 7.981E+00 1.289E+01 1.694E+01 4.668E+02 4.324E+02 4.155E+03 1.545E-01 

Rank 5 6 7 3 2 4 1 

F8 

Mean 3.344E+08 7.104E+09 5.407E+07 3.949E+07 2.948E+06 2.395E+07 8.052E+02 

Std 1.810E+09 5.651E+09 8.312E+07 2.442E+08 2.469E+06 5.432E+07 1.475E+00 

Rank 6 7 5 4 2 3 1 

F9 

Mean 1.189E+03 1.190E+03 1.209E+03 1.017E+03 1.048E+03 1.177E+03 9.033E+02 

Std 5.210E+00 1.736E+01 2.050E+01 8.397E+02 8.643E+02 4.102E+01 2.616E-01 

Rank 5 6 7 2 3 4 1 

F10 

Mean 9.038E+08 1.326E+10 1.320E+09 9.909E+05 4.426E+04 2.416E+07 1.293E+04 

Std 6.596E+08 1.724E+10 2.073E+09 3.659E+06 4.477E+04 8.862E+07 1.068E+04 

Rank 5 7 6 3 2 4 1 

F11 

Mean 1.737E+03 1.599E+03 1.632E+03 1.159E+03 1.172E+03 1.114E+03 1.105E+03 

Std 1.661E+01 3.313E+01 3.371E+01 9.557E+02 9.669E+02 1.131E+01 8.947E-01 

Rank 7 5 6 3 4 2 1 

F12 

Mean 1.445E+03 1.440E+03 1.437E+03 1.264E+03 1.255E+03 1.224E+03 1.249E+03 

Std 5.683E-01 3.247E+00 7.552E+00 1.044E+03 1.035E+03 1.302E+00 2.176E+01 

Rank 7 6 5 4 3 1 2 

F13 

Mean 1.464E+10 2.882E+10 5.365E+08 1.446E+03 1.452E+03 2.815E+09 1.627E+03 

Std 9.749E+09 2.073E+10 2.294E+09 1.193E+03 1.197E+03 4.158E+09 5.024E+00 

Rank 6 7 4 1 2 5 3 

F14 

Mean 2.736E+03 4.267E+03 5.005E+03 2.162E+03 3.356E+03 1.727E+03 1.600E+03 

Std 2.220E+02 2.569E+03 2.703E+03 2.091E+03 2.869E+03 4.411E+02 3.715E+00 

Rank 4 6 7 3 5 2 1 

F15 

Mean 1.700E+03 1.700E+03 1.734E+03 2.012E+03 1.530E+03 1.700E+03 1.614E+03 

Std 1.552E-04 2.622E-05 1.851E+02 1.659E+03 1.262E+03 2.177E-05 1.257E+02 

Rank 3 3 4 5 1 3 2 
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