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Abstract—To apply Cyber-Physical System (CPS) technique
in industrial internet, a wireless technology that is able to
robustly maintain hyper connectivity between a data center and
distributed UEs (User Entities) and/or IIoT (Industrial Internet of
Things) devices is required. We investigate the feasibility of utiliz-
ing Massive MIMO (Multi-Input Multi-Output) as such a wireless
technology. We analyze the performance of a Massive MIMO base
station deployed at a data center to provide massive connectivity
to a large number of devices. In addition, we discuss related
research challenges for deploying Massive MIMO in industrial
internet applications of CPS, such as device scheduling and power
control, energy efficient design and RF (Radio Frequency) energy
transfer/harvesting, signaling techniques for drones and mobile
robots, and applications of underwater industrial internet.

Index Terms—Industrial Internet of Things; Cyber-Physical
System; Massive MIMO.

I. INTRODUCTION

Cyber-Physical System (CPS) pursues real-time fusion of
the physical world and the cyber world, and it is a core concept
of the 4th industrial revolution with the characteristics of
hyper-connectivity, hyper-automation and hyper-intelligence
[1] [2] [3]. The smart factory is an intelligent and flexible pro-
duction system that produces customized products in real-time.
To increase the competitiveness of the smart factory based
manufacturing industry, CPS is to be actively utilized. A CPS
for the design and operation of smart factory is called a cyber-
physical production system (CPPS). It gathers manufacturing
big data, analyzes the data in real time through data analytics,
and performs efficient operations of manufacturing systems,
thus automatically recognizes changes of orders, processes
abnormality, and corrects equipment failures. The application
of internet of things (IoT) in industry is called industrial
internet of things (IIoT), or industrial internet [4] [5]. For the
realization of CPS in manufacturing systems, the industrial
internet provides a medium for gathering manufacturing big
data.

To apply industrial internet in CPS, various base technolo-
gies must be in place. Hyper connectivity precedes others
in enhancing both automation and intelligence. To guarantee
the hyper-connectivity of CPS, both stationary devices such
as sensors used for exchanging and monitoring the status
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information, and moving devices such as mobile robots and
surveillance drones must be connected to the data center using
a powerful wireless technology.

Massive multiple-input multiple-output (MIMO) systems
have received a great deal of attention in both academia and
industry due to its characteristics of huge spectral efficiency
(SE) and energy efficiency (EE) [6] [7] [8]. The basic concept
of Massive MIMO is generating an excessive amount of chan-
nel gain by increasing the number of base station (BS) service
antennas as many as we can, to increase both SE and EE with
high reliability. With the excessive amount of channel gain, it
is possible to use low complexity precoding, scheduling and
power allocation due to its distinct channel hardening effect.
The 3rd generation partnership project (3GPP) standards body
has been actively discussing the inclusion of Massive MIMO
in 3GPP specifications from release 13 onward [9].

The concept of Massive MIMO is different from that of
traditional MIMO. A traditional MIMO system generally uses
almost the same number of transmitter (TX) and receiver (RX)
antennas to achieve high channel capacity because the channel
capacity can be maximized with the same number of TX/RX
antennas from a system configuration perspective. Increasing
one side of TX/RX antennas increases power gain, but is of
little help in increasing channel capacity. In the internet of
things (IoT) era, however, it is impossible to configure the
same number of TX antennas at the TX, and RX antennas
at the RX because data center and/or base station (BS) can
increases the number of TX antennas, while distributed entities
and/or IoT devices cannot increase the number of RX antennas
due to the space limitation. Multi-user (MU) MIMO systems,
which transmit the signal from data center to multiple single-
antenna IoT devices, have also been introduced. In this case,
precoding and decoding, scheduling and power allocation
techniques can be very important, and it is not so easy to
efficiently use in real situation due to the complexity of the
related optimization schemes. Massive MIMO also transmits
signals from one data center to the multiple single-antenna
IoT devices. Thus it is also a kind of MU-MIMO system.
Unlike the traditional MU-MIMO, Massive MIMO has many
more TX antennas at the TX than RX antennas at the RXs,
typically it has several times more service antennas than the
number of active UE devices that have only one antenna each.
Based on the channel gain and the asymptotic orthogonal-
ity of channel vectors using many TX antennas, precoding,
decoding, scheduling and power allocation schemes become
significantly simpler to apply. Based on the characteristics we
mentioned above, for the hyper-connectivity of CPS, Massive
MIMO can play a key role as a core technology.
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In this paper, we introduce the industrial internet application
of CPS using Massive MIMO. Even though Massive MIMO
has received a great deal of attention due to its distinct
characteristics, there are few studies applying its concept to
CPS. Fundamentally, Massive MIMO is well-suited to support
distributed IoT devices because it has a large number of service
antennas, can easily support distributed UEs, and thus it can
realize the hyper-connectivity for CPS. There are two main
objectives for this paper. First, we show the feasibility of
using Massive MIMO for the massive IIoT device connectivity.
Moving one step further from traditional Massive MIMO we
mentioned, we consider a Massive MIMO system that serves
a much larger number of distributed IIoT devices than its
number of service antennas in a single cell scenario. In the case
of supporting excessive amount of IIoT devices, due to limited
resources, reference signal (RS) reuse in a single cell may
be applied depending on situations. This is a new operating
paradigm for Massive MIMO. We present several numerical
results for a Massive MIMO system with massive connectivity.
Our results show that for both uplink and downlink, the total
spectral efficiency (SE) can continue to increase as the number
of IIoT devices K increases beyond the number of service
antennas M. This means Massive MIMO can provide great
benefits for the system requiring low power and moderate
data rate, even in the situation of supporting very large
number of IIoT devices. Next, we discuss possible research
topics for CPS using Massive MIMO, such as scheduling,
high energy efficiency design, radio frequency (RF) based
energy harvesting, support of signaling and auto-landing for
surveillance drone, etc. The underwater industrial internet is
also a growing field due to the increase of various underwater
works, for example underwater farm management, offshore
oil/gas development, and underwater robot work. Various
applications introduced in this paper can be of great help for
further investigations.

Overall, this paper aims to provide a comprehensive intro-
duction on the industrial internet applications of CPS using
Massive MIMO. This is a timely and essential topic to deal
with, because the true IoT era is about to begin, so it is
necessary to design a highly reliable communication system
that can support massive connectivity.

In what follows, the Massive MIMO system model is
described in Section II. The basic concept of Massive MIMO
to support many IIoT devices, and RS reuse based system
performance are shown in Section III. Possible research topics
and challenges are discussed in Section IV, and conclusions
are given in Section V.

II. MASSIVE MIMO SYSTEM

Let R+ denote the set of all positive real numbers, and let
R0+ = {0}∪R+. Let Rn

+, Rn
0+, Rm×n

+ and Rm×n
0+ denote the

corresponding n-dimensional and (m×n)-dimensional product
spaces. Replacing R with C denotes the corresponding com-
plex spaces.

Superscripts: T, *, and † denote matrix transpose, matrix
(un-transposed) conjugate, and matrix conjugate transpose
respectively.

E[·] denotes mathematical expectation.
Let

G , [g1 · · · gK ] ∈ CM×K ,

be the M×K channel matrix between the M-antenna array at
the base station (BS) in a data center and the K active IIoT
devices or user entities (UEs). The downlink data channel is
modeled as

y =
√

ρdGTx+w, (1)

where y ∈ CK is the received signal vector at the K UE
receivers, ρd is the downlink signal power, x∈CM is the power
controlled precoded input vector to the M-antenna ports in the
BS, and w is the noise vector. The downlink power constraint
is specified as

E[x†x]≤ 1. (2)

Similarly, denoting the corresponding variables with a su-
perscript ′, the uplink data channel is modeled as

y′ =
√

ρuGx′+w′, (3)

where y′ ∈ CM is the received signal vector at the M-antenna
ports in the BS, ρu is the uplink signal power, x′ ∈ CK is the
power controlled message-bearing signal from the K UEs, and
w′ is the noise vector. Uplink power constraint is specified as

‖E[x′∗�x′]‖∞ ≤ 1,

where � denotes the element-wise multiplication.
The channel vector between the kth UE and the M-antenna

array is modeled as

gk ,
√

βkhk, k = 1, · · · ,K (4)

where βk is the large-scale fading, and hk constitutes the small-
scale fading. Let

H , [h1 · · · hK ] ,

We assume that the UE data symbols q ∈ CK have zero
mean and unit variance, and are uncorrelated

E[qq†] = IK , (5)

and Gaussian noise with

E[ww†] = σdIK , E[w′w′†] = σuIM, (6)

where IK and IM are K-dimensional and M-dimensional iden-
tity matrices.

We have
G = H ·diag

[
β

1/2
1 , · · · ,β 1/2

K

]
. (7)

For rich scattering, the small-scale fading channel matrix H
is modeled by iid (independent and identically distributed)
Rayleigh fading.

The well-known linear precoder/decoder for maximum-
ratio (MR) processing, zero-forcing (ZF), and minimum mean
square error (MMSE) processing, and the associated power
control coefficients can be readily formulated as follows.
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A. MR Processing

1) MR Downlink: For MR precoding, we have

x = H∗D−1/2
H†H D1/2

η q, (8)

where the diagonal matrices

D−1/2
H†H , diag

[
‖h1‖−1

2 , · · · ,‖hK‖−1
2
]

(9)

D1/2
η , diag

[
η

1/2
1 , · · · ,η1/2

K

]
.

Here ηηη = [η1 · · · ηK ]
T is the downlink power control. ηηη

must satisfy the total power constraint,

ηηη ∈ RK
0+ and ‖ηηη‖1 ≤ 1, (10)

Then, from (1), we have

y =
√

ρdGT H∗D−1/2
H†H D1/2

η q+w, (11)

Assuming the MR precoding matrix as Fmr
d = H∗D−1/2

H†H D1/2
η ,

(11) is simplified as:

y =
√

ρd ·GT ·Fmr
d ·q+w. (12)

2) MR Uplink: For MR decoding, the decoding matrix is
H†. From (3) we have

H†y′ =
√

ρuH†Gx′+H†w′, (13)

where x′ = D1/2
η q′ is the power controlled message-bearing

signal vector from the K UEs. The uplink power control ηηη =
[η1 · · · ηK ]

T must satisfy the individual power constraint

ηηη ∈ RK
0+ and ‖ηηη‖∞ ≤ 1. (14)

Assuming the MR processing matrix as Fmr
u = H†, (13) is

simplified as:

Fmr
u ·y′ =

√
ρu ·Fmr

u ·Gx′+Fmr
u ·w′ (15)

Unlike the downlink case, in the uplink case, there is noise
enhancement due to the processing matrix.

B. ZF Processing

1) ZF Downlink: For zero-forcing precoding, we have

x =
√

c1H∗(HTH∗)−1D1/2
η q, (16)

With the assumption (5) and the power constraint (2), we
calculate that

c1 =
1

∑
K
l=1[(H†H)−1]l,lηl

, (17)

where [·]l,l denotes the lth diagonal element of a matrix, and
ηηη = [η1 · · · ηK ]

T is the downlink power control. ηηη must
satisfy the total power constraint (10). Then, from (1), we
have

y =
√

ρdGT√c1H∗(HTH∗)−1D1/2
η q+w. (18)

Assuming the ZF precoding matrix as Fzf
d =

√
c1H∗(HTH∗)−1D1/2

η , (18) is simplified as:

y =
√

ρd ·GT ·Fzf
d ·q+w. (19)

2) ZF Uplink: For ZF decoding, the decoding matrix is
(H†H)−1H†. From (3) we have

(H†H)−1H†y′ =
√

ρu(H†H)−1H†Gx′+(H†H)−1H†w′, (20)

where x′ = D1/2
η q′ is the power controlled message-bearing

signal vector from the K user terminals. The uplink power
control ηηη = [η1 · · · ηK ]

T must satisfy the individual power
constraint (14). Assuming the ZF processing matrix as Fzf

u =
(H†H)−1H†, (20) is simplified as:

Fzf
u ·y′ =

√
ρu ·Fzf

u ·Gx′+Fzf
u ·w′. (21)

C. MMSE Processing

MMSE processing can be considered instead of ZF process-
ing when SNR is low.

1) MMSE Downlink: For MMSE precoding, we have

x =
√

c2H∗
(
HTH∗+Γ

−1
d IK

)−1
D1/2

η q (22)

where Γ
−1
d , diag

[
σd

ρd,1
, · · · , σd

ρd,K

]
is the downlink inverse

signal-to-noise ratio (SNR) matrix, and ρd,i is the downlink
signal power to ith UE. With the assumption (5) and the power
constraint (2), we calculate that

c2 =
1

K

∑
l=1

[
(
HTH∗+Γ

−1
d IK

)−1
HTH∗

(
HTH∗+Γ

−1
d IK

)−1
]l,lηl

(23)
where [·]l,l denotes the lth diagonal element of a matrix, and
ηηη = (η1 · · · ηK)

T is the downlink power control. ηηη must
satisfy the total power constraint (10). Then, from (1), we
have

y =
√

ρdGT√c2H∗
(
HTH∗+Γ

−1
d IK

)−1
D1/2

η q+w, (24)

Assuming the MMSE procoding matrix as Fmmse
d =

√
c2H∗

(
HTH∗+Γ

−1
d IK

)−1
D1/2

η , (24) is simplified as:

y =
√

ρd ·GT ·Fmmse
d ·q+w, (25)

2) MMSE Uplink: For MMSE decoding, the decoding ma-
trix is

(
H†H +Γ−1

u IK
)−1 H†, where Γ−1

u , diag
[

σu
ρu,1

, · · · , σu
ρu,K

]
is the uplink SNR matrix, and ρu,i is the uplink signal power
from ith UE. From (3) we have(

H†H +Γ
−1
u IK

)−1
H†y′ =

√
ρu
(
H†H +Γ

−1
u IK

)−1
H†Gx′+

(
H†H +Γ

−1
u IK

)−1
H†w′

(26)

Assuming the MMSE processing matrix as Fmmse
u =(

H†H +Γ−1
u IK

)−1 H†, (26) is simplified as:

Fmmse
u ·y′ =

√
ρu ·Fmmse

u ·Gx′+Fmmse
u ·w′ (27)

The three representative processing matrices shown in this
section will be used for the performance analysis in next
section.

All the downlink/uplink precoding/processing matrices are
summarized in Table I.
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TABLE I
DOWNLINK/UPLINK PRECODING/PROCESSING MATRICES

Downlink Uplink
MR ZF MMSE MR ZF MMSE

H∗D−1/2
H†H

D1/2
η

√
c1H∗(HTH∗)−1D1/2

η

√
c2H∗

(
HTH∗+Γ

−1
d IK

)−1
D1/2

η H† (H†H)−1H† (
H†H +Γ−1

u IK
)−1 H†

III. MASSIVE MIMO FOR IIOT

In this section, we use the framework described in Section
II to study the performance of Massive MIMO for IIoT. We
assume that there is one data center and K active IIoT devices
or user entities (UEs). The data center is equipped with a
Massive MIMO antenna system to gather the data from the
distributed IIoT devices, and to check the status of operation,
after that to transmit data to the distributed IIoT devices to
generate timely and high precision operations. IIoT devices or
UEs include not only sensors that attached to each industrial
machine, but also mobile robots and/or survelliance drones
that perform necessary mobile works. The data center has M
service antennas, and each UE has one antenna.

Let us consider Massive MIMO systems that support mas-
sive IIoT devices. Massive MIMO systems generally use the
time division duplex (TDD) mode to reduce the reference sig-
nal (RS) overhead. TDD mode shares the same frequency band
by sending the uplink and downlink signals during different
time slots. There is another popular duplex mode which is
called frequency division duplex (FDD). FDD mode divides
the uplink and downlink channels based on separate frequency
bands. With the TDD mode, channel state information at the
TX (CSIT) can be obtained from the uplink RSs without any
special feedback from the UEs. Thus we take advantage of
channel reciprocity which results in the significant reduction
in RS overhead. This is due to the fact that electromagnetic
waves traveling in both directions with the same frequency
band undergo substantially the same physical phenomena such
as reflection, diffraction, and blockage, etc.

Massive MIMO systems assume large M to take advantage
of the channel hardening effect [10], i.e., when M is large, all
the UE channel conditions become almost deterministic, and
scheduling and power control become very simple. In addition,
a typical Massive MIMO also assumes M�K to provide large
throughput to each UE. However, this setup could not be valid
to support IIoT, because there could be many IIoT devices that
need to be supported coincidently with little delay.

We consider a Massive MIMO system with a large M, and
a much larger K. This system can be called a Massive MIMO
with massive connectivity. Since K is larger than M, resource
allocation for the RS can be a problem even though we use
the time division dulplex (TDD) mode. RS contamination
is a serious problem in multicell Massive MIMO systems
[6]. In the IIoT assumption, single cell could be enough to
support the IIoT devices depending on applications. From a
practical point of view, for a specific application of IIoT, the
intended coverage region is most likely limited to specific
areas such as a factory, a construction site, or an educational or
research campus, etc., where a single cell can provide adequate
coverage.

cτ

Uplink RS
Uplink Data

Transmission
Downlink RS

Downlink Data

Transmission

pτ
ul

dataτ
dl

pτ
dl

dataτ

Fig. 1. Resource allocation in TDD mode.

Assuming single cell scenario, due to the large amount of
IIoT devices, orthogonal RS resources are reused. In particular,
for the system that must maintain the connection continuously
for all coherence time and frequency resources, it can be
difficult to apply scheduling such as time division multiple
access and/or frequency division multiple access, etc. For this
reason, we consider the system in which all devices trans-
mit/receive signals in every coherence time/frequency interval.
This system setup is applicable to the IIoT where there are
many low powered devices to be served simultaneously with
little delay.

The simplified uplink/downlink resource allocation in TDD
mode is shown in Fig. 1. First, uplink RSs are transmitted from
distributed IIoT devices to estimate the uplink channel of each
devices. The time duration for the uplink RS is τp. Then, the
uplink data is transmitted from distributed IIoT devices. Since
there are a quite large number of IIoT devices, the uplink
data can be a source of big data analysis. The time duration
for uplink data transmission is τul

data. After that, downlink
signal transmission from the data center to the distributed IIoT
devices should be performed, and the time duration for down-
link RS is τdl

p . The τdl
p can be minimized using the channel

hardening effect. Lastly, the downlink data is transmitted from
data center to distributed IIoT devices, and the time duration
is τdl

data. All uplink and downlink signal transmissions with
RSs should be performed within a coherence time interval, τc,
within which the communication channel remains substantially
constant.

Since we consider the systems which have many IIoT de-
vices, K can be much greater than M and τc. Resource schedul-
ing is a possible option, but we consider the system which
requires little delay, and thus the signal transmission/reception
is performed at least one time within every coherence time and
frequency resources. For the systems, we consider the scheme
of RS reuse based Massive MIMO with massive connectivity.
In this study, we consider J UEs within each group, and UEs
use the same uplink RS for channel estimation among different
groups, but send and receive individual data. Then, the number
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Fig. 2. An example of RS reuse Massive MIMO with massive connectivity,
J = 3, L = 6, K = JL = 18 assuming the same shape of IIoT devices use the
same RS.

of groups can be L = dK/Je. An example of RS reuse Massive
MIMO with massive connectivity is shown in Fig. 2. This is
the case of J = 3, L = 6, K = JL = 18 assuming the same
shape of IIoT devices use the same RS sequences.

From (3), the uplink received RS, Y
′
rs ∈ CM×τp , can be

represented as

Y
′
rs =

L

∑
i=1

√
ρuGiX

′
rs,i +W

′

=
L

∑
i=1

√
τpρuGi

(
Φ

u
rs,i
)†

+W
′
, (28)

where Gi is the channel matrix for ith group, Φu
rs,i ∈Cτp×J is

the uplink RS matrix for ith group, and if we assume we use
orthogonal RS, the uplink RS matrix can be represented as

Φ
u
rs,i =

[
φφφ i,1 φφφ i,2 · · · φφφ i,J

]
, (29)

where φφφ i,k ∈ Cτp is the RS sequence used by kth UE. Here
we assume that K = JL and all groups have the same number

of UEs, J. The RS matrix satisfies
(

Φu
rs,i

)†
Φu

rs,i = IJ , and the

RS sequence satisfies φφφ
†
i,kφφφ i,l = 0, k 6= l. Collectively, UEs

transmit a J × τp RS signal, Xrs,i =
√

τp

(
Φu

rs,i

)†
which is

normalized so that each UE extends a total energy that is equal
to the duration of RS sequence, τpφφφ

†
i,kφφφ i,k = τp.

The RS sequences are reused for different groups. For
example, the RS sequence of UE k in a group i is the same
as the RS sequence of UE l in a group j, i.e., Φu

rs,1 =
Φu

rs,2 =, · · · = Φu
rs,L. Then, from (28), the uplink received RS

when the RS sequence is reused for different groups can be
represented as

Y
′
rs =
√

τpρu
(
G1(Φ

u
rs,1)

† +G2(Φ
u
rs,2)

† + · · · +GL(Φ
u
rs,L)

†)+W
′

=
√

τpρu (G1 +G2 + · · · +GL)(Φ
u
rs,1)

† +W
′
, (30)

The combined channel information is captured at the RX, and
to prevent outage, we should make all the RX SNRs the same
using appropriate power control.

As witnessed from previous section, there are three repre-
sentative detectors for the uplink signal which can be shown
as follows.

Fu =


Ĥ† for MRC
(Ĥ†Ĥ)−1Ĥ† for ZF(
Ĥ†Ĥ +Γ−1

u IK
)−1 Ĥ† for MMSE

(31)

where Ĥ is the estimated channel from uplink RS, and FT
u =

[fu,1fu,2 · · · fu,K ] ∈ CM×K is the uplink processing matrix.
Then, the RX signal in the data center for kth UE can be

represented as

fu,k ·y
′
=

K

∑
i=1

√
ρu,ifu,k ·gix

′
i + fu,k ·w

′

=
√

ρu,kfu,k ·gkx
′
k︸ ︷︷ ︸

Desired signal

+
K

∑
i=1
i6=k

√
ρu,ifu,k ·gix

′
i

︸ ︷︷ ︸
Inter−User Interference

+ fu,k ·w
′︸ ︷︷ ︸

Noise

, (32)

where ρu,i = ρuηi is the TX power from ith UE. The SINR is
expressed as desired signal power term divided by interference
signal power plus noise power.

SINR =
desired signal power

interference power+noise power
, (33)

Based on (32), we can derive the uplink SINR for kth UE [11]
[12] [13].

SINRul
k =

ρu,k

∣∣∣fu,kgk

∣∣∣2
K
∑

i=1
i6=k

ρu,i

∣∣∣fu,kgi

∣∣∣2 +σ2
u

∥∥∥fu,k

∥∥∥2

2

. (34)

As we have indicated earlier, due to the large number
of IIoT devices that transmit data simultaneously, reusing
orthogonal RSs or using nonorthogonal RSs are necessary. In
the following, we consider L group of IIoT devices and J UEs
in each group.

We shall use double subscript ( j, l) to identify a given IIoT
device. So β j,i denotes the large scale fading between the
base station service antenna array and the jth IIoT devices
in the lth group. If we arrange all the users in a J×L matrix,
each column of users then belongs to the same group, and
therefore use mutually orthogonal RSs, and each row of users
uses the same RSs. All the large-scale fadings is arranged in
the following matrix.

B =


β1 β2 · · · βL

βL+1 βL+2 · · · β2L
...

...
...

...
βK−L+1 βK−L+2 · · · βK



=


β1,1 β1,2 · · · β1,L
β2,1 β2,2 · · · β2,L

...
...

...
...

βJ,1 βJ,2 · · · βJ,L

 , (35)
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With RS reuse, RS contamination is present. Assuming the
mean-square channel estimate for the jth user in the lth group
is γ j,lβ j,l , γ j,l can be represented as:

γ j,l =
τpρuβ j,l

1+ τpρu
L
∑

l′=1
β j,l′

, (36)

Viewing the devices reusing RSs as devices in other cells,
the multicell uplink SINR formulas derived in [12] can be
applied to obtain the effective uplink SINR for single cell
with RS reuse. Effective uplink SINR for single cell with RS
contamination are written in expressions (37) and (38).

SINRMR,ul
j,l =

Mγ j,lβ j,lρuη j,l
J
∑

j′=1

L
∑

l′=1
β j′,l′ρuη j′,l′ +M

L
∑

l′=1
l′ 6=l

γ j,l′β j,l′ρuη j,l′ +σ2
u

,

(37)

SINRZF,ul
j,l =

(M− J)γ j,lβ j,lρuη j,l
L
∑

l′=1

J
∑

j′=1
(1− γ j′,l′)β j′,l′ρuη j′,l′ +(M− J)

L
∑

l′=1
l′ 6=l

γ j,l′β j,l′ρuη j,l′ +σ2
u

.

(38)

In (37) and (38), η j,l is the power control coefficient for the
jth user in the lth group. For the uplink, following condition
must be met to satisfy individual power constraint.

η j,l ≤ 1, j = 1, · · · ,J, l = 1, · · · ,L, (39)

To maintain moderate service to all the distributed IIoT
devices, it is particularly important to design all the RX SNRs
the same to reduce possible outage of some IIoT devices
located far from the data center. For this, we use a simple
power allocation strategy to ensure that all the IIoT devices
have the same RX SNR.

ρuη j,l =
ξu

β j,l
, (40)

where ξ is the signal power of each IIoT devices achieved at
each BS antennas. The same power control can be performed
for the downlink signal. Then, (37) and (38) can be simplified
as follows:

SINRMR,ul
j,l = SINRMR,ul

k,c

=
Mξuγ j,l

ξuJL+Mξu(L−1)γ j,l +σ2
u
, (41)

SINRZF,ul
j,l = SINRZF,ul

k,c

=
(M− J)ξuγ j,l

ξuLJ(1− γ j,l)+(M− J)ξu(L−1)γ j,l +σ2
u
.

(42)

The downlink SINR can also be derived in the similar
manner. From the previous section, the downlink precoder can
be shown as follows.

Fd =


Ĥ∗D−1/2

Ĥ†Ĥ
D1/2

η for MRC
√

ĉ1Ĥ∗(ĤTĤ∗)−1D1/2
η for ZF

√
ĉ2Ĥ∗

(
ĤTĤ∗+Γ

−1
d IK

)−1
D1/2

η for MMSE
(43)

where ĉ1 and ĉ2 are normalization factors for ZF and MMSE
precodings based on the estimated channel. For ZF, J must
satisfy J < M.

The downlink RX signal from data center to the distributed
IIoT devices can be represented as

y =
K

∑
i=1

√
ρd,ih

T
i · fd,kxi +w

=
√

ρd,khT
k · fd,kxk︸ ︷︷ ︸

Desired signal

+
K

∑
i=1
i6=k

√
ρd,ih

T
i · fd,kxi

︸ ︷︷ ︸
Inter−User Interference

+ w︸︷︷︸
Noise

, (44)

where ρd,i = ρdηi is the TX power to ith UE. Based on (44),
we can derive the downlink SINR for kth UE [11] [12] [13].

SINRdl
k =

ρd,k

∣∣∣hT
k fd,k

∣∣∣2
K
∑

i=1
i6=k

ρd,i

∣∣∣hT
i fd,k

∣∣∣2 +σ2
d

. (45)

The closed form of downlink SINR can be represented as
similar manner with the uplink SINR.

The effective SINRs for very comprehensive Massive
MIMO systems are given in [11] and [12]. The effective SINR
for Massive MIMO in LoS propagation is given in [13]. These
SINR expressions greatly facilitates the performance analysis
of Massive MIMO, and can be adapted to treat the applications
of Massive MIMO in IIoT.

Let us observe how the RS reuse based Massive MIMO
with massive connectivity is working for IIoT network. The
performance can be observed using the derived SINRs. The
uplink and downlink SE can be represented as

Ru =
χu

∑
i=1

ζ
u
(

1−
τp

τc

)
log2(1+SINRul

i ). (46)

Rd =
χd

∑
i=1

ζ
d
(

1−
τp

τc

)
log2(1+SINRdl

i ). (47)

where χu and χd are the adjustable factors to reflect the num-
ber of coincidently supported UEs for uplink and downlink
transmission each, ζ u and ζ d are the parameters to reflect
the actual data transmission resource slot for uplink and
downnlink, i.e., ζ u + ζ d = 1. In this paper, we assume that
a half of τc is dedicated to the uplink RS at the maximum,
and the rest half of τc is dedicated to the data transmission.
Also, a half of data transmission portion is dedicated to the
uplink data transmission, i.e., ζ u = ζ d = 0.5.

The simulation parameters used in this paper are presented
in Table II.
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TABLE II
SIMULATION PARAMETERS

Parameter Value
Coherence Time, τc 10, 50 msec

Coherence Bandwidth, BWc 210kHz
RS time, τp 5, 25msec

Total symbols in coherence interval, Stot 1960, 9800
Max. number of groups, Lmax 5, 2

Max. number of UEs in each group, Jmax 980, 4900
Max. total number of UEs, Kmax 9800

Portion of data trans. resource slot, ζ u,ζ d 0.5
Max. number of serviced UEs for uplink, χu

max 9800
Max. number of serviced UEs for downlink, χd

max 100, 9800
UL SNR per UE 0, 5 dB

DL SNR 10 dB
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Fig. 3. Uplink SE (bps/Hz) using MR processing versus number of UEs, K,
SNR = 0 dB, τc = 50msec.

Fig. 3 shows the uplink SE using MR precessing. The
dotted line indicates the closed form results of SINR which are
well-matched to the simulation results. We assume 50 msec
coherence time which can be applicable to the nomadic and
static UEs, and 210kHz coherence bandwidth, BWc. Assuming
BW of one resource element is 15kHz, there are 196×50 =
9800 total symbols, Stot in a coherence interval. We use the
9800/2 = 4900 symbols for the uplink RS at the maximum,
that is Jmax = 4900. If K is smaller than 4900, the uplink RS
can be smaller than 4900 symbols, then the resources for the
data transmission can be increased. We make the SNR from
each IIoT devices 0 dB at RX. Since the maximum number
of UEs, Kmax is 9800, Lmax is dKmax

Jmax
e= 2. As observed, if K

increases, SE gradually increases, and decreases after a certain
point and/or RS reuse. SINR becomes worse as K and/or L
increases. However, for MR processing, χu increases as K
and/or L increases. Therefore, the Massive MIMO equipped
data center can support much greater numbers of IIoT devices
with little SE loss and outage. Increasing M in data center is
always beneficial.

We present the SINR distribution of uplink MR processing
in Fig. 4. As K increases, interference also increases, thus
SINR becomes worse. The RS reuse is started from K = 4900.
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Fig. 4. CDF of SINR (dB): Uplink with MR processing. M = 100 and τc =
50msec.
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Fig. 5. Uplink SE (bps/Hz) versus number of UEs, K, when SNR = 5 dB,
M = 100, and τc = 10msec.

The abrupt SINR changes of K = 5000, 6000, and 7000 are
due to the RS reuse interference of some UEs in a given group.

ZF processing are very sensitive to the channel estimation
error, and thus it is not well-fitted to the massive connectivity
with a large number of K. Fig. 5 shows the uplink SE (bps/Hz)
versus number of UEs, K, when uplink SNR = 5 dB. In this
simulation, we choose τc = 10msec to show the effectiveness
of RS reuse (Lmax = 5). As K and/or L increases, the SE of
ZF processing reaches outage. This is due to the fact that RS
reuse increases the channel estimation error, and in the case of
ZF, there is not enough degrees of freedom to perform zero-
forcing when K > M. Increasing TX power and/or SNR for
each device cannot recover it from outage. On the other hand,
for the MR processing, as L increases, SE gradually decreases.
This phenomenon is maintained in the case of very low SNR.
MMSE processing also presents a good performance. When
there are a lot of UEs (K > 1000), it shows similar performance
to MR processing. However, the complexity and delay of
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Fig. 7. Downlink SE (bps/Hz) versus number of UEs, K, when uplink SNR
= 5 dB, downlink SNR = 10dB, M = 100, and τc = 10msec.

MMSE processing should be carefully considered. Therefore,
for the uplink of Massive MIMO with massive connectivity,
MR processing can be a good choice.

Fig. 6 shows the SINR comparison between MR processing
and ZF processing. The SINR of ZF preocessing is better than
MR processing, when M > K. However, when M < K, SINR
of MR processing becomes much better than ZF processing.
In particular, When K = 1000, the SINR difference between
MR processing and ZF processing is more than 50dB which is
another proof that ZF processing does not give any meaningful
performance to support massive IIoT devices.

Now, let us look at the case of the downlink in Fig. 7.
Downlink SE heavily depends on the accuracy of uplink
channel estimation because the downlink precoder is generated
based on the estimated uplink channel. Increasing uplink SNR
improves the channel estimation accuracy, and thus improve
the downlink SE. However, RS reuse decreases the accuracy of
channel estimation. Increasing K decreases the downlink SE.
When there are a lot of UEs (K > 1000), MMSE precoding
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Fig. 8. CDF of Downlink SINR (dB): M = 100 and τc = 10msec.

shows similar performance to MR precoding, but again, the
complexity and delay of MMSE precoding should be carefully
considered. Therefore, using MR processing/precoding, the RS
reuse Massive MIMO with massive connectivity scheme can
be well applicable to low cost IIoT network systems with little
delay.

The SINR comparison between MR precoding and ZF
precoding for downlink signal is shown in Fig. 8. As observed,
SINR of MR precoding is much better than ZF precoding,
when K > M. Uplink SNR depends on the TX power of each
UE, while downlink SNR depends on the total TX power
of BS, which is shared among all the UEs. Similar to the
uplink case, when K = 1000, the SINR difference between
MR precoding and ZF precoding is more than 50dB.

The analysis in this section shows the single cell case with
one base station and many IIoT devices. However, in the
IIoT network, it could be more effective to have many base
stations and multiple cells with reliable scheduling depending
on applications. In this case, the IIoT network can be very
similar to the cellular network. The schemes in the cellular
network can be used for the IIoT network when high reliability
and data rate are necessary. However, in this case, a great deal
of cost is required, thus it could be unsuitable for some of the
IIoT network which requires low cost. The system we are
introducing in this paper only uses one base station with no
scheduling. The system is not a performance centric system,
but a cost centric one. As observed, the proposed scheme can
maintain moderate data rate even though the simultaneous
support of quite a large number of IIoT devices. Therefore,
the proposed scheme can be successfully applied to the IIoT
networks which requires moderate data rate with low cost.

What we showed here is the feasibility of Massive MIMO
with massive IIoT device connectivity. The term, “industrial”
can be better fitted to the high reliablity system depending on
the situation. Thus, in general, our system can be also well-
fitted to the general IoT network. There are many situations
to support the IIoT network. We shall discuss the research
challenges and applications of Massive MIMO in a variety of
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IIoT networks in the next section.
Since Massive MIMO has an excessive amount of service

antenna, it can efficiently gather big data with its many service
antennas. The specific application could be gathering data from
a smart factory surveillance system that monitors the operation
of entire smart factory system, and from an underwater/coastal
surveillance system that monitors the changes of ecosystems.
The specific system setup can be discussed in future works.

IV. RESEARCH CHALLENGES AND DISCUSSIONS ON
INDUSTRIAL APPLICATIONS OF CYBER-PHYSICAL SYSTEM

USING MASSIVE MIMO

In this section, we present possible research topics of Mas-
sive MIMO for the application of industrial internet in CPS,
and provide related discussions. We categorize the possible
research challenges as scheduling and power control, channel
estimation and calibration, RS reuse in multi-cell scenario, en-
ergy efficiency design and energy transfer/harvesting, signaling
techniques for drones and mobile robots, and application for an
underwater industrial internet. Scheduling and power control
are related to basic operations of Massive MIMO to transmit
the data efficiently. For the industrial internet, the operation
cost is one of the most important factors. For this reason,
energy efficient design and RF energy transfer/harvesting can
be two must-have core technologies. Since Massive MIMO
employs closed-loop beamforming, a relatively short coher-
ence interval must be used for fast moving users. There
are several fast moving targets in the industrial internet do-
main. The methods for concurrently supporting stationary and
moving targets, such as drones and mobile robots are very
important research topics for the success of Massive MIMO
based CPS. The importance of underwater IIoT is growing,
but little work has been done. Developing underwater IIoT is
a challenging work. If we use Massive MIMO, the limited
bandwidth in underwater can be compensated using parallel
spatial transmission, and thus Massive MIMO can also be a
good solution for an underwater industrial internet.

A. Scheduling and Power Control

Typically, MIMO scheduling is performed when there are
more UEs than the number of BS service antennas. The
selection of UEs that receive the data signal at each interval
is based on the channel characteristic of each UE. The data
center finds the best combination of UEs based on the channel
characteristics to increase throughput and/or efficiency. Gener-
ally, to find the optimum case, it requires heavy computations
which may cause delays.

In the traditional Massive MIMO assumption, the number
of service antennas in data center is much greater than the
number of antennas in UEs (e.g., M > 10K), and so scheduling
for UE selection is not necessary. Due to the channel hardening
effect, fast power control in the scale of fast fading is of
little help to improve the efficiency. Comparing to the the
case of the cellular system, where the environment is assumed
to be fully random in the sense that user locations and their
mobilities are randomly distributed, in the case of the industrial
internet system, it may be possible to adjust the environment

somewhat, and limit the UEs’ locations and moving ranges
under operation. The UEs may be classified as moving targets
and fixed targets depending on the situation. The scheduling
and power control of Massive MIMO for industrial internet ap-
plication can be based on the importance of UEs data. Unlike
the cellular environment which does not have highly premium
users, for the hyper-connectivity of industrial internet, some
critical data can be much more important than others. In
this situation, we can reduce the number of target UEs, and
increase the reliability of the data based on the channel gain
coming from the difference between M and K. In the case of
K > M, we have already witnessed that the RS reuse system
can be well established with MR processing.

Recently, an interesting scheme to control many IoT devices
has been introduced [14]. In that scheme, the authors used
a hybrid periodic-random massive access (HPRMA) scheme
for wireless clinical networks employing ultra-narrow band
(UNB) techniques. In particular, the proposed scheme targets
accommodating a large population of devices with several
new features. It can dynamically adjust the resource allocated
for coexisting periodic and random services based on the
traffic load learned from signal collision status. It can be also
considered that these schemes can be combined with Massive
MIMO to support many IIoT devices.

B. Channel Estimation and Calibration

The channel estimation for Massive MIMO is a traditional
problem, and much related research can be found in the liter-
ature. The importance of channel estimation in the proposed
scheme is more important than traditional Massive MIMO
because the system we propose employs RS reuse. Several
channel estimation methods for RS reduction and/or reuse have
been reported. Blind channel estimation technologies using
the specific statistical property of the signal and the channel,
and the correlation based channel recovery were introduced
in [15] [16]. This kind of technology can have very high
impact, but it usually requires long observation time and
high complexity. Training based super imposed RS on data
signal, which locates the RS stream and data stream in same
resources, were also introduced in [17] [18]. This can give very
efficient results for reducing RS overhead, because data can be
transmitted in all time and frequency resources. However, the
performance loss due to data and RS imposition is inevitable.
Channel estimation in RS reuse situation is very challenging
and important topic to deal with.

Also, channel estimation in Massive MIMO necessarily
requires channel calibration. As mentioned, due to a large
number of service antennas, Massive MIMO should use TDD
mode. To estimate downlink channel from uplink channel,
highly reliable channel calibration is an essential technique
to achieve [19] [20] [21] [22].

C. RS reuse in Multi-cell Scenario

IIoT devices are continually growing, and it is highly
possible that single cell RS reuse and/or multi-cell orthog-
onal RS may not be enough depending on situations. The
unprecedented growth in IoT communications is predicted to
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accumulate to over 20 billion connected IoT devices by the
year 2020 [23]. Possibly facing such a reality, it is highly
possible that a multi-cell Massive MIMO system with heavy
RS reuse or using nonorthogonal RS will be necessary. In
this case, there can be three kinds of interference: intra-cell
interference; multi-cell interference; RS reuse/nonorthogonal
RS interference. The system would be quite complicated, but
it can support an enormous number of IIoT devices with
moderate data rate. Designing and investigating this kind of
system will be a quite challenging research topic.

D. Energy Efficiency Design, RF Energy Transfer and Har-
vesting

Energy efficient industrial internet design and cognitive
wireless based energy harvesting research can be promising
items.

1) Energy Efficiency Design: It is well-known that most
communication systems use spectral efficiency (SE) or
throughput (TP) as a performance metric. However, EE could
be more important than SE depending on the applications. In
particular, increasing EE in industry is directly connected to
the operation price.

Although SE has been used as a performance metric for a
long time, the current form is insufficient for certain applica-
tions. The reason is that SE does not reflect power consump-
tion related performance. For example, from SE perspective,
increasing TX power is always beneficial, but that is not true
in real systems when operating cost is taken into account. For
this reason, the EE performance metric can be defined as the
ratio of TP to power consumption:

EE ,
B∑k Rk

Ptotal
. (48)

where Ptotal is the total of power consumption, B is the system
bandwidth, Rk is the SE for UE k. Basically, EE is defined
as sytem total TP divided by total power consumption. Ptotal
can include only important system power consumption factors.
The continuous increase of power consumption can increase
SE only up to a certain point which is in the power limited
region. Beyond the power limited region there will be only
marginal increase in SE, and in some situation there may even
be negative effect due to self interference. Finding an optimal
operating point to balance the EE and SE benefits is often a
very challenging and interesting research task.

2) RF Energy Transfer and Harvesting: RF energy transfer
and harvesting techniques have recently become amazing
technologies for distributed wireless sensor networks [24].
Industrial internet is also a kind of distributed sensor networks,
thus transferring energy using RF signal to the remotely
distributed UEs can give significant benefit for the operation
of industrial internet. Due to the serious battery limitation of
sensors, studies on the energy harvesting method based on
the RF power transmission using Massive MIMO is a very
promising research field. Interference signal can be used as a
source of energy harvesting when the interference is high. This
kind of logic can be applicable to cognitive radio systems.
Secondary user can use the primary user’s signal as a RF
energy harvesting source.

Wireless power transmission basically requires a receiving
RF power of at least -20dBm [24], so it is necessary to design
a mechanism to perform RF energy transmission by bringing a
monitoring drone or a mobile robot close to sensors. RF energy
transfer is performed using 300GHz to 3kHz frequency range
of electromagnetic radiation. Since the RF power strength is
attenuated according to the cube of the reciprocal of distance,
only close UEs can be directly supported. Some of antennas
can be selected as RF energy sources based on antenna
selection schemes. For the UEs whose energy consumption
cannot directly be supported by Massive MIMO, surveillance
drones can be a good medium to transfer RF energy. The drone
can closely approach to the Massive MIMO data center, and
receive RF energy from the data center, then move close to
the UEs that requires RF energy, and transfer the RF energy
to the UEs. This kind of mechanism can be well-designed for
the high sustainability industrial internet networks. The energy
efficiency of the IIoT network is very important because
it is closely related to operational cost. The feasibility of
using drones as energy medium can be analyzed based on
power consumption modeling of Massive MIMO equipped
IIoT network systems with drones. In case of emergencies,
the RF energy beamforming technique can be used for the
UEs using the large number of antennas in Massive MIMO
[25]. Simultaneous wireless information and power transfer
(SWIPT) has also been proposed for delivering RF energy
and wireless information concurrently, which offers a low-cost
option for sustainable operations of wireless systems without
hardware modification on the transmitter side [24] [26].

E. Signaling Techniques for Drones and Mobile Robots
There are some moving targets, such as drones and mobile

robots, for the industrial internet, and the importance of
supporting these targets is increasing. The drone should be
connected to a data center to transmit/receive surveillance data.
To control drones using Massive MIMO, there are various
issues to consider. Since drones are aerially located, most
of the channels are line-of-sight (LoS). If several drones are
located together, then there could be a problem due to beam
collision/high correlation. However if drones are separated,
thanks to the angle difference, multiple drones can be sup-
ported without any problem. According to the recent study,
in the case of M = 100 and K = 12, the sum capacity in the
LoS case is similar to that of rich scattering in the majority of
cases, but there is a 10 percent risk that the LoS performance
loss is more than 10 percent [7]. One of the important topics in
drone control is auto-landing. Ultra-wide band (UWB) based
auto-landing research has been actively studied. Using Massive
MIMO, UWB signal can be transmitted from some of antennas
to support the auto-landing of the drone nearby data center
[27].

Generally, Massive MIMO is well suited for nomadic/static
UEs. There may not be so many fast moving targets for
industrial internet application. However, if those kinds of
targets exist, then based on the expected moving track of the
target, it may be possible to make a tracking beam to support
fast moving targets, especially for devices with well-defined
trajectories.
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F. Underwater industrial internet

In recent years, research on the underwater industrial in-
ternet has been actively pursued for the purposes of monitor-
ing climate change and water environment, offshore oil/gas
exploration, military defense systems, remote operations uti-
lizing autonomous underwater vehicle/robot for the resource
exploration, and life-saving, etc. Unlike the terrestrial commu-
nication systems, underwater communication systems suffers
a very high path loss when using electromagnetic waves. To
cope with this problem, acoustic waves are typically used
for underwater communication systems for relatively long
distance communications. Also, blue optical light can be
used because it is attenuated the least of all electromagnetic
radiations.

We can say there are three distinct underwater channel
characteristics. First, absorption loss drastically increases as
frequency band increases. We recognize this characteristic as
bandwidth limitation. This can causes serious inter-symbol
interference. Second, underwater channel shows the serious
doubly selectivity, i.e., both time and frequency selectivity.
There are serious multipaths due to underwater mediums, and
this condition is continuously changing due to the floatation
and movement of the medium. Third, if we use acoustic waves,
the speed is very slow, typically 1,500m/s, and it is 200,000
times slower than terrestrial communication systems which
typically use electromagnetic waves. Due to the these distinct
characteristics of underwater channel, there are many chal-
lenges in maintaining hyper-connectivity for the underwater
CPS.

Massive MIMO can also play a distinct role for the hyper
connectivity of underwater CPS. One of advantages in the
underwater industrial internet system is that there is less space
limitation compared to terrestrial systems. Typically, we can
secure plenty of room for underwater Massive MIMO antenna
systems. Since underwater systems have serious bandwidth
limited constraint, securing more space is very useful because
it can compensate the limited band using parallel space trans-
mission. Moreover, if we use visible light communications
(VLC) for CPS, the size of the Massive MIMO antenna array
becomes very small, and it can be an additional advantage for
some underwater systems. Typical modulation choice could be
orthogonal frequency division multiplexing (OFDM). For long
distance connectivity, acoustic waves can be used. Even though
there is a plenty of room in underwater, it could be difficult
to deploy acoustic wave based Massive MIMO due to high
price and huge size. For the industrial internet, the range of
connectivity is smaller than several hundred meters. Thus, light
and/or electromagnetic waves can be adopted. In this case, the
number of antennas can be several hundred or more. There
was one study indicating transmission the RF wave at 100kbps
over tens of meters [28]. It requires huge and high capability
receiver devices, thus more study is necessary to be used for
underwater industrial internet. The switchable beamforming
technique could also be appropriately applied to support multi-
target hyper connectivity. Random beamforming could be very
helpful to support many underwater IIoT devices.

V. CONCLUSIONS

In this paper, we introduced the Massive MIMO for the
CPS based industrial internet. The number of devices for
the industrial internet is growing rapidly, and there needs to
be a high capacity communication system that can reliably
support many IIoT devices. In this regard, Massive MIMO
can support many IIoT devices with high reliability. In this
paper, we have presented two contributions: First, we have
addressed several key issues of applying Massive MIMO to
IIoT, for example, we have carried out detailed investigations
on the performance of three well-known linear processing
techniques when a large number of devices are to be served
simultaneously. The related SINR analysis can greatly help to
better understand this newly introduced system. Second, we
have provided an overview of research topics and challenges
of the IIoT network system with Massive MIMO. The related
discussions can serve as a good starting point for the research
of this important field in the true IoT era. CPSs are truly
large computer-controlled systems, and there are three core
technologies that constitute CPS, i.e., communication, com-
putation, and control. To support hyper connectivity through
the communication technology, Massive MIMO can be a
core technology because of its high SE and EE. The initial
concept of Massive MIMO has been actively studied in the
cellular environment, but its distinct characteristic can also
be well suited for industrial internet applications. Supporting
various IIoT devices through many service antennas in a data
center is a typical form of Massive MIMO system. Scheduling
and power control are much simpler thanks to the channel
hardening effect. On the other hand, to support massive
connectivity of IIoT devices, RS reuse should be applicable
depending on the specific situation at hand. Thus, possibility of
RS reused system has been shown, and as observed, Massive
MIMO can support many IIoT devices based on RS reuse.
In addition to that, there are many research topics for the
industrial internet using Massive MIMO. Since operation cost
is one of the most important factors for industrial internet,
design of energy efficient industrial Massive MIMO is very
important. Also RF energy transfer and harvesting can be of
great help for the battery limited IIoT devices. For moving
targets, including drones and mobile robots, it was already
discussed that LoS does not so much degrade the data rate
due to the separated and limited number of UEs. Industrial
Massive MIMO also fits well with the underwater application
because it can compensate the bandwidth limitation using the
parallel transmission. Underwater VLC using Massive MIMO
beamforming is a good IIoT application. In this case, the size
of the antenna array is not a problem. The discussions in this
paper can serve as a good starting point for the industrial
internet application of Massive MIMO.
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