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Abstract

Anomaly based Intrusion Detection System (IDS) recog-
nizes intrusion by adapting itself to identify normal be-
havior of the network. It then raises an alarm whenever
any suspicious network behaviors are observed. Nonethe-
less, this kind of IDS is usually prone to small detec-
tion rate and high false positive rate due to difficulties
involved in building normal network traffic pattern or a
model. To avoid as much as possible this issue, many
papers exploited a feature extraction method called lin-
ear discriminant analysis (LDA) as an intermediate step
before constructing the model. Unfortunately, LDA has
an important weakness, the class mean vector employed
in this method is always estimated by the class sample
average. That is not sufficient to provide an accurate es-
timate of the class mean, particularly with the presence
of outliers. In this paper, to overcome that, we propose to
use the geometric mean to estimate the class mean vector
in LDA modeling. Many experiment on KDDcup99and
NSL-KDD indicate that the proposed approach is more
effective than numerous LDA algorithms.

Keywords: Geometric Mean; KDDcup99; LDA; Network
Anomaly Detection; NSL-KDD

1 Introduction

The quick proliferation of various network tools which
communicate and interact with each others have ex-
tremely increased the complexity of the network security
and leads to the birth of sophisticated attacks. The clas-
sical security techniques such as user authentication, fire-
wall and data encryption, are not able to fully cover the
entire landscape of network security. As a consequence,
they miss many damageable attacks. Hence, another type
of protection is highly recommended, such as Intrusion
Detection System (IDS). The latter takes part in contain-
ing the network breach by respecting appropriate preven-

tive measures before any significant damages caused by
the attacker.

IDS can be generally classified into two different cate-
gories: Signature-based IDS and Anomaly based IDS. In
the first one, the IDS relies on a database of known at-
tack signatures and produces an alarm wherever it exists
any malicious network activities that correspond to one
or more stored signatures. This kind of IDS has high de-
tection rate against known attacks, but it is not able to
detect new attacks. To overcome this limitation, frequent
and expensive updates to the signature database are re-
quired. On the other hand, anomaly based IDS tries to
build a normal behavior or model with the help of system
and network characteristics. Here, the attack is consid-
ered as any deviation of traffic patterns from normal be-
havior. The main advantage of anomaly based IDS is it
ability to identify new attacks.

Nevertheless, the actual network traffic data which are
often enormous in size, are considered as a major chal-
lenge to anomaly based IDS. These kind of traffic slow
down the entire detection process and lead in most of
times to a biased classification accuracy. Such a large
scale dataset usually contains noisy and redundant fea-
tures which present critical challenges to knowledge dis-
covery and data modeling.

To alleviate that, many feature reduction and feature
selection methods have been successfully employed. For
examples, the paper [5] proposed a cuttlefish based fea-
ture selection techniques to ensure data quality features
and eliminate redundant and noisy features. The authors
of [1] use Ant Colony Optimization algorithm to select
important features. As a result, the IDS can accurately
detect a broader range of attacks using smaller number
of features. Following the same philosophy, the work [13]
employed a Discrete Differential Evolution to identify the
adequate features. The obtained results show a significant
improvement in detection accuracy. In [7], the authors
suggest to use Principal Component Analysis (PCA) and
Kernel Principal Component Analysis (KPCA) as a pri-
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mary step. After that, they classify network connections
using k nearest neighbor (K-NN) and decision tree al-
gorithms. In other publication [6], the same authors pro-
posed an improved feature extraction method called PCA
Lp using conjugate gradient. Applying this method on
the two well-known datasets namely KDDcup99 and NSL-
KDD prove the effectiveness of the proposed approach in
terms of network attacks detection, false alarms reduction
and CPU time minimization.

However, PCA and it variants offer great weights to
features with higher variability whether they are effec-
tive or not. This fact may bring out the situation
where the features have a lake of discriminating char-
acteristics. To deal with that, the scientific community
take the advantage of using linear discriminant analy-
sis (LDA) [9] instead of PCA in many pattern recogni-
tion problems [3, 15, 21]. The key procedure behind this
method is employing the well-known Fisher criterion to
extract a linearly independent discriminant vectors and
exploit them as basis by which samples are projected into
a new space. These vectors contribute in maximizing the
ratio of the between-class distance to within-class distance
in the obtained space. Recent papers in network security
field such [2, 8, 14] exploited an improved variant of this
feature extraction method. Hence, this step provides the
IDS with an important discrimination power. Meanwhile,
it leads to a better attack identification.

In PCA and LDA mathematical formulations, class
mean vectors take a significant part. For the first feature
extraction technique, the class mean vector contributes
in defining the covariance matrix. For the second one,
the mean vectors take part in creating the between-class
and within-class scatter matrices. However, such vectors
are estimated by the class sample averages. Since there
are many outliers and some abnormal classes that contain
only a few training samples, it becomes difficult to give
an accurate estimate of the class mean vectors using the
class sample average.

In order to solve the mean calculation issue, a numer-
ous papers had proposed different approaches. For in-
stance, the authors of [12] suggest an algorithm which
automatically removes the correct data mean with proved
convergence. Experiments on face image datasets show
that the approach consistently outperforms many PCA
methods. The paper [11] uses a within-class maximum -
minimum - median - average vector to construct within-
class scatter matrix and between-class scatter matrix in-
stead of within-class mean vector. Recently, the work [23]
proposes a harmonic mean based LDA which makes use
of weighted harmonic mean of pairwise between-class
distance and gives higher priority to maximize small
between-class distances. This approach shows a good re-
sults when it is applied to many multi-label data sets.

To overcome this weakness in context of intrusion de-
tection, this paper proposes to use the class geometric
mean vector [16] to approximate the class mean vector.
The class geometric mean vector is less sensitive to out-
liers. Thus, the geometric mean LDA model should be

more robust than the current sample-average based LDA.
We will prove this by numerous experiments using two
popular data sets namely KDDcup99 and NSL-KDD.

The rest of this paper is organized as follows. In Sec-
tion 2, we outline LDA. Section 3 presents in details
the proposed method. Section 4 introduces the two well
known network datasets KDDcup99 and NSL-KDD. Sec-
tion 5 provides the experimental results and illustrates
the effectiveness of the algorithm by comparing it to some
LDA approaches. Finally, Section 6 offers our conclusions.

2 Linear Discriminant Analysis

LDA [9] seeks to find a projection matrix G such that
the Fisher criterion is maximized after the projection of
samples. Suppose X is composed of k classes, [X1, .., Xk].
Every Xi contains ni samples. The between-class and
within-class scatter matrices Sb and Sw, are defined by

Sw = (1/n)

k∑
i=1

∑
x∈Xi

(x−mi)(x−mi)
T (1)

Sb = (1/n)

k∑
i=1

(mi −m)(mi −m)T . (2)

mi is the mean of the ith class, and m is the general mean.
They are defined as follow:

mi =
1

ni

∑
x∈Xi

(x) (3)

and

m =
1

n

k∑
i=1

∑
x∈Xi

(x). (4)

The Fisher criterion is defined by

G = arg max
GTSbG

GTSwG
. (5)

When Sw is invertible, the solutions to Equation (5) can
be obtained by performing the following generalized eigen-
value decomposition:

S−1w Sbgi = λigi. (6)

WhereG = [g1, . . . , gl] and l is the number of eigenvectors
gi that correspond to the largest eigenvalues λi.

From Equations (1) and (2), it is clear that the class
mean vector contributes significantly in formulation of the
between-class and within-class scatter matrices. Thus, it
precision must have crucial effect on the resulting linear
discriminant vectors G. However, the class sample aver-
age vector may not approximate precisely the class mean
vector (Equations (3) and (4)), when there are only a
few samples available for training per class. Furthermore,
there are numerous studies which affirms that sample av-
erage may not be representative of the true central region
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for skewed data or data with outliers. In network intru-
sion case, since there are some classes such as U2R and
R2L attacks which provides a few training samples, the
resulting matrix G will be seriously blurred.

3 Geometric Mean LDA Formula-
tion

3.1 Geometric Mean Vector

In probability theory and statistics, the geometric mean
mg of a set of n positive numbers x1, x2, ..., xn is defined
as:

mg = (x1 × x2 × ...× xn)
1
n . (7)

As sample average, the geometric mean [16] can also be
used to estimate the central tendency. Furthermore, it is
generally considered that this measure is more resistant
to outliers (or skewed data). That what we can see in
the following example: Suppose we have Data=[3.3, 3.0,
10, 3.1, 1, 3.2, 3.4] with the outliers ”1” and ”10” then
m= 3.857 and mg=3.186. We observe that 3.186 is more
closer to the central tendency ( 3+3.1+3.2+3.3+3.4

5 = 3.2)
than 3.857. The geometric mean of a non negative matrix:

Z = [Z1, Z2, .., Zn] =


Z11 Z21 Z31 . . . Zn1

Z12 Z22 Z32 . . . Zn2

...
...

...
. . .

...
Z1d Z2d Z3d . . . Znd


is given by mg = (mg1,mg2, ..,mgn) where mgi is the
geometric mean of elements on the i-th column of the
data matrix Z.

3.2 Geometric Mean LDA

In small sample cases, the class geometric mean vector
mgi generally ensures a better representation of true cen-
tral tendency, in particular when outliers exist in the
training samples. Additionally, it is worthwhile to high-
light another merit of geometric operator for dealing with
outliers. Differing from many outlier-removing methods
that just eliminate outliers from the training sample set,
the geometric mean operator is able to derive useful in-
formation from it.

Based on all the geometric mean merits, mgi and mg

will be used as estimators of the class mean vector mi and
general mean m. To avoid the singularity of the within-
class scatter matrix, we would apply PCA [10] on X and
get the PCA-projected matrix XPCA with the help of the
equation:

XPCA = WTX.

Where W is the projection matrix that contains the prin-
cipal components (PCs). Then, instead of working with
X we operate on |XPCA|. We apply the absolute value on
XPCA in order to make possible the calculation of geomet-
ric mean given by Equation (7). After that we compute

the new Sg
w and Sg

b with the formulas:

Sg
w = (1/n)

k∑
i=1

∑
x∈Xi

(x−mgi)(x−mgi)
T

Sg
b = (1/n)

k∑
i=1

(mgi −mg)(mgi −mg)T .

The new proposed Fisher criterion will be defined by

G′ = arg max
G′TSg

bG
′

G′TSg
wG′

.

The solutions to the above problem is reached by:

(Sg
w)−1(Sg

b )g′i = λ′ig
′
i.

Where G′ = [g′1, . . . , g
′
l]. The projection of a new vector

xnew on the space constructed by our approach is obtained
by:

ti = (G′)Txnew.

Hereafter the algorithm is called geomean LDA.

4 The Simulated Databases

4.1 KDDcup99

The objective of 1999 KDD intrusion detection contest is
to create a standard dataset [18] to evaluate research in
intrusion detection. The dataset is prepared and managed
by DARPA Intrusion Detection Evaluation Program. It
is composed of many TCPdump raws, captured during
nine weeks.

The first seven weeks were devoted to create training
data. The latter represents four gigabytes of compressed
binary TCP dump data, equivalent to five million con-
nection records. Similarly, in last two weeks, the program
captured around two million connection records and con-
sidered it as testing data. The KDD dataset was employed
in the UCI KDD1999 competition whose goal is develop-
ing intrusion detection system models. the attacks sim-
ulated in this competition fall into four main categories:
DOS, R2L, U2R, PROBE. In the first category an at-
tacker tries to prevent legitimate users accessing or con-
sume a service via back, land, Neptune, pod Smurf and
teardrop. In R2L, the attacker tries to gain access to
the victim system by compromising the security via pass-
word guessing or breaking. To perform U2R, the intruder
tries to access super users (administrators) privileges via
Buffer overflow attack. The last type of attack consists in
gaining information about the victim machine by checking
vulnerability on the victim machine. e.g., Port scanning.

The KDD Cup99 dataset is available in three different
files such as KDD Full Dataset which contains 4898431
instances, KDD Cup 10% dataset which contains 494021
instances, KDD Corrected dataset which contains 311029
instances. In this paper, training data are taken from
KDD Cup 10% and testing data from KDD Corrected
dataset.
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Each sample of the dataset is a connection between
two network hosts according to network protocols. It is
described by 41 attributes. 38 of them are continuous
or discrete numerical attributes, the other are categorical
attributes. Each sample is labeled as either normal or
one specific attack. The dataset contains 23 class labels
out of which 1 is normal and remaining 22 are different
attacks. The total 22 attacks fall into four categories as
forth-mentioned attacks.

KDD Cup 99 features can be classified into three
groups:

1) Basic features: This category represents all the at-
tributes that can be extracted from a TCP/IP con-
nection. Most of these features leading to an implicit
delay in detection.

2) Traffic features: This category contains features that
are computed with respect to a window interval.

3) Content features: The majority of DoS and Probing
attacks have many intrusion frequent sequential pat-
terns, this is due to the fact that these attacks estab-
lish many connections to the host(s) in a very short
period of time. Unlike these attacks, the R2L and
U2R attacks do not have any intrusion frequent se-
quential patterns. The R2L and U2R attacks are em-
bedded in the payload of the packets, and normally
include only a single connection. To identify these
kinds of attacks, some relevant features are needed
to identify suspicious behavior in the packet payload.
These features are called content features.

4.2 NSL-KDD

NSL-KDD [19] is a data set proposed to solve some of the
shortcomings of the KDD’99 data set discussed in [17]. To
summarize, the new dataset proposes a reasonable num-
ber of train records (125973 samples) and test sets (22544
samples). This advantage makes it affordable to run the
experiments on the complete set without the need to ran-
domly select a small portion. Consequently, evaluation
results of different research work will be consistent and
comparable. In addition, there is no redundancy sam-
ple present in the dataset and testing set contains some
attack which are not present in the training set.

5 Experiments and Discussion

In this section, several experiments were designed to
demonstrate the effectiveness of our proposed method.
In order to show it high accuracy in an all-round way,
we compare geomean LDA with other popular methods
such as LDA [9], Direct LDA [22], median LDA [20], null
space LDA [4]. KDDcup99 and NSL-KDD were selected
for evaluation.

To estimate the accuracy of these methods we employ
two factors:

DR =
TP

TP + FN
× 100

FPR =
FP

FP + TN
× 100.

(DR) and (FPR) mean Detection Rate and False Posi-
tive Rate. True positives (TP) refer to attacks correctly
predicted. False negatives (FN) represent intrusions clas-
sified as normal instances, false positive (FP) are normal
instances wrongly classified, and true negatives (TN) are
normal instances classified as normal. Based on the above
measures, the most reliable feature extraction method will
be the one which improves DR as much as possible and
tries to minimize FPR.

Concerning the experiments settings, we decide to vary
the number of training samples and keep test dataset un-
changed with the following composition (100 normal data,
100 DOS data, 50 U2R data, 100 R2L data, and 100
PROBE). The way we modify training samples consists in
increasing the number of DOS and PROBE attacks on the
one hand, on the other hand, we set normal training data
at 1000 samples. U2R and R2L samples are fixed at 100.
In order to get a realistic detection rate (DR) and FPR,
the operation of sample selection was done randomly for
thirty times. Then DR and FPR took the average. Since
our goal is evaluating the efficacy of feature extraction
method, we use a simple classifier, the nearest neighbor
classifier.

Table 1: Detection rate (%) of geomean LDA, LDA and
median LDA in different PCA and LDA space dimensions

The method PCs LDs KDDcup99 NSL-KDD

Geomean LDA

3 3 60.60 60.38

3 2 58.26 59.09

3 1 48.52 52.39

LDA

3 3 61.68 54.35

3 2 59.61 58.43

3 1 50.45 42.70

Median LDA

3 3 60.63 58.91

3 2 59.71 56.44

3 1 40.88 42.12

To avoid the singularity of the within-class scatter ma-
trix in LDA and median LDA, we employ PCA as first
dimension reduction, then the algorithms are performed
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Table 2: Detection rate (%) Direct LDA and Null space
LDA in different LDA space dimensions

Database The method 5 LDs 4 LDs 3 LDs

KDDcup99
Null space LDA 59.48 60.86 59

Direct LDA 42.85 46.28 60.28

NSL-KDD
Null space LDA 57.58 58.84 58.37

Direct LDA 47.14 46.85 50.28

in the PCA-transformed space. The aim of the first exper-
iment is to find the adequate dimension of the subspace
transformed by PCA, such that the algorithms can be ap-
plied and give optimal results (high DR and less FPR).
One proposition to do that is fixing training data at 1000
normal, 100 DOS, 50 U2R, 100 R2L, 100 PROBE. Then
we apply LDA in different PCA dimension spaces and
pick up the values which ensure good DR. Table 1 shows
this manipulation on the two databases, number of PCs
means dimension kept after applying PCA, and LDs refer
to the number of top discriminant vectors. We observe
that choosing three PCs and three LDs contribute signif-
icantly to get a higher DR for both median LDA and the
proposed approach. LDA excels with three PCs and two
LDs on NSL-KDD. In the same frame of mind, we look for
the number of LDs that improve the rest of LDA models
efficiency. According to TABLE II, we note that three dis-
criminant vectors ensures good DR for Direct LDA. Null
space LDA needs four discriminant vectors. Thus, all the
stated above LDA models will use these parameters in the
next experiments.

Figure 1: DR of geomean LDA, LDA, Null space LDA
and median LDA on KDDcup99

Figures 1 and 2 exhibit the results we found when we
compare our approach to the aforementioned LDA mod-
els for KDDcup99. According to Figure 1, we observe
that geomean LDA overcomes all LDA models once the
training data surpasses 2000. The reason behind this phe-
nomenon seems to be that more there are training sam-

Figure 2: FPR of geomean LDA, LDA, Null space LDA
and median LDA on KDDcup99

ples more the effect of outliers is visible. Since the other
algorithms except median LDA work with the class sam-
ple average vector, they will be more sensitive to outliers,
that what decrease their efficiency. Median LDA is also
resistant to the skewed data because it estimates the class
mean vector by a robust measure which is the median vec-
tor. However it still inferior to geomean LDA in this case.
A possible explanation of this fact may reside in the dis-
tribution nature of data. We expect that the data follows
a log-normal distribution which gives an important ad-
vantage to geometric mean. Concerning FPR, Figure 2
asserts that the proposed method produces a false posi-
tive rate lower than 2.7%. This means that the method
is very able to distinguish normal instances from attacks.

On NSL-KDD, we see from Figures 3 and 4 that ge-
omean LDA achieves at least 3% improvement over LDA
and Null space LDA, 1% over median LDA. The approach
takes the lead permanently over Direct LDA. In term of
FPR, Figure 4 shows that geomean LDA still gives the
fewest values in the company of median LDA and LDA.

Figure 3: DR of geomean LDA, LDA, Null space LDA
and median LDA on NSL-KDD

In the next experiment, we evaluated the proposed
method when changing the parameter K of K-NN classi-
fier. In order to make the manipulation possible, we fixed
a number of training data having the following settings:
1000 normal, 100 DOS,50 U2R, 100 R2L and 100 PROBE
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Figure 4: FPR of geomean LDA, LDA, Null space LDA
and median LDA on NSL-KDD

instances. Then, we increased K and show it effect on DR
and FPR.

Figure 5: K vs. DR(%) for KDDcup99

Figure 6: K vs. FPR(%) for KDDcup99

From Figure 5 we can see that geomean LDA preserves
it superiority in giving high DR. It produces at least 62%
and achieves 65% as a maximal detection rate when K =
5. Moreover, the figure asserts that the proposed method
overcomes all the other aforementioned LDA variants. In
term of false positive rate, we observe from Figure 6 that
geomean LDA has the fewest false positive rate in the
company of Null space LDA and LDA.

Figure 7: K vs. DR(%) for NSL-KDD

Figure 8: K vs. FPR(%) for NSL-KDD

When we reproduce the same experiment on NSL-
KDD, we get the following results: From Figure 7, it is
clear that geomean LDA and median LDA are the LDA
variants which ensure a better DR. The false positive rate
of the proposed method is acceptable. In fact, it produces
a less FPR than Direct LDA and median LDA. However,
the other LDA methods take the advantage once K sur-
passes 4.

6 Conclusion

In this paper, we improve the robustness of LDA in de-
tecting network intrusions, by using class geometric mean
vector, rather than the class sample average. Therefore,
the proposed method called geomean LDA is more robust
to outliers and preserve useful discriminant information.
Experiments on KDDcup99 and NSL-KDD demonstrate
the effectiveness of the proposed model, meanwhile they
show it superiority over some Fisher’s LDA-based algo-
rithms such as classical LDA, null space LDA, median
LDA and Direct LDA.
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