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This study presents a real-world collaborative filtering recommendation system implemented in a large
Korean fashion company that sells fashion products through both online and offline shopping malls. The
company’s recommendation environment displays the following unique characteristics: First, the com-
pany’s online and offline stores sell the same products. Second, fashion products are usually seasonal,
so customers’ general preference changes according to the time of year. Last, customers usually purchase
items to replace previously preferred items or purchase items to complement those already bought. We
propose a new system called K-RecSys, which extends the typical item-based collaborative filtering algo-
rithm by reflecting the above domain characteristics. K-RecSys combines online product click data and
offline product sale data weighted to reflect the online and offline preferences of customers. It also adopts
a preference decay function to reflect changes in preferences over time, and finally recommends substi-
tute and complementary products using product category information. We conducted an A/B test in the
actual operating environment to compare K-RecSys with the existing collaborative filtering system
implemented with only online data. Our experimental results show that the proposed system is superior
in terms of product clicks and sales in the online shopping mall and its substitute recommendations are
adopted more frequently than complementary recommendations.

� 2018 Elsevier B.V. All rights reserved.
1. Introduction

Recently, e-commerce has become an important channel for
many retail businesses. The eMarketer (2017), an e-business mar-
keting company, estimates worldwide retail e-commerce sales will
increase from $2.29 trillion in 2017 to $4.48 trillion by the end of
2021. In spite of its success, e-commerce has a significant market
limitation. While there is staff available to assist customers in off-
line stores, there is no staff to help buyers in online stores. In order
to overcome this limitation, online stores provide various features,
for instance, a ‘‘search and directory” to assist customers. Although
these services can enhance purchase experience, online customers
can only take advantage of them if they use them.

Recommendation systems are an innovative solution that over-
comes the limitations of e-commerce services. Recommendation
systems use customer behavior and information, and product
information to identify customer preferences, and proactively sug-
gest products that they are likely to buy. Many studies have been
conducted to develop such recommendation systems and many
practical systems have been successfully implemented in various
businesses (Choi et al., 2012; Koren, 2009a; Linden et al., 2003;
Wei et al., 2016).

Recommendation systems used in e-commerce have been
developed to reflect unique domain characteristics (Portugal
et al., 2015; Schafer et al., 1999; Sivapalan et al., 2014; Wang
and Zhang, 2013; Zhao et al., 2015). This study aims to develop a
recommendation system for a company – referred to as Company
K in the following discussion – that sells fashion products through
an online shopping mall as well as through offline shopping out-
lets. Company K has an average of 5 million members and sells
around 40,000 products per year in the online shopping mall. There
are around 1.5 million clicks and around 10,000 transactions per
month. Company K also operates about 1300 offline stores in Korea
and sells around 20,000 products per year.

Company K possesses the following unique operation
environment:

(1) When purchasing fashion products, customers buy to
replace or supplement their previous purchases, or preferred
products.

(2) Demand for fashion products generally decreases over time
due to seasonal changes. In general, people buy fashion
products appropriate to the current season. Such a pattern
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in purchases is found frequently in fashion items, while pur-
chases of other products like books and music do not display
any significant relationship with the changing of the
seasons.

(3) Fashion products can be sold in both online and offline
stores. Most previous studies focus mainly on online stores.
However, online and offline stores usually sell the same
fashion products. Usually, customers first decide on poten-
tial purchases at online stores and then purchase them
online.

Company K has already recognized that recommendation sys-
tems are a key success factor for its business and has used a system
that employs a conventional item-based collaborative filtering for
its online shopping mall. However, Company K wants a new rec-
ommendation system to be developed to reflect the fashion
industry-specific characteristics discussed above. In the develop-
ment of this new recommendation system, we address the follow-
ing recommendation requirements.

First, the recommendation system should reflect the decline in
preference for fashion products over time. Previous temporal rec-
ommendation studies assume that the intensity of preference
decreases as time passes (Campos et al., 2013; Ding and Li, 2005;
Ding et al., 2006; Hong et al., 2012; Koren, 2010; Larrain et al.,
2015; Lathia et al., 2010; Xu et al., 2016). That is, these studies
assume that recent preference-indicating behaviors, such as clicks
or purchases for the same product, reflect stronger preferences
than older ones. However, this study focuses on the decline in pref-
erence for fashion products which occurs over time following their
release.

Second, the recommendation system needs to combine both
offline customer preference data and online customer preference
data. Purchases in offline shopping malls reflect the preferences
of offline customers. Therefore, combining offline purchase data
with that of online customers can improve the performance of
online recommendation. Some researchers emphasize that online
and offline information can help predict customer preferences,
but have not applied this finding to the development of recom-
mendation systems. (Cheema and Papatla, 2010; Dzyabura et al.,
2016). Only a few studies consider the problem of integrating
online and offline shopping mall data into recommendation sys-
tems (Adomavicius and Tuzhilin, 2001; Cantador et al., 2015;
Kim et al., 2016; Nilashi et al., 2014a). The most important reason
seems to be that it is difficult to find a domain where it is impor-
tant to integrate both online and offline preference data. However,
fashion products are sold through both online and offline stores
and therefore preference data can be collected from these two
stores. This study therefore aims to propose a way to combine
online and offline preferences for recommending fashion products.

Third, customer purchase intent should be reflected by the rec-
ommendation system. When buying a product, the customer
chooses an item that can be used with, or an item that replaces
something that he or she had previously preferred. In this paper,
the former is called a complementary product, and the latter is
called a substitute product. This study proposes a method that rec-
ommends complementary products and substitute products sepa-
rately using product category information.
2. Related work

2.1. Collaborative filtering recommendation systems

Recommendation systems are one of the most important
applications in big data analytics and have performed excellently
for numerous businesses (Bobadilla et al., 2013; Shi et al., 2014;
Su and Khoshgoftaar, 2009). Many online companies, such as Ama-
zon (Linden et al., 2003), Netflix (Koren, 2009a), Google (Das et al.,
2007), and Facebook (Shapira et al., 2013), are using recommenda-
tion systems as part of their business.

Recommendation systems are broadly categorized into content-
based systems and collaborative filtering systems. Content-based
systems recommend products which have content similar to prod-
ucts preferred by a customer. Content-based systems use content
to build a model for recommendation, but this study does not
use this approach. Instead, we use a product content model to
improve the collaborative filtering system as discussed below.

On the other hand, collaborative filtering systems are popular in
business as well as in research because of their simplicity and its
high performance levels (Bobadilla et al., 2013; Shi et al., 2014;
Su and Khoshgoftaar, 2009). Collaborative filtering systems are
based on customer ratings of products regardless of the availability
of product content. Two approaches have been developed for
collaborative filtering systems. User-based collaborative filtering
systems recommend products which have been chosen most in
the past by similar customers (Breese et al., 1998; Herlocker
et al., 2004; Konstan et al., 1997; Resnick et al., 1994; Sarwar
et al., 2001; Shardanand and Maes, 1995). For any two given
customers, their similarity is calculated based on their ratings of
products that both have rated. Correlation (Konstan et al., 1997;
Shardanand and Maes, 1995) and cosine similarity (Breese et al.,
1998; Sarwar et al., 2001) are commonly used as measures of sim-
ilarity. Default voting, inverse user frequency, case amplification
and weighted-majority prediction are employed to aggregate sim-
ilar users’ ratings (Breese et al., 1998; Delgado and Ishii, 1999).

Item-based collaborative filtering systems analyze similarities
between products and recommend products that are most similar
to products selected by the customer (Shardanand and Maes,
1995). The similarity between products is computed by functions,
such as cosine similarity and conditional probability based similar-
ity (Karypis, 2001). The advantage of this approach is that it can
precompute similarities between products and can be presented
as soon as a customer clicks or buys a product.

A typical collaborative filtering system focuses on a user-item
matrix that represents customer clicks or purchases of products
in a matrix format. However, recent collaborative filtering systems
improve their performance by using additional information related
to users and products and information related to the interaction of
users and products (Shi et al., 2014).

2.2. Recommendation systems for fashion industry

Recommendation systems have usually been developed for
specific domains such as movies, books, music, etc. Several previ-
ous studies focus on the unique characteristics of the fashion
industry. We classify them into the following three groups.

First, a number of studies concentrate on assigning fashion
products with specific attributes. Quanping (2015) integrates fash-
ion attributes, such as style, color, material, quality, brand and sea-
sonality, into a collaborative filtering recommendation algorithm.
Experimental results demonstrate that the collaborative filtering
recommendation system which integrates these attributes outper-
form conventional methods. Nguyen et al. (2014) suggests a fash-
ion recommendation system which exploits implicit feedback such
as clicks, wants, purchases to generate implicit user preference
scores, together with price, popularity and recentness to modify
user preference scores.

Second, some research focuses on recommending a set of prod-
ucts, not individual products. Hu et al. (2015) suggest a functional
tensor factorization based recommendation system that suggests a
set of fashion products instead of single product. A similar
approach which uses one-class collaborative filtering has been
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suggested (He and McAuley, 2016). Shen et al. (2007) suggest a
scenario-oriented fashion recommendation system, focusing on
the context of wearing fashion products.

Finally, some research focuses on suggesting products interac-
tively via multimedia systems. Chao et al. (2009) propose a recom-
mendation system used in a smart mirror system that provides
virtual fitting in offline shops. Tu and Dong (2010) suggest a mul-
timedia mining based fashion recommendation system which
helps customers to find their most suitable fashion products. Tu
and Dong combine three different models: a interaction and rec-
ommendation model; an evolutionary hierarchical fashion multi-
media mining model; and a color tone analysis model in their
system.

Our proposed system recommends products based on classifica-
tion information without considering all product information.
Classification information is not generally used to generate a rec-
ommendation model, but it is used to distinguish recommended
products as substitute or complementary products. The proposed
system recommends products based on customer preferences for
individual products, but it implicitly considers product groups.

2.3. Expanding item-based recommendation reflecting domain
characteristics

2.3.1. Decaying effect of preference
Fashion products are sensitive to seasonal changes. People gen-

erally buy products that are appropriate for the season. For exam-
ple, people buy winter season products during winter time. This
implies that product preference decreases over time after fashion
products are released. It is beneficial to reflect this seasonal effect
when developing a recommendation system for fashion products.

This study adopts the temporal recommendation system
approach, which assumes that most recent preference behavior
data expresses a higher level of accuracy of customer preference
than past behavior. Previous studies demonstrate that collabora-
tive filtering systems based on temporal recommendation algo-
rithms have improved performance (Campos et al., 2013; Ding
and Li, 2005; Ding et al., 2006; Hong et al., 2012; Koren, 2010;
Larrain et al., 2015; Lathia et al., 2010; Li et al., 2015; Lu and Lee,
2015; Wang et al., 2016; Xu et al., 2016). Ding and Li (2005) sug-
gest an item-based collaborative filtering computing the time
weights for different products based on the temporal deviation.
They define the decay function as a monotonic decreasing function,
which reduces uniformly with time t and the value of the time
weight lies in the range (0, 1). Lathia et al.(2009) view the issue
as a time-dependent, iterative prediction problem and use tempo-
ral information to adjust values by the number of k of neighbors to
be in k-NN based collaborative filtering. Koren (2009b) uses tempo-
ral information to detect changes in the user’s preferences in a
model-based collaborative filtering implemented by the matrix
factorization model. This study builds on the work of Ding and Li
and employs a monotonous decay function to reflect preference
decrease over time.

2.3.2. Combining purchase and click data
This research aims to integrate customers’ click data and pur-

chase data in a collaborative filtering system. The multi-criteria
recommendation system research (Adomavicius and Kwon, 2007;
Jannach et al., 2012; Lee and Teng, 2007; Nilashi et al., 2014a) is
similar to our approach, because it views offline customer purchase
data as additional ratings. Adomavicius and Kwon (2007) first pro-
posed a multi-criteria recommendation problem, while Lee and
Teng (2007) use a skyline query technique to solve the multi-
criteria recommendation problem, because they regard the
multi-criteria recommendation problem as an optimization prob-
lem. Jannach et al. (2012) suggest a support vector regression
(SVR) to combine multiple ratings demonstrating that the SVR out-
performs single-rating algorithms. Nilashi et al. (2014b) show that
combining dimensionality reduction and Neuro-Fuzzy techniques
can improve recommendation quality significantly. However, only
a few studies directly address the integration of online and offline
preferences (Cheema and Papatla, 2010; Dzyabura et al., 2016; Kim
et al., 2016). Dzyabura et al. (2016) use offline preferences for pre-
dicting online preferences.

Although this research does not directly address the issue of
recommendation, it demonstrates that online information can be
used for the prediction of offline preferences. Cheema and
Papatla (2010), and Kim et al. (2016), propose friend recommenda-
tion using offline information (e.g., place visit history) and online
information (e.g., friends’ relationship), but our research addition-
ally addresses information related to preference. The recom-
mended method developed in this study is based on the method
proposed by Cheema and Papatla (2010) and Dzyabura et al.
(2016), who proposed a recommendation system that uses offline
sales data to improve the performance of recommendation system
developed using online data. In this study, the same products are
available in online and offline stores, but online and offline cus-
tomers are different, and there is no information that can be used
to link them to each other. For this reason, our recommendation
system builds on item-based collaborative filtering.
2.3.3. Product information
Product information (e.g., category) can provide an additional

opportunity for improving recommendation performance (Shi
et al., 2014). Moshfeghi et al. (2009) suggests a collaborative filter-
ing system for movie recommendation which uses the underlying
semantics of movies as well as user rating. Singh and Gordon
(2008) suggest a model based collaborative filtering system for
movies, called collected matrix factorization (CFM). They combine
the conventional user-itemmatrix with the matrix containing item
information (e.g., a movie genre matrix). CFM reduces the sparsity
problem in the conventional user-item matrix and enhances effec-
tive latent factors. Similarly, Zhu et al. (2007) suggest a document
recommendation system that uses a joint matrix factorization
approach. Hong et al. (2012) propose a recommendation system
that exploits product taxonomy to capture the user’s preferences
over products belonging to different category. Hung (2005) advo-
cates a product recommendation system after classifying cus-
tomers into three addictive categories: item addictive, brand
addictive, and hybrid addictive. These studies did not utilize pro-
duct category information to reflect purchase intentions, but we
use product category information in our recommendation system.
The proposed system first generates recommended products
regardless of these types, and then recommends two set of prod-
ucts using product category information.
3. Method

3.1. Data preparation subprocess

Our system generates a product list, product metadata, pur-
chase history data (offline) and click history data (online). First,
the system constructs a product list from the online shopping mall
database and generates product metadata, which includes a pro-
duct code (individual and group code), gender type (male, female,
unisex), product status (e.g., active and inactive), sale type (e.g.,
general sale and set sale), product type (clothing, shoes, etc.), and
a production year. If any product does not activate metadata, it is
excluded from the product list because metadata plays important
role in the process. Second, the system constructs a purchase his-
tory dataset from the offline shopping mall database. Each record
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contains a customer identifier, a product identifier and the number
of days since the product’s first release. Finally, the system con-
structs a click history dataset from the web log database. Each
record contains a personal computer identifier, a customer identi-
fier, a product identifier and the number of days since release.

When a customer logs on to the shopping mall, the customer
identifier becomes the user identifier; otherwise the customer
identifier is decided as follows. If a computer has only been used
to log onto the shopping mall by a single customer, the computer
identifier is also used as the customer identifier. On the other hand,
if many customers login into the shopping mall via one computer,
the personal computer identifier is used as the customer identifier.
3.2. Time-discounted association score calculation subprocess

Suppose that a dataset consisting of n customers
ðC ¼ fc1; c2; . . . ; cngPÞ and m products ðP ¼ fp1; p2; . . . ; pmgÞ is
obtained. An n�m customer-product matrix, R, is created based
on the customers’ ratings on specific products. An element of R;ei;j,
which represents rating of the ith customer and the jth product, is
0 if the customer does not purchase or click a product, or a time dis-
counted rating value if the customer purchases or clicks a product.
The time discounted rating value of product k is defined as:

tk ¼ 1� dk

D
ð1Þ

where dk is the number of days after the release of product k, and D
is the maximum number of days considered for the life span of pro-
duct k. Korea has four distinctive seasons and people change fashion
products according to season. Once a fashion product is introduced
to the market, its popularity usually decreases over the year, and it
is generally replaced by a substitute fashion product in the same or
similar category in the following year. Domain experts are con-
vinced that the fashion products have varied life cycles. While some
products are sold consistently over the year, other products are sold
during a specific time period. Products have been clustered by using
their monthly sales data with a k-means clustering algorithm.
Referring to the clusters, the domain experts set different D for
products in the same cluster.

In order to find candidate products for recommendation, a mea-
sure, called association score, is computed on the basis of cosine
similarity. Let v be a product purchased or clicked by the customer
and let u be one of the candidate products for recommendation.
Each customer’s purchase or click vectors ~v and ~u are the vth
and uth columns of R. The cosine similarity between these two vec-
tors is defined as

simðv;uÞ ¼ cosð~v ;~uÞ ¼ ~v~u
jj~vjj2jj~ujj2

ð2Þ

where ‘�’ denotes the vector dot-product operation. If both products
are purchased or clicked together by each customer, the cosine sim-
ilarity between them is high; otherwise it is low (Karypis, 2001).
This approach eliminates frequently clicked or purchased products
being recommended to the customers.

Since the recommendation system recommends for a given pro-
duct, vector~v is the same for all recommending products. Therefore,
after removing the left part of denominator of the cosine similarity
from the Eq. (1), a measure, called association score, is defined as

associationðv;uÞ ¼ ~v~u
jj~ujj2

ð3Þ

For product v , the click association score, associationðv;uÞclick, is
calculated using the online shopping mall dataset, and the
purchase association score, associationðv;uÞpurchase, is calculated
using the offline shopping mall dataset. The combined measure,
called the recommendation score, is defined as

recðv;uÞ ¼ associationðv;uÞclick þw � associationðv;uÞpurchase ð4Þ

where w is a weight for association score of purchase. The weight w
is chosen by conducting simulated recommendations using histori-
cal data.
3.3. Recommendation generation subprocess

For a product x in I (x 2 I), the recommendation system gener-
ates two sets of top-N candidate recommendations – one as a sub-
stitute and the other for complementary recommendations. First,
the recommendation system calculates recommendation scores
between product x and all other products in I using the recommen-
dation score calculation method discussed above. Then, the recom-
mendation system generates a set of top-N substitute
recommendation products by choosing the N most recommend-
able products in the same category with product x based on recom-
mendation scores. Finally, the recommendation system generates a
set of top-N complementary recommendation products by choos-
ing the kmost recommendable products, which are not in the same
category as product x based on recommendation scores. Product
code, product group code, product type code and gender type are
used as category information. Whenever a customer clicks a speci-
fic product on the online shopping mall, both the substitute and
complementary top-N recommendation products are displayed to
the customer.
4. Implementation

A recommendation system, called K-RecSys, was developed
using ORACLE PL/SQL. The system runs on IBM Flex 240 (CPU 16
core (8 core ⁄2), RAM 196 GB, HDD 1.2 T). The overall system archi-
tecture of K-RecSys is illustrated in Fig. 1.

Raw data are collected from the offline shop management sys-
tem and online shopping mall system. Offline purchase history
data spanning one year before the recommendation process begins
is collected from the Enterprise Data Warehouse (EDW). Online
click history data spanning two months before the recommenda-
tion process begins is collected from Web Log, and product meta-
data data are collected from the Product Metadata Repository.
BIGCRM stores purchase history data, click history data and pro-
duct metadata. For each product, K-RecSys generates substitute
and complementary recommendation product sets and stores
them as Recommendation Data. Finally, the recommendation
products are copied into the repository of the company’s shopping
mall system, called Recommendation Repository.

The recommendation workflow is managed by Informatica
Workflow Manager. Informatica executes the recommendation
server data entry process, runs the recommendation engine, and
updates the recommendation list. Every day the Informatica Work-
flow Manager executes the recommendation process, which takes
about two and half hours to complete. We also run the existing
system for comparison. Its implementation is based on conven-
tional item-based collaborative filtering using only online click
data. Basically its recommendation process is similar to our
proposed collaborative filtering system. However, it differs from
K-RecSys. First, the system only considers click data for training.
However, K-RecSys considers online click data as well as offline
purchase data. Second, the system does not consider the decrease
of preference over time, while K-RecSys regards it as part of the
model. Finally, the system does not consider product data for
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Fig. 1. K-RecSys Architecture.
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generating recommendation; however, K-RecSys suggests two sets
of recommendation by considering product category.
5. Experimental design

For the experiment, K-RecSys was implemented into Company
K’s shopping mall in addition to the existing system. Then, the A
/ B test was conducted over three weeks (May 20, 2015–June 1,
2015) to compare the performance of K-RecSys with the existing
recommendation system. In the following discussion, customers
who are recommended by the existing system are referred to as
the control group, and those who are recommended by K-RecSys
are referred to as the experimental group.

The experiment was conducted as follows. Each day the current
recommendation system and K-RecSys generated a set of recom-
mendations for each product. The customer was able to view pro-
duct information by browsing product categories or by searching
products. When a customer viewed details of a product from the
product list, the online shopping mall system randomly displayed
eight recommendations generated by one of the recommendation
systems. In addition, the customer could request additional prod-
ucts – up to 40 products in total – by clicking on the sliding menu.
K-RecSys suggested 20 substitute and 20 complementary products
respectively, whilst the existing system recommended 40 products
without discrimination. If a customer clicked on, or purchased a
product from the recommended products, this was recorded for
further analysis. Finally, we analyzed the impact of different rec-
ommendation systems on clicks and purchases, and analyzed the
impact of substitute and complementary recommendations on
the customer’s clicks and purchases.
6. Results

6.1. Click results

A total of 1,076,394 clicks occurred during the experimental
period in the online shopping mall. From amongst this number,
the control group clicked 532,598, which is 49.5% of all clicks,
and the experimental group clicked 543,796, or 50.5% of all clicks.
Fig. 2 illustrates daily click trends during the experimental period
and Table 1 statistically displays the daily clicks by the two user
groups.

According to the Fig. 2 and Table 1, there is no significant differ-
ence in daily clicks between two user groups. This is because the
two user groups not only click on products by recommendation,
but also click on products in other ways (e.g., search). Therefore,
we must compare how many of these clicks are caused by recom-
mendations. We evaluated the number of clicks by recommenda-
tion with the total clicks in order to analyze which system
provided better recommendations. For the control group, 5.8% of
all clicks were generated from recommendations, while for exper-
imental groups 9.9% of all clicks were generated from recommen-
dations. Fig. 3 illustrates the percentage of clicks over all clicks due
to recommendations on a daily basis, and indicates that the perfor-
mance of K-RecSys is consistently better than the existing system.
This proves that the recommendation of K-RecSys is superior to the
existing system. From the results of this experiment, it can be con-
cluded that the recommendations of K-RecSys are better than
those of the existing system.

K-RecSys suggests both substitute and complementary recom-
mendations to users. Interestingly, experimental results confirm
that clicks from substitute recommendations are more likely to
be accepted than those from the complementary regimen. On aver-
age, 77.2% of the experimental group clicks came from substitute
recommendations, while 22.8% came from complementary recom-
mendations. Fig. 4 demonstrates the daily click ratios between the
two types of recommendations. The results illustrate that substi-
tute recommendations are consistently clicked more often than
complementary recommendations.

6.2. Purchase results

Clicks may not directly lead to purchase decisions. Therefore, it
was a matter of interest to investigate the impact of the system on
real purchases. A total of 7476 purchases occurred at the online



Table 1
Statistics of Daily Clicks by User Group.

Average Deviation Min Max

Control Group 24,209 3570 18,125 29,838
Experimental Group 24,718 3281 18,906 29,921
Total 48,927 6637 37,669 59,634
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Table 2
Statistics of Daily Purchases by User Group.

Average Deviation Min Max

Control Group 169.6 47.8 99 294
Experimental Group 170.2 48.1 87 261
Total 339.8 93.1 193 555
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shopping mall during the experiment period. Among them, the
control group purchased 3731 times, which is 49.9% of all pur-
chases, and the experimental group purchased 3745 times, which
is 50.1% of all purchases. Fig. 5 illustrates daily purchases trends
during the experimental period and Table 2 shows statistics of
daily purchases by two user groups.

As displayed in figure and table, there is no significant differ-
ence in daily purchases between two user groups. This is because
the two user groups purchase products not only by recommenda-
tion, but by other modes (e.g., search). We also compared the per-
centages of products purchased from the recommended products
by the users of the control group and experiment group.

Overall, the percentage of purchases which occur as a result of
the recommendations of the experimental group is slightly higher
than that of the control group. The rate of purchasing through the
recommendation of the experimental group is 12.3%, while that of
the control group is only 8.9%. Interestingly, the ratios of products
purchased through the recommendations of the two groups are
greater than the ratios that the two groups clicked through the rec-
ommendations. However, the daily purchasing ratios show that the
differences between the two groups are not consistent during the
experimental period (see Fig. 6).

The experimental results also show that substitute product rec-
ommendation is more effective than complementary product rec-
ommendation. On average, 84.4% of purchases were from
substitute recommendation products, and 15.6% from purchases
of complementary recommendation products. The ratios of substi-
tute recommendation products in purchases is greater than those
in clicks. However, as shown in Fig. 7, this result was not consistent
over the experiment period.

7. Conclusion

In this study, we proposed a new method of recommending
fashion products to customers by extending the existing collabora-
tive filtering method to reflect the characteristics of fashion prod-
ucts. First, we considered the fact that fashion products are sold
online and offline, and preferences for fashion products also appear
online and offline by using online click data and offline purchase
data to generate recommendations. Second, customer preference
for fashion products generally tends to decrease over time. To
reflect this fact in the recommendation method, we have proposed
a decay function that decreases the intensity of preference over
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time. Finally, the product which the customer wishes to purchase
is a product that replaces or supplements the product that the cus-
tomer preferred before. We have used product information to
make recommendations that reflect this purchase intention. We
developed a new recommendation system to reflect these
approaches.

To verify the performance of this system, we applied it to an
actual online shopping mall. In the experiment, we compared the
performance of the recommendation of the new system with that
of a typical collaborative filtering system. Our experimental results
show that the proposed system generates better performance than
the typical collaborative filtering system in terms of click and pur-
chase. Furthermore, the results of this experiment showed that
substitute recommendations are consistently better than comple-
mentary recommendations for clicks and purchases. Despite these
results, these experiments are limited in that they cannot explain
the effects of the use of online and offline data and the effects of
preference decline over time.
Acknowledgements

This research was supported by the Bisa Research Grant of Kei-
myung University in 2017.
References

Adomavicius, G., Kwon, Y., 2007. New recommendation techniques for multicriteria
rating systems. IEEE Intell. Syst. 22, 48–55.

Adomavicius, G., Tuzhilin, A., 2001. Multidimensional recommender systems: a
data warehousing approach. In: Electronic Commerce, Lecture Notes in
Computer Science. Springer, Berlin/Heidelberg, Germany, pp. 180–192.

Bobadilla, J., Ortega, F., Hernando, A., Gutiérrez, A., 2013. Recommender systems
survey. Knowl.-Based Syst. 46, 109–132.

Breese, J.S., Heckerman, D., Kadie, C., 1998. Empirical analysis of predictive
algorithms for collaborative filtering. In: Proceedings of the 14th Conference
on Uncertainty in Artificial Intelligence. Morgan Kaufmann, Madison,
Wisconsin, pp. 43–52.

Campos, P.G., Díez, F., Cantador, I., 2013. Time-aware recommender systems: a
comprehensive survey and analysis of existing evaluation protocols. User
Model. User-Adap. Inter. 24, 67–119.

I. Cantador, I., Fernández-Tobías, I., Berkovsky, S., Cremonesi, P., 2015. Cross-domain
recommender systems. In: Ricci, F., Rokach, L., Shapira, B. (Eds.), Recommender
Systems Handbook. Springer U.S., Boston, MA, pp. 919–959.

Chao, X., Huiskes, M.J., Gritti, T., Ciuhu, C., 2009. A framework for robust feature
selection for real-time fashion style recommendation. In: Proceedings of the 1st
International Workshop on Interactive Multimedia for Consumer Electronics.
ACM Press, New York, NY, pp. 35–42.

Cheema, A., Papatla, P., 2010. Relative importance of online versus offline
information for Internet purchases: product category and Internet experience
effects. J. Business Res. 63, 979–985.

Choi, K., Yoo, D., Kim, G., Suh, Y., 2012. A hybrid online-product recommendation
system: combining implicit rating-based collaborative filtering and sequential
pattern analysis. Electron. Commerce Res. Appl. 11, 309–317.

Das, A.S., Datar, M., Garg, A., Rajaram, S., 2007. Google news personalization:
scalable online collaborative filtering. In: Proceedings of the 16th International
Conference on World Wide Web. ACM Press, New York, NY, pp. 271–280.

Delgado, J., Ishii, N., 1999. Memory-based weighted-majority prediction for
recommender systems. In: Proceedings of the ACM SIGIR 99 Workshop
Recommender Systems: Algorithms and Evaluation. ACM Press, New York,
NY, pp. 245–271.

Ding, Y., Li, X., 2005. Time weight collaborative filtering. In: Proceedings of the 14th
ACM International Conference on Information and Knowledge Management.
ACM Press, New York, NY, pp. 485–492.

Ding, Y., Li, X., Orlowska, M.E., 2006. Recency-based collaborative filtering. In:
Dobbie, G., Bailey, J. (Eds.), Database Technologies 2006: Proceedings of the
17th Australasian Database Conference, 49. Australian Computer Society,
Hobart, Australia, pp. 79–88.

Dzyabura, D., Jagabathula, S., Muller, E., 2016. Using online preference
measurement to infer offline purchase behavior. Available at SSRN 2603264.

eMarketer, 2017. A brief overview of the global ecommerce market. eMarketer, July
14.

He, R., McAuley, J., 2016. Ups and downs: modeling the visual evolution of fashion
trends with one-class collaborative filtering. In: Proceedings of the 25th
International Conference on World Wide Web. ACM Press, New York, NY, pp.
507–517.

Herlocker, J.L., Konstan, J.A., Terveen, L.G., Riedl, J.T., 2004. Evaluating collaborative
filtering recommender systems. ACM Trans. Inf. Syst. 22 (1), 5–53.
Hong, W., Li, L., Li, T., 2012. Product recommendation with temporal dynamics.
Expert Syst. Appl. 39 (16), 12398–12406.

Hu, Y., Yi, X., Davis, L.S., 2015. Collaborative fashion recommendation: a functional
tensor factorization approach. In: Proceedings of the 23rd ACM International
Conference on Multimedia. ACM Press, New York, NY, pp. 129–138.

Hung, L.P., 2005. A personalized recommendation system based on product
taxonomy for one-to-one marketing online. Expert Syst. Appl. 29 (2), 383–392.

Jannach, D., Karakaya, Z., Gedikli, F., 2012. Accuracy improvements for multi-
criteria recommender systems. In: Proceedings of the 13th ACM Conference
on Electronic Commerce. ACM Press, New York, NY, Valencia, Spain, pp. 674–
689.

Karypis, G., 2001. Evaluation of item-based top-N recommendation algorithms. In:
Proceedings of the 10th International Conference on Information and
Knowledge Management. ACM Press, New York, NY, pp. 247–254.

Kim, K., Kim, T., Hyun, S.J., 2016. Friend recommendation using offline and online
social information for face-to-face interactions. In: Proceedings of the 2016 IEEE
International Conference on Smart Computing. IEEE Computer Society Press,
Washington, DC, pp. 1–5.

Konstan, J.A., Miller, B.N., Maltz, D., Herlocker, J.L., Gordon, L.R., Riedl, J., 1997.
GroupLens: applying collaborative filtering to Usenet news. Commun. ACM 40
(3), 77–87.

Koren, Y., 2009a. The BellKor Solution to the Netflix Grand Prize. NetFlix, Los Gatos,
CA.

Koren, Y., 2009b. Collaborative filtering with temporal dynamics. In: Proceedings of
the 15th ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining. ACM Press, New York, NY, pp. 447–456.

Koren, Y., 2010. Collaborative filtering with temporal dynamics. Commun. ACM 53
(4), 89–97.

Larrain, S., Trattner, C., Parra, D., Graells-Garrido, E., Norvag, K., 2015. Good times
bad times: a study on recency effects in collaborative filtering for social tagging.
In: Proceedings of the 9th ACM Conference on Recommender Systems. ACM
Press, New York, NY, pp. 269–272.

Lathia, N., Hailes, S., Capra, L., 2009. Temporal collaborative filtering with adaptive
neighbourhoods. In: Proceedings of the 32nd International ACM SIGIR
Conference on Research and Development in Information Retrieval. ACM
Press, New York, NY, pp. 796–797.

Lathia, N., Hailes, S., Capra, L., Amatriain, X., 2010. Temporal diversity in
recommender systems. In: Proceedings of the 33rd International ACM SIGIR
Conference on Research and Development in Information Retrieval. ACM Press,
New York, NY, pp. 210–217.

Lee, H.H., Teng, W.G., 2007. Incorporating multi-criteria ratings in recommendation
systems. In: Proceedings of the 2007 IEEE International Conference on
Information Reuse and Integration. IEEE Computer Society Press, Washington,
DC, pp. 273–278.

Li, X., Xu, G., Chen, E., Zong, Y., 2015. Learning recency based comparative choice
towards point-of-interest recommendation. Expert Syst. Appl. 42, 4274–4283.

Linden, G., Smith, B., York, J., 2003. Amazon.com recommendations: item-to-item
collaborative filtering. IEEE Internet Comput. 7, 76–80.

Lu, H.M., Lee, C.H., 2015. A Twitter hashtag recommendation model that
accommodates for temporal clustering effects. IEEE Intell. Syst. 30, 18–25.

Moshfeghi, Y., Agarwal, D., Piwowarski, B., Jose, J.M., 2009. Movie recommender:
Semantically enriched unified relevance model for rating prediction in
collaborative filtering. In: Proceedings of the 31st European Conference on IR
Research on Advances in Information Retrieval. Springer-Verlag, Berlin/
Heidelberg, Germany, pp. 54–65.

Nguyen, H.T., Almenningen, T., Havig, M., Schistad, H., Kofod-Petersen, A., Langseth,
H., Ramampiaro, H., 2014. Learning to rank for personalised fashion
recommender systems via implicit feedback. In: Khennak, I., Drias, H.,
Mosteghanemi, H. (Eds.), Mining Intelligence and Knowledge Exploration.
Springer, Berlin/Heidelberg, Germany, pp. 51–61.

Nilashi, M., Ibrahim, O.B., Ithnin, N., 2014a. Multi-criteria collaborative filtering
with high accuracy using higher order singular value decomposition and Neuro-
Fuzzy system. Knowl.-Based Syst. 60, 82–101.

Nilashi, M., Ibrahim, O.B., Ithnin, N., Zakaria, R., 2014b. A multi-criteria
recommendation system using dimensionality reduction and neuro-fuzzy
techniques. Soft. Comput. 19, 3173–3207.

Portugal, I., Alencar, P., Cowan, D., 2015. Requirements engineering for general
recommender systems. arXiv:1511.05262.

Quanping, H., 2015. Analysis of collaborative filtering algorithm fused with fashion
attributes. Int. J. U- E-Serv. Sci. Technol. 8, 159–168.

Resnick, P., Iacovou, N., Sushak, M., Bergstrom, P., 1994. GroupLens: An open
architecture for collaborative filtering of netnews. In: Proceedings of the 1994
ACM Conference on Computer Supported Collaborative Work. ACM Press, New
York, NY, pp. 175–186.

Sarwar, B., Karypis, G., Konstan, J., Reidl, J., 2001. Item-based collaborative filtering
recommendation algorithms. In: Proceedings of the 10th International
Conference on World Wide Web. ACM Press, New York, NY, pp. 285–295.

Schafer, J.B., Konstan, J., Riedl, J., 1999. Recommender systems in e-commerce. In:
Proceedings of the 1st ACM Conference on Electronic Commerce. ACM Press,
New York, NY, pp. 158–166.

Shapira, B., Rokach, L., Freilikhman, S., 2013. Facebook single and cross domain data
for recommendation systems. User Model. User-Adap. Inter. 23, 211–247.

Shardanand, U., Maes, P., 1995. Social information filtering: algorithms for
automating ‘‘word of mouth.” In: Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems 1995. ACM Press/Addison-Wesley,
Denver, CO, pp. 210–217.

http://refhub.elsevier.com/S1567-4223(18)30015-2/h0005
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0005
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0010
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0010
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0010
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0015
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0015
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0025
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0025
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0025
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0040
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0040
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0040
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0045
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0045
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0045
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0085
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0085
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0090
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0090
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0100
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0100
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0120
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0120
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0120
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0125
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0125
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0135
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0135
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0160
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0160
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0165
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0165
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0170
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0170
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0180
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0180
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0180
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0180
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0180
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0185
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0185
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0185
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0190
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0190
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0190
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0200
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0200
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0220
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0220


H. Hwangbo et al. / Electronic Commerce Research and Applications 28 (2018) 94–101 101
Shen, E., Lieberman, H., Lam, F., 2007. What am I gonna wear? Scenario-oriented
recommendation. In: Proceedings of the 12th International Conference on
Intelligent User Interfaces. ACM Press, New York, NY, pp. 365–368.

Shi, Y., Larson, M., Hanjalic, A., 2014. Collaborative filtering beyond the user-item
matrix: a survey of the state of the art and future challenges. ACM Comput.
Surv. 47, 1–45.

Singh, A.P., Gordon, G.J., 2008. Relational learning via collective matrix factorization.
In: Proceedings of the 14th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining. ACM Press, New York, NY, pp. 650–658.

Sivapalan, S., Sadeghian, A., Rahnama, H., Madni, A.M., 2014. Recommender systems
in e-commerce. In: Proceedings of the 2014 World Automation Congress. IEEE
Computer Society Press, Washington, DC, pp. 179–184.

Su, X., Khoshgoftaar, T.M., 2009. A survey of collaborative filtering techniques. Adv.
Artif. Intell. 2009, 4.

Tu, Q., Dong, L., 2010. An intelligent personalized fashion recommendation system.
In: 2010 International Conference on Communications, Circuits and Systems,
July, pp. 479–485.

Wang, J., Zhang, Y., 2013. Opportunity model for e-commerce recommendation:
rRght product; right time. In: Proceedings of the 36th International ACM SIGIR
Conference on Research and Development in Information Retrieval. ACM Press,
New York, NY, pp. 303–312.

Wang, X., Zhu, J., Zheng, Z., Song, W., Shen, Y., Lyu, M.R., 2016. A spatial-temporal
QoS prediction approach for time-aware web service Recommendation. ACM
Trans. Web 10, 1–25.

Wei, S., Zheng, X., Chen, D., Chen, C., 2016. A hybrid approach for movie
recommendation via tags and ratings. Electron. Commer. Res. Appl. 18, 83–94.

Xu, Y., Hong, X., Peng, Z., Yang, G., Philip, S.Y., 2016. Temporal recommendation via
modeling dynamic interests with inverted U-curves. In: Proceedings of the
International Conference on Database Systems for Advanced Applications.
Springer, Berlin/Heidelberg, Germany, pp. 313–329.

Zhao, Q., Zhang, Y., Friedman, D., Tan, F., 2015. E-commerce recommendation with
personalized promotion. In: Proceedings of the 9th ACM Conference on
Recommender Systems. ACM Press, New York, NY, pp. 219–226.

Zhu, S., Yu, K., Chi, Y., Gong, Y., 2007. Combining content and link for classification
using matrix factorization. In: Proceedings of the 30th Annual International
ACM SIGIR Conference on Research and Development in Information Retrieval.
ACM Press, New York, NY, pp. 487–494.

http://refhub.elsevier.com/S1567-4223(18)30015-2/h0235
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0235
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0235
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0250
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0250
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0265
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0265
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0265
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0270
http://refhub.elsevier.com/S1567-4223(18)30015-2/h0270

	Recommendation system development for fashion retail e-commerce
	1 Introduction
	2 Related work
	2.1 Collaborative filtering recommendation systems
	2.2 Recommendation systems for fashion industry
	2.3 Expanding item-based recommendation reflecting domain characteristics
	2.3.1 Decaying effect of preference
	2.3.2 Combining purchase and click data
	2.3.3 Product information


	3 Method
	3.1 Data preparation subprocess
	3.2 Time-discounted association score calculation subprocess
	3.3 Recommendation generation subprocess

	4 Implementation
	5 Experimental design
	6 Results
	6.1 Click results
	6.2 Purchase results

	7 Conclusion
	Acknowledgements
	References


