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The increasing demand for food, both in terms of quantity and quality, has raised the need

for intensification and industrialisation of the agricultural sector. The “Internet of Things”

(IoT) is a highly promising family of technologies which is capable of offering many so-

lutions towards the modernisation of agriculture. Scientific groups and research in-

stitutions, as well as the industry, are in a race trying to deliver more and more IoT

products to the agricultural business stakeholders, and, eventually, lay the foundations to

have a clear role when IoT becomes a mainstream technology. At the same time Cloud

Computing, which is already very popular, and Fog Computing provide sufficient resources

and solutions to sustain, store and analyse the huge amounts of data generated by IoT

devices. The management and analysis of IoT data (“Big Data”) can be used to automate

processes, predict situations and improve many activities, even in real-time. Moreover, the

concept of interoperability among heterogeneous devices inspired the creation of the

appropriate tools, with which new applications and services can be created and give an

added value to the data flows produced at the edge of the network. The agricultural sector

was highly affected by Wireless Sensor Network (WSN) technologies and is expected to be

equally benefited by the IoT. In this article, a survey of recent IoT technologies, their

current penetration in the agricultural sector, their potential value for future farmers and

the challenges that IoT faces towards its propagation is presented.

© 2017 IAgrE. Published by Elsevier Ltd. All rights reserved.
1. Introduction and motivation

The term “Internet of Things” (IoT) is a term first coined by a

British visionary, Kevin Ashton, back in 1999. As the phrase

“Internet of Things” reveals, the IoT paradigm will provide a

technological universe, in which many physical objects or

“Things”, such as sensors, everyday tools and equipment
oulas).
.09.007
r Ltd. All rights reserved
enhanced by computing power and networking capabilities

will be able to play a role, either as single units or as a

distributed collaborating swarm of heterogeneous devices.

Agriculture is one of the sectors that is expected to be highly

influenced by the advances in the domain of IoT. The Food and

Agricultural Organization of the United Nation (FAO) predicts

that the global population will reach 8 billion people by 2025
.

mailto:nkatsoul@uth.gr
http://crossmark.crossref.org/dialog/?doi=10.1016/j.biosystemseng.2017.09.007&domain=pdf
www.elsevier.com/locate/issn/15375110
www.elsevier.com/locate/issn/15375110
https://doi.org/10.1016/j.biosystemseng.2017.09.007
https://doi.org/10.1016/j.biosystemseng.2017.09.007
https://doi.org/10.1016/j.biosystemseng.2017.09.007


b i o s y s t em s e n g i n e e r i n g 1 6 4 ( 2 0 1 7 ) 3 1e4 832
and 9.6 billion people by 2050 (FAO, 2009). This practically

means that an increase of 70% in food production must be

achieved by 2050 worldwide. The great increase in global

population and the rising demand for high-quality products

create the need for the modernisation and intensification of

agricultural practices. At the same time, the need for high

efficiency in the use of water and other resources is also

mandatory.

One of the most promising concepts, which is expected to

contribute a lot to the required increase of food production in

a sustainable way, is precision agriculture (PA) (Zhang, Wang,

& Wang, 2002). Precision agriculture aims to optimise and

improve agricultural processes to ensure maximum produc-

tivity and requires fast, reliable, distributed measurements in

order to give growers a more detailed overview of the ongoing

situation in their cultivation area, and/or coordinate the

automated machinery in such way that optimises energy

consumption, water use and the use of chemicals for pest

control and plant growth. At a higher level, having gathered

information from many heterogeneous systems, well-

evaluated scientific knowledge can be organised in the form

of smart algorithms to provide a better insight into the

ongoing processes, do the reasoning of the current situation

and make predictions based on heterogeneous inputs, pro-

duce early warnings about potential dangers that threaten the

cultivars, and improved automated control signals, based on

plant responses (Kacira, Sase, Okushima, & Ling, 2005; K€orner

& Van Straten, 2008). The algorithms required to handle the

distributed data in real time are far too complicated to run

locally on a low-power Wireless Sensor Network (WSN) node.

However, in the context of IoT, all the objects will be inter-

connected, and therefore the computational overhead can be

easily shifted to the cloud or be distributed among more than

one interconnected devices.

The greatly increasing interest in IoT in agriculture can be

roughly seen in Fig. 1. The increase in the appearance of the

term “IoT” along with the term “Agriculture” in the interna-

tional scientific literature is rather indicative. These data

motivated us to present an overview of the state-of-the-art

research on IoT in its various forms, appearing in the agri-

cultural sector, rather than a generic review. For this reason, a

research methodology was adopted derived from the existing

guidelines used by medical researchers, adapted and
Fig. 1 e Evolution of the number of publications related to

“IoT in Agriculture”, as they appear in Scopus.
optimised for software engineering matters (Kitchenham,

2004). According to this methodology, a selection of recent

literature was done, setting the year 2010 as starting point.

The 2010 starting point year was determined because it is then

when a significant number of publications appeared. More-

over, technologies and approaches before 2010 are quite

obsolete at the time of writing the present manuscript. Other

selection criteria included the multidisciplinary nature of a

publication. Works utilising more than one technology in

order to synthesise their solutions were considered as IoT-

oriented; for instance, cloud and embedded devices/wireless

sensors, or, works that make use of more than one type of end

devices (things) within the same network. Having none of the

aforementioned restrictions, the reviewed literature area

would be toowide and out of the scope of this work. Moreover,

this paper seeks to present research that adopts newer ar-

chitectures, closer to the principles of IoT.

This paper begins with an introduction in the recent trends

in the technologies, which represent the building blocks of

IoT, such as the Radio Frequency Identification Radio Fre-

quency Identification (RFID), wireless sensor networks, the

addressing of the “things” in a common network, as well as

the applications running on the cloud. Following the same

categorisation, several works are presented, which incorpo-

rate one or more of the IoT aspects and focus on the agricul-

tural sector. Some of the most popular hardware platforms,

met in agricultural deployments, is also surveyed. The review

closes with a discussion on future challenges and their effect

on IoT spreading, which has effects on the adoption of IoT in

the agricultural sector too.

One of the goals of this work is to provide themembers of a

multidisciplinary community, such as the researchers work-

ing on deploying innovative monitoring, tracking, decision

support and control systems, with a handful manuscript that

summarises the latest advances in embedded devices, sensor

modules, wireless communication technologies, program-

ming paradigms and cloud services suitable, or optimised, for

use in agriculture. Some of the most common keywords

appearing in the presented literature are presented in Fig. 2.

High quality, peer reviewed conference and journal publica-

tions from the fields of computer and environmental sciences,

engineering, as well as, decision, agricultural and biological

sciences offered a rich repository of research works.
2. Internet of Things enabling technologies

The structure of IoT is based on three layers; namely, the

perception layer (sensing), the network layer (data transfer),

and the application layer (data storage and manipulation).

Despite great improvements, IoT is still evolving, trying to

obtain its final shape, as can be seen in several reviews (Atzori,

Iera, & Morabito, 2010; Botta, de Donato, Persico, & Pescap�e,

2014; Gubbi, Buyya, Marusic, & Palaniswami, 2013; Miorandi,

Sicari, De Pellegrini, & Chlamtac, 2012). As the term

“Internet” implies, networking capability is one of the core

features of the IoT devices. The internet as we know it today is

mostly an internet of human end-users, while the IoT will be

an internet of non-human entities, therefore a lot of machine-

to-machine (M2M) communication will take place.

https://doi.org/10.1016/j.biosystemseng.2017.09.007
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Fig. 2 e Keyword distribution in the presented literature.
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2.1. Layer 1: the perception layer

At the perception layer, we meet technologies such as WSN,

RFID and, recently, Near Field Communications (NFC). There is

some overlap between WSN and RFID technologies, since

semi-passive and active RFID tags can also be regarded as

wireless nodes with lower computational and storage capac-

ity. Typically, a wireless sensor node consists of a processing

module, usually a low-power microcontroller unit (MCU), one

or more sensor modules (embedded or external analogue or

digital sensing devices) and an RF communication module,

usually supporting a low-power wireless communication

technology (Fig. 3).
Fig. 3 e The architecture of a ty
Apart from monitoring and control during the production

process, there is a need for monitoring, identification and

tracking of agricultural and livestock products after harvest.

WSNs are often met in several works related to monitoring

and climate control of storage and logistics facilities. RFID

technology is considered the first, and most basic, example of

interconnected “Things”. RFID tags contain data in the form of

the Electronic Product Code (EPC) and the RFID Readers are

triggering, reading and manipulating a large number of tags.

Offering object identification, tracking and data storage on

active or passive (without the need for embedded power

supply) tags, RFID and NFC technologies play an important

role in the agricultural domain. Typical user scenarios include
pical wireless sensor node.
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Fig. 4 e Software layers over heterogeneous devices and

operating systems presenting how the Middleware layer

serves in order to make it possible for a single/common

application to run seamlessly on several platforms and

operating systems.
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products or livestock monitoring, supply chain and quality

control tracking and lifecycle assessment of agricultural

products (Welbourne et al., 2009).

2.2. Layer 2: the network layer

At the second layer of IoT, wireless sensor nodes interacting

with physical objects and/or their environment, communicate

with their neighbouring nodes or a gateway, building net-

works through which the data are usually forwarded towards

a remote infrastructure for storage, further analysis, pro-

cessing and dissemination of the valuable knowledge that can

be extracted (Gubbi et al., 2013). When it comes to wireless

communications, a large scientific literature has been created

on sensor networks, addressing several problems, such as

energy efficiency, networking features, scalability and

robustness (Atzori et al., 2010). Communication protocols built

over wireless standards, such as 802.15.4, facilitate the device

networking and bridge the gap between the internet-enabled

gateways and the end-nodes. Such protocols include ZigBee,

ONE-NET, Sigfox, WirelessHART, ISA100.11a, and 6LowPan, to

name a few (Suhonen, Kohvakka, Kaseva, H€am€al€ainen, &

H€annik€ainen, 2012). Bluetooth Low Energy (BLE), LoRa/LoR-

aWAN, DASH7 and low-power WiFi have also appeared in

several deployments recently.

2.3. Layer 3: the application layer

The application layer is the third layer of the IoT. It is of high

importance and, in many ways, it is this that facilitates the

realisation of the IoT. The application layer faces several is-

sues which have to be resolved, such as the identification of

the devices as unique entities. Identifying and addressing

billions of devices around the globe will provide a direct,

internet-like access and control over them through the future

internet. The uniqueness of identity, reliability, persistence

and scalability represent important features of the addressing

schema (Gubbi et al., 2013). IPv6, with its internet mobility

aspects, could alleviate some of the device identification

problems and is expected to play a vital role in this field (Botta

et al., 2014). However, the heterogeneous nature of wireless

nodes, the variability of data types, concurrent operations and

confluence of data from the devices amplifies the problem

even further (Zorzi, Gluhak, Lange, & Bassi, 2010). Meta-data

and context-aware addressing, supplementary to IPv6, are

expected to contribute a lot while dealing with the above-

mentioned challenges (Kalmar, Vida, & Maliosz, 2013).

Heterogeneity is another big challenge in the IoT world.

The vision of IoT is to allow billions of devices, with great di-

versity in their technical specifications (form factor, power

supply, environmental capabilities, compatibility with other

devices), computing power, peripheral devices and

networking subsystems to co-exist in one inter-network.

Middleware is a software layer, composed of sub-layers

located between the devices and the application layer,

abstracting the device functionalities and technical specific-

ities and providing developers with sets of more generic tools

to build their applications (Fig. 4). Middleware has gained

much attention due to its major role in simplifying the

development of new services and the integration of legacy
technologies into new ones (Atzori et al., 2010). Furthermore,

middleware is the mechanism that combines the cloud

infrastructure with a Service-Oriented Architecture (SOA) and

the sensor networks in a generic manner, ready to provide

appropriate tools for any type of deployment (Ghosh & Das,

2008). SOA approach benefits the enterprise by reducing the

time invested in adapting itself to the changes imposed by the

market and allows software and hardware reuse, since it is

technology independent, when it comes to service imple-

mentations (Pasley, 2005). Future agricultural IoT inter-

connected devices may include sensors, connected

machinery and vehicles, weather stations, internet gateways,

network storage, RFID scanners, smartphones, tablets, wear-

ables and many other devices.

Finally, in order for the sensed data to have a real value for

the end-user or another system (in case of M2M scenarios)

they have to be stored, analysed, synthesised and presented in

an understandable and intuitive manner. Big Data is one side-

effect of the continuous data flow coming from billions of geo-

distributed devices and has three dimensions, namely vol-

ume, variety and velocity (Beyer, 2011). The Cloud with its

virtually unlimited computational and storage capacity is the

only technology capable of withstanding the IoT workload. In

modern agricultural scenarios, stored data are automatically

processed, corrected and used or combined under artificial

intelligence algorithms, machine learning technologies, and

decision-making systems based onmodels, in order to extract

knowledge about phenomena, which cannot be directly

measured. These systems can either propose the optimal

tactic to the end-user, or produce the appropriate control

signals for actuator devices, offering fully-automated sensing

and control solutions.

Plenty of studies have focussed on the standardisation of

the IoT core technologies (Jazayeri, Liang, & Huang, 2015;

Sawant, Adinarayana, & Durbha, 2014). The classical WSN/

https://doi.org/10.1016/j.biosystemseng.2017.09.007
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WSAN (Wireless Sensor-Actor Network) paradigm, i.e.

distributed smart devices sensing and transferring data to a

sink and/or driving one or more actuators, moves one step

further towards interoperability of devices and objects. Other

aspects of IoT include technologies that support the inter-

communication among devices and/or end-users, as well as

the platforms, the software, the hardware abstractions and

the programming tools, over which developers and providers

can build new applications and services (Atzori et al., 2010;

Miorandi et al., 2012). The IoT paradigm is driven by the

principles: “Anything communicates e anything is identified e

anything interacts”.
3. Internet of Things hardware, platforms
and sensors in agriculture

3.1. Low-power wireless sensor networks

In the recent literature, a large number of embedded pro-

grammable devices have been used. Some are custom-built,

while others are either commercial programmable boards or

complete, closed-source sensing/monitoring solutions. Re-

searchers choose their equipment depending on the research

priorities set, or the main focus of each study. Commercial

sensing solutions provide a number of features out of the box,

allowing researchers to focus on other aspects of IoT de-

ployments, like meta-processing, smart algorithms for

monitoring and control, cloud interoperability, etc. (Edwards

Murphy, Popovici, Whelan, & Magno, 2015; Mamduh et al.,

2012; Yu, Yong, & Xi-Yuan, 2011). Programmable, open solu-

tions, on the other hand, provide developers the flexibility to

have full control over the behaviour of the nodes and the

network and program new peripheral devices to make them

compatible with the nodes, like new sensor or actuator

modules (Akshay et al., 2012; Wu, Li, Ma, Qiu, & He, 2012; Hou

& Gao, 2010; Jayaraman, Palmer, Zaslavsky, &

Georgakopoulos, 2015; Jimenez, Jimenez, Lozada, & Jimenez,

2012; Park & Park, 2011).

The potential applications of IoT in agriculture cover a

large number of scenarios. Barcelo-Ordinas, Chanet, Hou, &

Garcia-Vidal (2016) categorise them in networks of scalar

sensors, utilised in sensing and control of agricultural in-

frastructures, such as greenhouses, multimedia sensor net-

works for the remote image capturing and processing for the

detection of insects and plant diseases, and tag-based net-

works (RFID, NFC) for product tracking and remote identifi-

cation. Especially in the case of WSN in agriculture, the

specific characteristics of the situation and the environment,

in which the nodes will be deployed, should be taken into

account. Crops, or other obstacles in farmlands whose posi-

tions may move, cause considerable interference in the

communication between nodes. This varying movement of

obstacles affects the connection quality of links, making it

variable with space and time, affecting the deployment,

routing, failure diagnosis, and other aspects of WSN. Harsh

environmental factors such as temperature, humidity, rainfall

and high solar radiation, the effect of shading by the plant

leaves, as well as the noise produced by building structures,

such as greenhouses, extend the spatiotemporal climatic
variation, greatly affecting the links and communication

quality among the nodes (Wang, Yang, & Mao, 2017). The pe-

riodic nature of the recorded phenomena in agricultural in-

stallations usually drive the development of the applications.

This characteristic sets the requirements and provides op-

portunities for novel duty-cycle control, sampling scheduling,

data reconstructions, as well as data storage and query,

intelligent control, and so on (Ahonen, Virrankoski, Elmusrati,

& Box, 2008; Mottola & Picco, 2011; Pawlowski et al., 2008).

Therefore, the choice of the correct IoT platform to build a

deployment could affect the overall success of the project. A

summary of some of the popular programmable boards and

embedded platforms used in recent deployments is presented

in Table 1.

3.2. Widely used sensors and platform characteristics
for agricultural Internet of Things/Wireless Sensor Network
deployments

Although many theoretical aspects of WSN have been exten-

sively studied in literature, realistic IoT/WSN deployments in

agricultural sector are quite demanding and remain a chal-

lenging task. Sensor modules need to be accurate enough,

with the appropriate measuring range for the situation at

hand, and shielded against environmental factors which can

either create false readings or even destroy the sensor

permanently. Due to the distributed nature of IoT, in cases of

battery-operated nodes, placed in open fields or other agri-

cultural facilities, replacing the power source can be a very

difficult task, if not impossible. Therefore, very strict power

constraints affect the selection of hardware and the low-

power features of the selected peripheral devices are always

considered when designing a new system. Software-wise the

components which are to be integrated in order to implement

the functionality of an end-device have to be carefully

inspected. The final functional code requires deep embedded

software engineering knowledge and sufficient testing to

avoid failures in the field (Barrenetxea, Ingelrest, Schaefer, &

Vetterli, 2008; Langendoen, Baggio, & Visser, 2006). . Other

characteristics making a low-power, embedded device

selectable for a deployment are its long-term stability, the

number of digital and analogue inputs/outputs which de-

termines the number of peripheral devices (sensors and ac-

tuators) that can be supported, the ability to be sustainable

through power harvesting modules, and, the effort required

for its programming.

3.3. Wireless communication protocols in agriculture

The dominant wireless technologies in the domain of IoT are

separated into seven main categories, namely, Global System

for Mobile Communications (Groupe Sp�ecial Mobile e GSM)

offered by authorised operators, Wireless Personal Area Net-

works (WPAN), Wireless Regional Area Networks (Cognitive

Radio/WRAN), Mesh, Point-to-Point (P2P) and Low-Power

Wide-Area Network (LPN/LPWAN). GSM standard is further

divided into GSM EDGE Radio Access Network (GERAN) and

UMTS Terrestrial Radio Access Network (UTRAN). Numerous

wireless devices have been developed upon the various

wireless standards. As inmany aspects of IoT, interoperability

https://doi.org/10.1016/j.biosystemseng.2017.09.007
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Table 1 e Summary table of WSN/IoT embedded platforms.

Platform name Microcontroller Transceiver Program,
Data Memory

Flash, EEPROM,
Ext. Memory

Programming

IMote 2.0 Marvell PXA271 ARM 11e400 MHz TI CC2420 IEEE 802.15.4/ZigBee

compliant radio

32 MB SRAM 32 MB C,.Net, NesC

Iris Mote ATmega 1281 Atmel AT86RF230 802.15.4/ZigBee

compliant radio

8 KB RAM 128 KB NesC, C

TelosB/T-Mote Sky Texas Instruments MSP430

microcontroller

250 kbit/s 2.4 GHz IEEE 802.15.4

Chipcon Wireless Transceiver

8 KB RAM 48 KB NesC, C

Zolertia Remote CC2538 ARM Cortex-M3 Dual Radio: 802.15.4/CC1200 868/915 MHz 32 KB RAM 512 KB C, NesC

Zolertia Z1 Texas Instruments MSP430

microcontroller

Chipcon Wireless Transceiver

2.4 GHz IEEE 802.15.4

8 KB RAM 92 KB C, NesC

WiSMote Texas Instruments MSP430 TI CC2520 2.4 GHz IEEE 802.15.4 16 KB 1e8 MB, 128, 192 or 256 KB C

Waspmote Atmel ATmega 1281 ZigBee/IEEE 802.15.4/DigiMesh/RF,

2.4 GHz/868 MHz/915 MHz

8 KB SRAM 128 KB, 4 KB EEPROM,

2 GB SD card

C, Processing

Arduino Uno/

Mega/Nano

ATmega328P/ATmega168/

ATmega328P

External modules 2 KB SRAM/8 KB

SRAM/2 KB SRAM

32 KB, 1 KB/256 KB,

4 KB/32 KB, 1 KB

C, Processing

Arduino Yun

(2 processors)

ATmega32U4/Atheros AR9331 Ethernet, Wifi 2.5 KB, 64 MB DDR2 1 KB/16 MB C, Processing, Linux

Raspberry Pi

(various versions)

ARMv6 (1-core, 700 MHz)/ARMv7

(4-cores, 900 MHz)/ARMv8

(4-cores, 1.2 GHz)

Onboard LAN, *Wifi/Bluetooth

(*RPi 3 only)

256 MBe1 GB

SDRAM (@400 MHz)

SD card Linux

LoPy (2 processors) Xtensa (2-cores, 160 MHz) Onboard Wifi, SX1272 LoRa,

Bluetooth (BLE)

256 KB 1 MB (internal)

4 MB (external)

MicroPython

NodeMCU ESP8266/LX106 Onboard Wifi 20 KB RAM 4 MB Flash Lua, C, Processing, Python

Arietta G25 ARMv9 (4-cores, 400 MHz) External Wifi adapter 128e256 MB RAM SD card Linux

WIOT Board ATmega32U4

ESP8266 (for Wifi)

Wifi 2.5 KB SRAM 32 KB, 1 KB C, Processing

Intel Galileo/Edison Intel Quark X1000/Intel Atom External modules/Wifi/Bluetooth LE 256 MB RAM/1 GB RAM 8 MB, SD card/4 GB, SD card C, Processing/Linux
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Table 2 e Summary table of the most popular IoT wireless technologies.

Wireless technology Wireless standard Network type Operating frequency Max. range Max data rate & power Security

WiFi IEEE 802.11a, 11b, 11g, 11n, 11ac, 11ad WLAN 2.4, 3.6, 5 GHz

60 GHz

100 m, 6e780 Mbps 6.75 Gbps at 60 GHz

1 Watt

WEP, WPA, WPA2

Z-wave Z-wave Mesh 908.42 MHz 30 m 100 Kbps, 1 mW Triple DES

Bluetooth Bluetooth (Formerly IEEE 802.15.1) WPAN 2400e2483.5 MHz 100 m 1e3 Mbps, 1 W 56/128 bit

6LowPAN IEEE 802.15.4 WPAN 908.42 MHz or 2400e2483.5 MHz 100 m 250 Kbps, 1 mW 128 bit

Thread IEEE 802.15.4 WPAN 2400e2483.5 MHz N/A N/A N/A

Sigfox Sigfox WPAN 908.42 MHz 30e50 km 10e1000 bps N/A

LoRaWAN LoRaWAN WPAN Various 2e15 km 0.3e50 kbps N/A

BluetoothSmart (BLE) IoT Inter-connect WPAN 2400e2483.5 MHz 100 m 1 Mbps, 10e500 mW 128 bit AES

Zigbee IEEE 802.15.4 Mesh 2400e2483.5 MHz 10 m 250 Kbps, 1 mW 128 bit

THREAD IEEE 802.15.4, 6LoWPAN Mesh 2400e2483.5 MHz 11 m 251 Kbps, 2 mW 128 bit AES

RFID Many standards Point to Point 13.56 MHz 1 m 423 Kbps, about 1 mW Possible

NFC ISO/IEC 13157 Point to Point 13.56 MHz 0.1m 424 Kbps, 1e2 mW Possible

GPRS 3GPP GERAN GSM 850, 1900 MHz 25 km/10 km 171 Kbps

2 W/1 W

GEA2/GEA3/GEA4

EDGE 3GPP GERAN GSM 850/1900 MHz 26 km/10 km 384 Kbps, 3 W/1 W A5/4, A5/3

HSDPA/HSUPA 3GPP UTRAN 850/1700/1900 MHz 27 km/10 km 0.73e56 Mbps, 4 W/1 W USIM

LTE 3GPP GERAN/UTRAN 700e2600 MHz 28 km/10 km 0.1e1 Gbps, 5 W/1 W SNOW 3G

Stream Cipher

ANTþ ANT þ Alliance WSN 2.4 GHz 100 m 1 Mbps, 1 mW AES-128

Cognitive Radio IEEE 802.22 WG WRAN 54e862 MHz 100 km 24 Mbps, 1 W AES-GCM

Weightless-N/W Weightless SIG LPWAN 700/900 MHz 5 km 0.001e10 Mbps, 40 mW/4 W 128 bit
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is the biggest challenge. Another challenge, which is common

in the wireless communications, is the interference among

devices that operate in the same band (Bluetooth, ZigBee and

WiFi, for instance) or in neighbouring bands. An attempt to

summarise the most popular IoT wireless standards is pre-

sented in Table 2.

As can clearly be seen in Table 2, IoT wireless communi-

cations provide a wide variety of bandwidth, communication

range, power consumption and security measures. The vari-

ety of technologies and standards, as well as the differentia-

tion among the IoT projects and their specific requirements,

hamper interoperability at the networking layer. When it

comes to agricultural deployments, high temperature, and

high humidity are two very common phenomena. Based on

the observations of Bannister, Giorgetti, and Gupta (2008),

temperature has a significant effect on the received signal

strength (RSS) when it rises from 25 �C to 65 �C. Similar results

were presented by Boano, Tsiftes, Voigt, Brown, and Roedig

(2010). Furthermore, humidity can also be very high in agri-

cultural deployments. In the case of open fields, the wireless

nodes are directly exposed to rain or irrigation systems. In

greenhouses, relative humidity can be over 80% for long pe-

riods too. Humidity has been shown to strongly affect radio

wave propagation (Room & Tate, 2007; Thelen, 2004). There-

fore, the number of nodes, the distance between them, the

height of the antenna, and the operating frequency based on

the desired size of messages are serious matters to be taken

into consideration, when choosing a wireless transceiver for

an agricultural deployment.
4. Applications in agriculture

The general overview of IoT structural elements presented in

Section 2 clearly reveals the great potential of these technol-

ogies in the domains of Agriculture and the recent trend of

Precision Agriculture (PA). Recent advances in sensor tech-

nology, along with the miniaturisation of electronics and the

great drop in their cost have contributed a lot to the techno-

logical evolution of traditional agriculture to precision and

micro-precision agriculture (Kacira et al., 2005). Climate sen-

sors, ground sensors, radiation sensors, weather stations

(made of sensors) emphasise that it is all about sensors and

sensor data flows, which are stored and used for monitoring,

knowledge mining, reasoning, and control. Additionally, in

recent years, there is an increasing demand for high quality

and safe agricultural products. This trend has yielded the need

for interoperable, distributed, robust, and accurate logistics

traceability systems. The IoT family of technologies provides

all the appropriate tools for building and maintaining such

infrastructure and services, specially designed to support

supply chains in agricultural and floricultural sectors

(Verdouw, Beulens, & van der Vorst, 2013).

4.1. Agricultural monitoring and control

Sensors, in the form of wired and wireless sensors, have

been widely used in agriculture during the last decades.

Sensing the environment in which production occurs, and,

more recently, the responses of the plants to the climate
(Nishina, 2015), is crucial for taking the correct and more

precise decisions, optimising productivity and quality of the

cultivars. The traditional WSN have recently evolved to IoT-

friendly-WSN, by adopting more generic standards in terms

of communication, allowing remote access to the internet

and implementing smart algorithms for meta-processing of

the data aiming to improve monitoring and/or control.

Versatile devices, with high computational abilities, very

convenient form factor and low cost, can nowadays be used,

on batteries, and operate for long periods, with or without

the assistance of power harvesting modules. In addition,

modern embedded devices have sufficient resources to

support more demanding sensors, such as image sensors,

and the support of more sophisticated networking pro-

tocols, such TCP/IP, extending the traditional WSN

networking capabilities. A rough classification of literature

on monitoring and control could be:

- Monitoring and, in some cases, creation of early warnings,

via simplified rules. This includes multi-point monitoring

for catching and absorbing climatic gradients in green-

house cultivation (Katsoulas, Ferentinos, Tzounis,

Bartzanas, & Kittas, 2017; Tolle et al., 2005).

- Monitoring, meta-processing (algorithm/model imple-

mentations on the server/cloud side) and control, including

control suggestions to the user and fully automated control

(Aiello, Giovino, Vallone, Catania, & Argento, 2017).

- Monitoring using more computationally demanding sen-

sors, such as image sensors andmore powerful end-nodes.

Captured images are used either for plainmonitoring of the

system, or utilised for image processing on-board, at the

edge of the network (Fog computing) or on a cloud/server-

based infrastructure (Katsoulas et al., 2016; Ravikanth,

Jayas, White, Fields, & Sun, 2017; Senthilkumar, Jayas,

White, Fields, & Gr€afenhan, 2016).

Sensing is of high importance in agriculture. WSNs have

been widely used in climate and soil monitoring deployments

both in open field and in controlled environment agriculture.

4.2. Controlled environment agriculture

Greenhouses have been shown to present significant climate

variability, which affects the productivity of the plants (Kittas,

Bartzanas, & Jaffrin, 2003), if not harming them. Greenhouse

cultivation is more intense, therefore, in many cases, it re-

quires higher precision in terms of monitoring and control

(Fig. 4). Several studies have focussed only on localised and

remote monitoring. In most cases data are stored and repre-

sented in various graphical ways (Wu et al., 2012; Jimenez

et al., 2012; Katsoulas, Bartzanas, & Kittas, 2017; Yu et al.,

2011; Zhao, Zhang, Feng, & Guo, 2010). In addition to the

high-precision monitoring, there have been studies present-

ing systems which incorporate meta-processing procedures

with data transferred on remote infrastructures through the

internet. Utilising well-evaluated equations, crop and climate

models, such systems produce assessments of the climate

and/or crop status in order for the grower to take better de-

cisions or get early warnings (Ferentinos, Katsoulas, Tzounis,

Kittas, & Bartzanas, 2015; Fernandes et al., 2013; Hernandez &
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Fig. 5 e A modern example of Cloud IoT solutions for

climate monitoring and climate optimisation based on

cloud analytics services. Data fusion is realised on the

cloud. These data come from various sources, like sensors

inside and outside the facilities, weather stations,

historical data from data bases. User can interact remotely

with the system through a wide variety of devices (laptops,

tablets, smartphones, etc.).
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Park, 2011; Hu & Qian, 2011; Jiao et al., 2014; Katsoulas,

Bartzanas, & Kittas, 2017; Ma, Zhou, Li, & Li, 2011; Suciu,

Vulpe, Fratu, & Suciu, 2015; Tuli, Hasteer, Sharma, & Bansal,

2014; Yu & Zhang, 2013; Zhou, Song, Xie, & Zhang, 2013).

Agricultural-cloud IoT solutions for greenhouse moni-

toring and control are more and more common. End-nodes

collect various data which are uploaded to a cloud infra-

structure where these data are analysed deeply, in a faster

way, at a lower cost, reliably and efficiently (Jiawen,

Xiangdong, & Shujiang, 2013; Keerthi & Kodandaramaiah,

2015; Wang et al., 2013). Since plant factories are becoming

more popular in the wider frame of urban CEA in smart cities,

there have been a number of studies focussing on artificial

growth systems (Kozai & Fujiwara, 2016; Lee & Yoe, 2015).

Katsoulas, Bartzanas, et al. (2017) presented a system for on-

line precise irrigation scheduling for greenhouses (OpIRIS)

based on well-evaluated scientific knowledge organised in the

form of a web application communicating with remote sen-

sors installed in greenhouses. The system integrated

industrial-grade climate sensors and machinery including

fertigation valves/controllers and sensors for automatic

drainage sampling and forwarding the data to the cloud

infrastructure for further analysis. The system proved very

accurate in predicting the crop water needs and provided

growers with very efficient indications about when to irrigate

and how much nutrient solution to apply. Similar attempts to

automate irrigation have been based on an agricultural in-

formation cloud and a hardware combination of IOT and RFID

(Tongke, 2013), the system achieving dynamic distribution of

resource and load balancing. As a result, authors report high

efficiency of resource use and significant improvement in

water quality.

There have also been studies that implement control of

one or more of the actuator systems in greenhouses, such as
climate, or, irrigation controllers, also known as WSANs

(Moga, Petreus, & Stroia, 2012; Sabri et al., 2011). The control

can be done remotely in two ways. The first is manual control

by the farmer. In these cases, system administrator, based on

the suggestions made by a Decision Support System/Expert

System, chooses to control themachinery. Applications in this

monitoring and control category include Integrated Pest

Management (IPM) (Chougule, Kumar, & Mukhopadhyay,

2016), remote monitoring, warning and control in open field

(Chu, Cui, & Li, 2013; Dinh Le & Tan, 2015), and in controlled

environment agriculture (Ferentinos et al., 2015; Pahuja,

Verma, & Uddin, 2013; Qiu, Xiao, & Zhou, 2013). There also

plenty of studies attempting fully-automated control by

communicating the control signals, produced after processing

the sensed data, directly to the actuators succeeding a closed-

loop control (Kassim, Rawidean, Mat, & Harun, 2014;

Nikolidakis, Kandris, Vergados, & Douligeris, 2015;

Rajaoarisoa, M'sirdi, & Balmat, 2012; Yin, Yang, Cao, &

Zhang, 2014; Yongheng & Feng, 2014).

4.3. Open-field agriculture

In open-field deployments researchers usually measure

climate conditions, but also focus a lot in soil monitoring. In

many cases authors usemore than one sensors in the ground,

at different depths. Optimising irrigation by providing exactly

as much water as the plant needs is the only way to preserve

water, since all the extra amount or irrigation is either lost

into the ground, or in the atmosphere through evaporation

(Fig. 5) (Sivakumar, GunaSekaran, SelvaPrabhu, Kumaran, &

Anandan, 2012). Optical sensors have been used for addi-

tional information on crop reflectance or remote temperature

sensing, aswell as,mapping of the situation in the field (Fisher

& Kebede, 2010; Inoue, Sakaiya, Zhu, & Takahashi, 2012;

Moshou et al., 2011; O'Shaughnessy & Evett, 2010). Integra-

tion of IoT and Geographical Information Systems (GIS) has

been proposed in cases where precision of mapping of the

sensed data is important (Li, Peng, & Sun, 2012; Wang, Xiong,

& Du, 2013; Ye, Chen, Liu, & Fang, 2013). Another aspect of

WSNs in agriculture are the Underground Wireless Sensor

networks, which present significant advantages, especially in

open field applications (De Lima, Silva, & Neto, 2010; Dong,

Vuran, & Irmak, 2013; Silva & Vuran, 2010).

As mentioned earlier, the advances in embedded device

technology have made very powerful platforms available at

very convenient prices. This has given the chance to re-

searchers to implement more sophisticated end-devices, such

as Wireless Multimedia Sensor Networks, incorporating

sensing nodes with much bigger computational capabilities,

enough to support highly demanding peripheral devices, such

as image sensors. This kind of node allows heavier local pro-

cessing at the edge of the network, in fog-network-like

manner. These works either use cameras for simple security

or facility monitoring purposes (Cai, Liang, & Wang, 2011;

Zhang, Li, Li, Yang, & Gang, 2011), or implement various

image processing algorithms in order to track invading ani-

mals (Baranwal & Pushpendra, 2016), insects or other plant

threats (Dang et al., 2013; Wang, Chen, & Chanet, 2014) and

crop growth (Rodriguez de la Concepcion, Stefanelli, &

Trinchero, 2014).

https://doi.org/10.1016/j.biosystemseng.2017.09.007
https://doi.org/10.1016/j.biosystemseng.2017.09.007


Fig. 6 e The fusion of small and large-scale sensor

networks, drones, autonomous vehicles, robots and agri-

machinery supported by cloud infrastructure in open-field

cultivation.
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4.4. Livestock applications

Several deployments have been realised in the fields of live-

stock. Optimal environment which absorbs extreme climate

conditions known to have negative effects on animals pro-

ductivity is a seriousmatter for many authors (Corkery, Ward,

Kenny, & Hemmingway, 2013; Ilapakurti & Vuppalapati, 2015;

Wang & Lee, 2012; Zhang et al., 2016). Livestock IoT includes

not only animal and animal climate monitoring and control,

but, in some cases includes field monitoring for optimal

feeding practices (Fig. 6) (Bhargava, Ivanov, & Donnelly, 2015).

Another aspect of livestock IoT includes the instrumentation

and analysis of beehives (Edwards Murphy et al., 2015).

Wireless sensors have been used in animal tracking and

behavioural analysis (Asikainen, Haataja, & Toivanen, 2013;

Huirc�an et al., 2010; Jeong & Yoe, 2012; Kwong et al., 2012;

Nadimi, Jørgensen, Blanes-Vidal, & Christensen, 2012) as

well as odour and hazardous gas monitoring (Mamduh et al.,

2012). There are also studies that focus on optimising the

performance of the equipment used in livestock deployment,

based on the imposed challenges of the situation at hand

(Jeong & Yoe, 2012).
Fig. 7 e A modern IoT livestock paradigm. Sensors in the

field and on the animals monitoring the climate conditions

where the animals live, with weather stations and other

data sources being used for optimal livestock overview.
4.5. Food supply chain tracking

Modern agriculture tends to be more and more industrialised.

Therefore, standardisation mechanisms at each step for the

product, from the grower to the consumer, have to be adopted

in order to assure food safety and quality (Fig. 8). This need has

led to a growing interest in food supply chain traceability

systems. Internet of Things (IoT) technologies include plenty

of solutions to contribute greatly to the construction, support

and maintenance of such systems. In the reviewed literature,

solutions focus either on the business side of Food Supply

Chain (FSC) or technology. There are some works, though,

which attempt to propose solutions for both sides. Recent

developments in e-commerce have given a boost to various

Supply Chain research activity. In this review, however, a

focus only on FSCwas attempted, since they are optimised for

food supplies.

RFID is the most common IoT technology found in Food

Supply Chain (FSC). RFID tags, acting as enhanced barcodes,

enable the tracking of agricultural products. Recent research,

following the IoT paradigm, has combined more than one

sensor to enrich the information of product status whenever

this is recorded through its RFID (Maksimovic, Vujovic, &

Omanovic, 2015; Zhao, Yu, Wang, Sui, & Zhang, 2013). A

common issue in IoT is its distributed nature and the asyn-

chronous and heterogeneous flow of information. Therefore,

naming is vital for the accurate and fast retrieval of informa-

tion when it comes to FSC tracking services (Liu et al., 2015).

The realisation of IoT-based infrastructure leads to the virtu-

alisation of the supply chains, since physical proximity is no

longer required (Verdouw et al., 2013). Various models ana-

lysing the FSC issues and the way IoT technologies tackle

them appear in literature (Lianguang, 2014; Zhang, 2014).

Technological evolution, combined with the increasing

robustness and maturity of several technologies met in IoT,

have given researchers the chance to develop complete sys-

tems, which incorporate sensing modules and software in-

frastructures. The software part of these systems is either

hosted on cloud providers or shared among distributed
Fig. 8 e Schematic representation of the food supply chain

from the production phase until the final consumer.
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shareholders. Complete systems offer automated services,

intelligent schemes and automatic reasoning based on the

measured phenomena and artificial intelligence (Chen, 2015;

Jiang & Zhang, 2013; Xu, Liu, & Li, 2011). Other works present

approaches on how to organise a complete FSC information

management system (Li, Chen, & Zhu, 2013) or how to design

the system in such a way that it maximises the economic

profit (Pang, Chen, Han, & Zheng, 2015).

4.6. Internet of Things middleware and interoperability

Interoperability at all levels is a key concept in the developing

IoT world. Middleware is an approach that aims to facilitate

interoperability (Fig. 9). The concept of interoperability in IoT

can be expressed in many ways. Modern agriculture has

evolved into a highly-intensive industry, expanding from the

level of single grower up to international organisations.

Therefore, agricultural-oriented IoT research offers literature

in all aspects of interoperability, namely technical, syntacti-

cal, semantic and organisational interoperability .

Technical interoperability is associated with hardware and

software components, aiming to provide seamless exchange

of information between systems (M2M). Syntactical interop-

erability has to do with data formats, i.e. the syntax that

messages should have, in order to be exchanged between the

systems, in the form of bit-tables or high level languages

(HTML, XML, etc.). Semantic interoperability has a special

value for end users, since it has to do with the human inter-

pretation and understanding of the content produced by IoT

systems. Finally, organisational interoperability is of high

importance when it comes to IoT scalability. The ability to

communicate effectively and transfer meaningful data, over

highly varying systems and/or geographic regions is the key to

success of distributed, global-IoT infrastructures (Serrano

et al., 2015).

Hu, Wang, She, and Wang (2011a) present a middleware to

promote data (Technical) interoperability among various

grain storage systems. Technical interoperability is the abso-

lute basic type of interoperability a system must satisfy. At a

higher level of intercommunication among systems, syntac-

tical interoperability has to be implemented, in more generic,

understandable and human-friendly messages. The incorpo-

ration of new, high-end, technologies, such as IoT, within a

traditional productive sector, such as agriculture, and the

trend of precision agriculture has given Semantic interoper-

ability middleware an extra value. This is because Semantic

interoperability middleware makes technology more intuitive
Fig. 9 e The dimensions of interoperability (Serrano et al.,

2015).
and easier to understand, for both growers and agronomists

(Jayaraman, Palmer, Zaslavsky, & Salehi, 2015; Sawant et al.,

2014). Knowledge retrieval is a second feature of Semantic

middleware. Data flows are organised and synthesised,

allowing for better reasoning andmanagement in agricultural

(Perera, Zaslavsky, Compton, Christen, & Georgakopoulos,

2013; Yuan, Zeng, & Zhang, 2013) and livestock (Saraswathi

Sivamani, Park, Shin, Cho, & Cho, 2015) deployments. Moving

one step further towards the realisation of large-scale na-

tional, or international cooperative deployments, organisa-

tional interoperability has been studied (Hu, Wang, She, &

Wang, 2011b; Sivamani, Bae, & Cho, 2013). Providing the

base for seamless cooperation between organisations pre-

sents numerous advantages, ranging from the technical level,

for instance, quality improvement in sensing, reasoning and

control systems by automatic exchange of knowledge be-

tween self-learning and self-improving systems, up to eco-

nomic and business level by adapting the production rate

according to market trends.

4.7. Multi-layer deployments and commercial solutions

IoT allows for the interoperability of the systems and orga-

nisations. Therefore, it makes it easier to interconnect sys-

tems involved in the various phases of a product's lifecycle

and several studies have presented systems which integrate

numerous platforms that monitor, control and track agri-

cultural products. Fu (2012) presents in short an intelligent

agricultural system which could potentially be used in

optimal melon and fruit production and management, as

well as internet trading and supply chain tracking of organic

goods.

IoT concepts and technologies have been widely applied in

many aspects of the transportation and storage of goods from

the producer to the wholesale reseller to the consumer, from

post-harvest treatment optimisation, storage facilities moni-

toring and management, and controlled environment ship-

ping containers (Dittmer, Veigt, Scholz-Reiter, Heidmann, &

Paul, 2012; Moon et al., 2015) to swarms of delivery drones (Yu,

Subramanian, Ning, & Edwards, 2015), autonomous trucks

and ships. IoT applications are there to drive future changes

(Hribernik, Warden, Thoben, & Otthein, 2010).

Several vendors have moved towards providing solutions

either in the form of service or solutions that also include the

hardware to do the monitoring. In all these cases cloud-based

applications do the analysis of the data providing suggestions,

warnings or control signals. These solutions do not only focus

on large-scale production, but also on individual gardening

and home production. Bitponics is cloud-based solution of-

fering automated advisory services for garden care (Bitponics,

2016). Plantlink offers a solution for connecting garden to

home users integrating sensors and irrigation controller in

one network (Plantlink, 2016). Growtronix is amodular system

that can monitor almost every aspect of indoor gardens and

plant factories (Growtronix, 2016). Some promising smart

greenhouse monitoring and control solutions are offered by

Sensaphone, Monnit and GetSenso (GetSenso, 2016; Monnit,

2016; Sensaphone, 2016). These solutions aim to optimise

climate in greenhouses minimising the risk of yield losses

through a more optimal climate for the crops. In addition,
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Fieldclimate appears to be a rich platform providing both

hardware (weather stations, sensor nodes) and cloud-based

software solutions (weather forecast, irrigation manage-

ment, disease models etc.) (FieldClimate, 2016). CropX is a

complete system including field ground sensors measuring

soil moisture and temperature, uploading the data to the

cloud and offer amapping and optimal irrigation planning as a

service to the grower through a mobile application (CropX,

2016). Microsoft has recently launched its end-to-end IoT

platform for agriculture. FarmBeats consists of UAV drones

and sensors, connectivity support, and cloud infrastructure

which includes machine learning-based backend analytics

with predictive features, and cloud storage (Microsoft, 2015).
5. Discussion

5.1. Internet of Things hardware & software challenges
in agriculture

When it comes to IoT in agriculture, several challenges arise.

Firstly, the equipment residing at the perception layer has to

be exposed directly to harsh environmental phenomena, like

high solar radiation, extreme temperatures, rain or high hu-

midity, strong winds, vibrations and other dangers capable of

destroying the electronic circuits. The end-deviceswill have to

stay active and function reliably for long periods relying on the

limited power resources of batteries. Therefore, appropriate

programming tools and low-power capabilities are manda-

tory, since the frequent battery replacement or reset of the

stations (in case of a program failure), for example in a large-

scale open field deployment, is not easy. Power harvesting can

be a solution to some extent, however, the power consump-

tion has still to be within the power budget of small power

harvesting modules (e.g. solar panels, wind turbines etc.).

Furthermore, the large number of interconnected (in an

internet-like manner) devices produces an incredibly large

amount of data, which will soon be beyond the resource ca-

pacities of small-scale server infrastructures to handle (Atzori

et al., 2010; Ziegeldorf, Morchon, & Wehrle, 2014).

5.2. Organisational challenges & interoperability

When it comes to logistics for the food and agricultural sector,

this infrastructure aims to facilitate the exchange of infor-

mation and the transportation of goods, optimising the pro-

duction process and the supply chain networks globally. IoT is

gradually transforming business processes by providing more

accurate and real-time visibility to the flow of materials and

products (Lee & Lee, 2015). Cloud Computing provides high

quality services, hardware-agnostic application development

tools and sufficient storage and computational resources to

store and process the data produced at the edge of the

network. Therefore, it seems like an ideal complement for the

IoT technologies towards the composition of “CloudIoT”

paradigm (Botta et al., 2014). The huge amount of data pro-

duced at the edge of the network, however, can incur a

severely high cost to be transferred to the cloud, both in terms

of money and latency. Therefore, the optimal balancing be-

tween the edge storage and processing and the part of the
workload that is to be done on the cloud is a serious matter.

Fog Computing is an extension of the Cloud Computing

paradigm, expanding cloud technologies and tools, as well as,

the horizons of application development (Bonomi, Milito,

Natarajan, & Zhu, 2014).

5.3. Networking challenges

The characteristics of the environment do not only impose

challenges to the hardware, but also to the network layer.

Wireless communication is the most common in agricultural

deployments, due to the lack of wiring costs. Environment is

known to be one of the major factors which lead to low

wireless link quality, through the multi-path propagation ef-

fects and its contribution to background noise (Wang et al.,

2017). Real-world deployments have shown that the perfor-

mance of popular transceivers is affected by temperature

(Bannister et al., 2008; Boano et al., 2010), humidity (Thelen,

2004), human presence and other obstacles within the space

in which a wireless node attempts to communicate. There-

fore, data have to be transferred using robust and reliable

technologies, according to the requirements and challenges of

the rural environment.

5.4. Security challenges

The transfer to an interconnected internet of “smart things”

must ensure the security, authenticity, confidentiality and

privacy of the stakeholders involved in this network. In other

words, IoT must be secure against external attacks, in the

perception layer, secure the aggregation of data in the

network layer and offer specific guarantees that only author-

ised entities can access and modify data in the application

layer.

Security in IoT is summarised in three requirements:

authentication, confidentiality and access control (Sicari,

Rizzardi, Grieco, & Coen-Porisini, 2015). In the perception

layer the most common security issues include information

acquisition security and physical security of the hardware.

The latter one is quite important in the case of agriculture,

since the devices can be deployed in open fields and function

without surveillance for long periods. Due to the distributed

nature of IoT and the fact that its devices may be deployed in

diverse environments, a single security protocol is, usually,

not enough (Li, 2012). RFID security issues are usually related

to leakage of information, which can unveil the location and

other sensitive data. Security countermeasures include data

encryption, use of blocker tags, tag frequency modification,

jamming and, finally, tag destruction policy, in other words

the physical ending of a tag's life (Matharu, Upadhyay, &

Chaudhary, 2014). Sensor nodes differ from RFID tags, in

the way that sensors are active and relate to dynamic prop-

erties of things. Therefore, encryption algorithms, key dis-

tribution policies, intrusion detection mechanisms and

security routing policies have to be deployed, always keeping

in mind the hardware restrictions of smart devices. In the

current IoT concept, data flow from the end devices to a

gateway, which is in charge of uploading these data to other

infrastructures, such as the cloud. Various security policies

for sensor terminals exist, including cryptographic
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algorithms, identity authentication mechanisms, data flow

control policies, data filtering mechanisms etc. (Li, 2012).

Moreover, the perception layer requires information acqui-

sition security measures too. Wiretapping, tampering,

cheating, and replay attacks are just a few of the security

threats. Therefore, authenticity, confidentiality and data

integrity have to be ensured during the phase of data

acquisition, and key management protocols and secure

routing policies should be adopted and sensor node

authentication policies must be leveraged to prevent data

access by unauthorised entities (Gou, Yan, Liu, & Li, 2013).

5.5. Stack challenges

Middleware is another part of IoT presenting specific re-

quirements for increased security, since it stands between the

network and application layers and is responsible both for

data processing and communication interface between these

two layers. Security in the middleware layer requires confi-

dentiality and secure data storage.

Wireless medium is challenging, when it comes to security

in transmissions, even for more sophisticated hardware than

the platforms met in IoT deployments. Therefore, the IoT ar-

chitecture can easily be exposed to risks, such as denial of

service attacks, unauthorised access, man-in-the-middle at-

tacks, and virus injections which target and affect confiden-

tiality and data integrity. Authentication, intrusion detection,

keymanagement and negotiationmechanisms could possibly

provide solutions against the network layer threats.

Application layer is the top layer in the IoT vision. It is the

place where enormous flows of data streams end, requiring

increased storage and computational resources. This is why

the application layer is so closely-related with the cloud. The

security issues here are not very different from the security

issues of the cloud itself, including data security, privacy,

backup and recovery. Controlmechanisms need to administer

the privileges and ownership of data and manage the access

rights to all, or part of the information, both for physical users

and between machines, or even organisations.

5.6. Potential value of IoT in agriculture

Internet of Things is rapidly evolving and many novel appli-

cations and services are emerging from it. A great amount of

research is being conducting towards the integration of

various heterogeneous systems, the security assurance at

various levels of IoT and the analytics, which will give a better

insight into the “Big Data” in order to optimise various busi-

ness processes. National policy of governments around the

world for increased production rate of fresh-cut vegetables

and meat, at lower price, with higher quality standards, as

well as, the consumers' demand for transparency in the pro-

duction cycle and the environmental footprint of the products

they buy, provide IoT a huge field for development and

diffusion. According to Bradley, Barbier, and Handler (2013),

the estimates from 2013 to 2022 of potential IoT value vary

significantly, ranging from a minimum of $1 trillion up to

more than $15 trillion, not including the increased revenues,

the benefits of cost reduction among companies and
industries and the general economic activity due to IoT. Much

of the added-value of IoT comes from the flexibility and the

optimisation and precision that it introduces into the pro-

duction processes of industry and production units of all

types. Therefore, it is not so risky to forecast that agricultural

sector processes at all levels will drastically change in the very

near future. Obviously the economic numbers related to IoT

are very big, tempting some very serious players to invest in it.

Examples, like the recent purchase of Nest Labs, a company

specialising in IoT for home automation, by Google for $3.2

billion in cash and the purchase of Jasper Technologies,

developer of and IoT cloud platform, by Cisco for $1.4 billion,

reveal the great potential of IoT and prove that it is highly

attractive to big investors and behemoth technological firms.

The partnership formation, however, is not so trivial. This is

due to the fact that the companies involved in IoT invest in

one or a few aspects of it, because of its wide nature. There-

fore, sooner or later, they will have to cooperate with each

other, putting aside any competition, or the notion of who is

more important, in order to introduce some universal stan-

dards in the evolving IoT hype.
6. Conclusion

When it comes to agriculture, IoT is expected to optimise the

production by many means. Farmlands and greenhouses are

about to move from precision to a micro-precision model of

agricultural production. Distributed, pervasive computing and

precise monitoring of the facilities will provide the optimal

growing or living conditions for both vegetables and animals.

Autonomous systems will be able not only to command the

actuators in the most efficient way, optimising the utility and

resource usage, but also to control the production in accor-

dance to the market situation, maximising the profit and

minimising the costs in every possible way. On the other

hand, food supply chains, equipped with WSN and RFID

equipment, will be able to monitor each stage in the life of a

product, make automatic reasoning, in case of a faulty prod-

uct and increase consumer's feeling of safety, through a

transparent product lifecycle information system.

All the above is the optimistic approach of the IoT inte-

gration in agriculture. However, in this concept, plenty of in-

dividual players are about to participate. First of all, local

networks have to be secured against interference from other

networks, especially as these technologies reach their full

potential. In a real IoT scenario, most of the players will use

different equipment, with different technical specifications

and/or sensor characteristics. Obviously, the interoperability,

the filtering and the semantic annotation of the data, coming

fromeach producer, has to bemade to some extent. This is the

only way in which the data, coming from vastly heteroge-

neous sources, can be used to optimise a shared decision

support or expert system. Security, anonymity and control

over the access rights on the information is vital for such a

system to be adopted. In awider perspective, many of the data

related to business/institution strategic planning cannot be

disclosed or retrieved by non-authorised entities, so that the

market is safe against unorthodox tactics.
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